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ABSTRACT

Light scattering-based techniques are being developed for non-invasive diagnostics of inhomogeneous media in various fields, such as medicine, biology, and material characterization. However, as most media of interest are highly scattering and have a complex structure, it is difficult to obtain a full analytical solution of the scattering problem without introducing approximations and assumptions about the properties of the system under consideration. Moreover, most of the previous studies deal with idealized scattering situations, rarely encountered in practice. This dissertation provides new analytical, numerical, and experimental solutions to describe subtle effects introduced by the properties of the light sources, and by the boundaries, absorption and morphology of the investigated media. A novel Monte Carlo simulation was developed to describe the statistics of partially coherent beams after propagation through inhomogeneous media. The Monte Carlo approach also enabled us to study the influence of the refractive index contrast on the diffusive processes, to discern between different effects of absorption in multiple scattering, and to support experimental results on inhomogeneous media with complex morphology. A detailed description of chromatic effects in scattering was used to develop new models that explain the spectral dependence of the detected signal in applications such as imaging and diffuse reflectance measurements. The quantitative and non-invasive characterization of inhomogeneous media with complex structures, such as porous membranes, diffusive coatings, and incipient lesions in natural teeth was then demonstrated.
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Noninvasive diagnostics of inhomogeneous media is desirable for a wide range of applications, such as medicine, biology and material characterization. Recently, many such investigative methods have been developed and are starting to replace diagnostics tools that require sample acquisition and destruction, or exposure to high levels of damaging radiation. An important category of noninvasive methods, the light scattering-based techniques, make use of the interaction of light with matter for inferring desired characteristics of the observed medium. Most applications were developed for the characterization of particulate systems, specifically for determining their size, size distributions, index of refraction, shape and concentration. Various applications in medicine and biology have also emerged, such as, for example, measurements of the blood flow in either the capillary bed or the deep layers of tissue and tomographical imaging of different organs.

The light scattering process has been studied extensively, and has been the subject of numerous papers and books. However, as most media of interest are highly scattering and have a complex structure, obtaining a full analytical solution of the light propagation is practically impossible, as it is difficult to take into consideration all the scattering, absorption and interference effects that take place inside the medium. Thus, in all attempts at inhomogeneous media characterization through light scattering there are approxima-
tions and assumptions that have to be made about the properties of the system under consideration. A brief review of this assumptions and approximation is included in Chapter 2. Moreover, most of the studies and models were developed for idealized cases, rarely encountered in practical applications. Although their contribution is invaluable to the development of new diagnostic techniques, one must also consider the subtle effects that are induced by the particular characteristics of "non-ideal" inhomogeneous media. Accordingly, the aim of this dissertation is two-fold. First we will elaborate on the theoretical framework needed to describe the influence of certain particular characteristics of the light scattering system such as the properties of the radiative sources, scattering and absorption regimes, particle size distributions, and boundary conditions. We will then use the new knowledge in developing novel approaches for noninvasive characterization of different media of interest.

*The properties of the radiative sources will influence the scattering regime in the inhomogeneous media under investigation.* In many practical situations, laser sources are commonly used for light scattering experiments, because of their high power, directionality and coherence of the radiation. Moreover, the scattering processes have usually been described in terms of scattering of plane waves. More recently, however, it has been realized that there are certain advantages in using partially coherent sources, such as the capability of filtering out the multiple scattering component and decreasing the coherent noise, and/or increasing the imaging depth resolution in interferometric set-ups. Consequently, there is an increasing need to accurately describe the effects of the coherence of the light sources on the outcome of a scattering process. The influence of both the
spatial coherence, determined by the correlations between the fields emitted by different points across the surface of the source, and the temporal coherence, determined by the correlations between the fields emitted at different times, on the scattering process will be studied in Chapter 3. Monte Carlo simulations have been used extensively to study energy transport in multiple scattering media by taking advantage of the probabilistic nature of the light propagation in such media. In this technique, energy packets, i.e. photons, are sent one by one inside the scattering sample, and their trajectories are followed as they are scattered, reflected and/or absorbed in the medium. The statistical nature of the technique, however, has been considered the main impediment in treating wave coherent phenomena, as the photons are not being sent and followed all at once inside the medium. A novel approach for solving the problem of partially coherent beams propagating through scattering media numerically using Monte Carlo simulations, will be introduced in Chapter 3. We will show that, using Monte Carlo simulations, one can study the characteristics of beams with adjustable spatial coherence properties that propagate through highly scattering media. The method, subject to certain conditions and limitations that will be presented in detail, has the advantage of providing solutions for problems not covered by analytical descriptions and approximations. The influence of the temporal coherence of the source on the light scattering process, and in particular the bandwidth dependence of the heterodyne efficiency in a low coherence interferometry set-up, will also be addressed in Chapter 3. Low coherence interferometry is an optical technique that has been greatly developed over the last years, however, most of the models introduced to explain images of inhomogeneous media acquired with this technique
use a quasi-monochromatic description of the heterodyne detection process. We will show
that, although neglected in current formalisms, the spectral changes induced by scattering
alone will in general decrease the detection efficiency in a heterodyne detection process.
The effect is stronger when the bandwidth of the incoming radiation is increased and it is
dependent on the specific scattering system. Thus, the bandwidth dependence needs to
be carefully considered when low coherence interferometry is used as a quantitative tool
for characterizing inhomogeneous media.

*The boundaries of the inhomogeneous medium will also affect the outcome of a scat-
tering experiment.* The diffusion approximation of light transport has been introduced
to describe the propagation of light inside heavy multiple scattering media. Solving the
diffusion equation for bounded media requires setting special boundary conditions, such
that the behavior of the energy density at the interfaces is taken into account. Both the
index contrast and the roughness of the boundary will influence the diffusion process.
A careful analysis of the influence of the last scattering event on the diffusion process
will be presented in Chapter 4. We will show using a Monte Carlo simulation, that for
smooth boundaries, the scattering process close to the boundary is fundamentally differ-
ent from the bulk diffusion, in the sense that it is affected by the scattering properties of
the individual centers. Hence, the extrapolation length, introduced to describe the diffu-
sion process for bounded media, is not only dependent on the refractive index contrast
at the boundary, but depends also on the anisotropy of the scattering centers. We will
also show that for rough boundaries, modeled as a single scattering layer, the spectral
reflectance increases monotonically with the wavelength. Hence, despite strong bulk dif-
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fusion, a wavelength dependence is practically generated through a mechanism other than absorption. The implications will be discussed in the context of several applications.

Absorption is yet another process that affects the outcome of a scattering experiment. To infer the scattering and absorption properties of inhomogeneous media, most existent techniques use either sophisticated time of flight configurations, or measurements of the diffuse reflectance and mean arrival time from a medium at different source-detector separation, or various modulation frequencies of the light source. In Chapter 4 we will assess the capability of simultaneous determination of scattering and absorption coefficients, using a single measurement of the pathlength distribution of light inside the sample, determined with optical pathlength spectroscopy. Moreover, we will study the absorption distribution inside the sample, which provides significant insights, since the realistic case where the absorbing centers are also the scatterers has barely been studied before.

Other problem that needs to be considered is the morphology of the investigated medium, as for example in samples consisting of interconnected network of pores or multiple layers with different optical properties. In Chapter 5, we will describe the novel use of optical pathlength spectroscopy and diffuse reflectance spectroscopy to quantitatively characterize structurally complex, highly scattering media, ranging from membrane filters and diffusive coatings to caries lesions in natural teeth enamel. For membrane filters, we will show that an important characteristic of the medium, the transport mean free path, can be recovered by fitting the pathlength resolved reflectance either with the results of the diffuse approximation in semi-infinite or bounded media, or with distributions obtained by Monte Carlo simulations. Different approaches are necessary depending on the thick-
ness of the membrane, as this will dictate the scattering regime in the sample. For diffuse coatings, we will show that, using optical measurements over a large range of wavelengths, one can obtain information on the pore size distribution of the pore structure as well as the porosity of the medium. Another porous medium of interest is dental tissue, and the non-invasive characterization of its demineralization is necessary for the correct assessment of a treatment plan. A basic understanding of the light scattering processes that take place inside the dental tissue (either sound or carious) will be obtained using both measurements of the photon pathlength distribution of light inside such media and Monte Carlo simulations. We will show that one can find correlations between the physical parameters of lesions and the moments of the pathlength distribution of light inside the samples, provided that the optical measurements are performed such that there is high refractive contrast at the tooth surface. Since the refractive index contrast inside the scattering sample will influence the strength of a scattering process, one would expect that monitoring the refractive index contrast changes in a scattering medium could bring additional knowledge on the properties of the medium under consideration. Accordingly, we will study the effects of drying on the optical pathlengths in natural incipient caries lesions, with the goal of quantifying the porosity of the surface layer of a lesion, and thus determine the speed at which the caries process will continue in time.

Final conclusions and a summary of the original contributions of this dissertation will be presented in Chapter 6.
CHAPTER 2
MULTIPLE LIGHT SCATTERING - AN OVERVIEW

This chapter reviews (1) the analytical approaches, (2) the investigative methods, and (3) the factors influencing the light scattering processes. Without trying to be exhaustive, the analytical approaches section describes the basic concepts of light scattering theory. Moreover, an introduction of the treatment of different scattering regimes is included. The investigative methods section includes a review of the experimental and numerical methods that have been used in this work. In the third section, several factors that influence the scattering process are considered. The direct problem of finding the field scattered from a given scattering center of known size, shape and composition is generally a complicated task. Due to the complex interferences of the fields scattered by different regions of the scattering center, the inverse problem of describing the scatterer as fully as possible from a suitable scattering experiment is even more complex. Nevertheless, solving the inverse problem is important in practice as it is the basis for the noninvasive characterization of inhomogeneous media and this is the main goal of this dissertation.

2.1 Analytical approaches

The concentration of scatterers and the number of scattering events that the light experiences before being detected influences considerably the outcome of a scattering
experiment. Although practical situations are generally more complicated, analytical solutions have been obtained for two limiting regimes, the single scattering and the multiple scattering one. A brief description of the concepts and approximations that are used to describes these two regimes are presented in the following.

2.1.1 Single scattering regime - scattering from a particle or a collection of particles

Let us assume that a plane wave $\mathbf{E}_i = \mathbf{E}_o \exp(i\mathbf{k} \cdot \mathbf{r})$ is incident on a scattering center of arbitrary size and shape. The scattering center is characterized by its relative dielectric constant, $\varepsilon_r(r) = \varepsilon'_r(r) + i\varepsilon''_r(r)$, with the real part describing the index of refraction and the imaginary part the loss properties. In the far field, at a distance $R \gg d^2/\lambda$, with $d$ the dimension of the particle and $\lambda$ the wavelength of the radiation), where the amplitude and phase variations due to interferences of waves scattered by different parts of the scattering center can be neglected, the scattered field can be described by an outgoing spherical wave $\mathbf{E}_s = \mathbf{E}_o \exp(ik_s) f(u, u_0)$ [1]. Here $f(u, u_0)$ is the so-called scattering amplitude and represents the amplitude, phase and polarization of the field scattered by the scattering center in the direction $u$ when illuminated from direction $u_0$ with a plane wave. A more commonly known and used quantity in light scattering theory is the scattering cross section, related to the scattering amplitude through the relation:

$$\sigma_s = \int_{4\pi} |f(u, u_0)|^2 d\Omega$$

with $d\Omega$ being the differential solid angle. The scattering cross section has units of area, and describes the total power a scattering center will scatter at all angles. The total power
which is absorbed by a scattering center is described by the absorption cross section $\sigma_a$, and, finally, the sum of the scattering and absorption cross sections determines the total (extinction) cross section $\sigma_t = \sigma_s + \sigma_a$. Another commonly used quantity, especially in the radiative transfer theory, is the phase function

$$p(u, u_0) = \frac{4\pi}{\sigma_t} |f(u, u_0)|^2,$$

which describes the anisotropy of the scattering process.

Finding the field scattered by a scattering center that is being illuminated by a given incident field implies solving Maxwell’s equations with the appropriate boundary conditions. However, there are approximations that can be made depending on the size of the scattering center, its dielectric constant and the wavelength of the incident field [2], [3]. One simplification can be introduced when the size $d$ is very small compared to the incident wavelength ($d \ll \lambda$). In this regime, called the Rayleigh scattering regime, the field inside the scattering center can be assumed to be uniform, hence, the angular dependence of the scattered field is the same as for an electric dipole oriented along the direction of the field inside the scattering center. In Rayleigh approximation, the scattering cross section becomes inverse proportional to the fourth power of the wavelength, i.e. shorter wavelengths suffer stronger scattering, and proportional to the square of the volume. In the Rayleigh-Gans regime, assumptions are made not only on the relation between the size and the wavelength, but also on the dielectric constant of the scattering center. Specifically, the dielectric constant has to satisfy the relation $|\varepsilon_r - 1| \ll 1$, and the restriction on the size is somewhat relaxed such that $d \ll \frac{\lambda}{(\varepsilon_r - 1)}$. In these conditions,
the scattering amplitude is proportional to the Fourier transform of $(\varepsilon_r - 1)$ evaluated at $k_s = 2k \sin(\frac{\theta}{2})$, and the scattering is not isotropic anymore, like in the Rayleigh regime.

A rigorous solution for spherical particles that are not subject to the above restrictions has been found by Mie in 1908. His solution for the scattering cross section, for spheres of arbitrary radius $a$, is a complicated function of Ricatti-Bessel functions $\psi$ and $\zeta$

$$\psi_n(z) = \left(\frac{\pi z}{2}\right)^{1/2}J_{n+1/2}(z)$$
$$\zeta_n(z) = \left(\frac{\pi z}{2}\right)^{1/2}H^{(2)}_{n+1/2}(z)$$

of arguments $ka$ and $k\varepsilon_r a$. Here, $J_{n+1/2}$ and $H^{(2)}_{n+1/2}$ are the Bessel functions of the first kind and second kind, respectively. For example, a Mie solution of the scattering efficiency $Q_{scat} = \frac{\sigma_s}{\pi a^2}$ for spheres of refractive index 1.5 and no absorption as a function of the size parameter $ka$ is illustrated in Figure 2.1.

In practical applications however, we are often confronted with scattering by collections of scattering centers. Considering only single scattering allows considerable simplifications in the study of light scattered by such collections of scattering centers. In this approximation, the total scattered field is sufficiently small such that each center scatters the incident field independent of the other scattering centers, and the total scattered field is obtained as a sum of the contributions from each scattering center. Accordingly, if $P_i$ is the incident power density on a collection of identical scattering centers of number density $\rho$ and scattering amplitude $f(u, u_0)$, the total scattered power density from a volume $dV$ at a distance $R$ is given by $P_s = \frac{\rho |f(u, u_0)|^2}{R^2} P_i dV$. 
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2.1.2 Multiple scattering regime - transport theory and the diffusion approximation

The single scattering approximation loses its validity as the concentration of scattering centers is increased and the scattered field becomes comparable with the incident one. In this case, light reaches the detector after being scattered at least several times and the field incident on each particle depends on the fields scattered by all the other scatterers. For this multiple scattering regime, a full solution of the light propagation is very complex, as it is very difficult to take into consideration all the scattering, absorption and interference effects that take place inside the inhomogeneous media.

A transport theory has been developed to describe multiple scattering in dense media, and deals directly with the energy transport in an inhomogeneous media [4]. Although diffraction and interference effects are considered for the scattering and absorption of a single particle, no interference effects are considered between fields scattered by different
particles. Transport theory’s basic differential equation, similar to Boltzmann’s equation, is obtained by balancing all the contributions to the photon density inside a volume $V$, and it is generally written in the form

$$\frac{1}{v} \frac{\partial \Phi(r, t)}{\partial t} + \nabla J(r, t) + (\mu_s + \mu_a) \Phi(r, t) =$$

$$= \mu_s \Phi(r, t) + s(r, t).$$  \hspace{1cm} (4)

Here, $\Phi(r, t)$ is the photon flux and $J(r, t)$ the photon current density, which can be both expressed as a function of the angular photon flux $\varphi(r, \Omega, t)$ as

$$\Phi(r, t) = \int_{4\pi} \varphi(r, \Omega, t) d\Omega$$

$$J(r, t) = \int_{4\pi} \Omega \varphi(r, \Omega, t) d\Omega$$ \hspace{1cm} (5)

In the transport equation, the other quantities describing the source and the inhomogeneous media, respectively, are the photon source $s(r, t)$ and the scattering ($\mu_s$) and absorption ($\mu_a$) coefficients. The angular photon flux $\varphi(r, \Omega, t)$ is related to the density of photons $n(r, \Omega, t)$ that propagate within the solid angle interval $[\Omega, \Omega + d\Omega]$ through

$$\varphi(r, \Omega, t) = v \cdot n(r, \Omega, t)$$ \hspace{1cm} (6)

with $v \cdot \mu_s$ being the frequency of interaction.

Generally, the transport equation can be solved only numerically; for an analytical solution further approximations are required. For instance, assuming that the angular flux $\varphi(r, \Omega, t)$ is only linearly anisotropic, i.e. from the expansion in Legendre polynomials of the angular flux only the two first terms are kept (the so-called P1 approximation),
\[
\varphi(r, \Omega, t) \simeq \frac{1}{4\pi} \Phi(r, t) + \frac{3}{4\pi} J(r, t) \cdot \Omega
\]

the source is isotropic, and the photon flux varies very slowly in time, a relation called Fick’s law is found between the photon flux and the photon current density

\[
\frac{1}{3} \nabla \Phi(r, t) + J(r, t) = 0.
\]

The P1 approximation mentioned above requires the absorption to be smaller than the scattering \((\mu_a << \mu_s)\), mainly because it assumes a small intensity gradient, which is incompatible with large absorption. Inserting Fick’s law into the radiative transfer equation (Eq.4), leads to the diffusion approximation for the photon flux \(\Phi(r, t)\):

\[
\frac{1}{v} \frac{\partial \Phi(r, t)}{\partial t} - D \nabla^2 \Phi(r, t) + \mu_a \Phi(r, t) = s(r, t),
\]

where \(D\) is the diffusion coefficient \((D = \frac{1}{3\mu_s(1-g)})\) and \(g\) is the anisotropy factor defined as the average cosine of the scattering angle \((g = \int \Omega \cdot \Omega_p(\Omega, \Omega') d\Omega)\). For example, \(g \rightarrow 0\) indicates an isotropic scattering event, while \(g \rightarrow 1\) indicates an anisotropic, mostly forward scattering event. By solving Eq.9 with appropriate boundary conditions for the inhomogeneous media of interest, the reflectance or transmission of the medium can be obtained analytically. Again, it is important to emphasize that this equation holds only for dense scattering media, in the approximations that the angular photon flux is only linearly anisotropic, the source is isotropic, and the photon flux varies very slowly in time.
2.2 Investigative methods

Both experimental and numerical techniques have been used as investigative methods for the inhomogeneous media characterizations, and they are described in detail below.

2.2.1 Experimental techniques

Light scattered by inhomogeneous media has been used extensively in the last decades for the characterization of either the light source or the medium when the properties of the other one were known. Most experiments examined the angular spectrum, the polarization or the coherent properties of the optical waves transmitted by the inhomogeneous medium. Single scattering, diffusive and more recently sub-diffusive regimes of light scattering have been tackled.

The light scattering characterization techniques I have used in this work are ballistic attenuation of light in single scattering colloids, for the characterization of absorption in colloidal suspensions, diffuse reflectance spectroscopy, for the characterization of diffuse coatings on transparent substrates and inorganic samples and optical pathlength spectroscopy, for the characterization of incipient caries lesions in natural teeth.

Ballistic attenuation of light in single scattering colloids - is a technique that measures the extinction of a beam when passing an attenuating medium (Figure 2.2). Because multiple scattering effects induce deviations from a Beer-Lambert type attenuation \( I = I_0 \exp(-\mu_t z) \), with \( \mu_t = \mu_s + \mu_a \) and \( z \) the thickness of the medium, the method can be
used only in the single scattering regime. A variable thickness cell is generally used to experimentally determine the extinction coefficients of particulate suspensions.

![Diagram of experimental set-up](image)

Fig. 2.2 Experimental set-up for measuring the ballistic attenuation of light in single scattering colloids

**Diffuse reflectance spectroscopy** - measures the wavelength dependent diffuse reflectance of a multiple scattering object with the help of an integrating sphere. A spectrophotometer equipped with an integrating sphere accessory has been used in these measurements. A brief schematic of the accessory is presented in Figure 2.3. The dual beam optics allows for simultaneous measurements of both sample and reference without moving samples.

**Optical pathlength spectroscopy** - uses the principles of low coherence interferometry to obtain information on the multiple scattering of light inside the sample, acquiring volume information on the scattering medium with very good resolution and significant dynamic range [5]. Due to its ability to experimentally determine the pathlength distribution $P(s)$ of waves inside the scattering medium, it has already been successfully used to investigate fundamental problems in scattering theory such as reflections at the boundaries and sub-diffusive regimes [6, 7].
Fig. 2.3 Dual beam integrating sphere used for diffuse reflectance measurements

Fig. 2.4 Optical pathlength spectroscopy experimental set-up and typical reflectance curve obtained from a multiple scattering medium
The experimental set-up is basically an all fiber optic, low coherence interferometer (Figure 2.4), with a near IR ($\lambda = 1300\,\text{nm}$) low coherence ($l_c = 10\,\mu\text{m}$) light source. Light from the source is split into a reference and a probe beam, which, after being retroreflected from the reference mirror and scattering sample respectively, are recombined into a detector that measures their interference. Adjusting the position of the reference mirror, waves that have traveled a specific pathlength inside the medium are detected. Very high resolution ($\approx 20\,\mu\text{m}$) in measuring the optical distance is achieved due to the low coherence of the source, while the heterodyne detection increases considerably the dynamic range of the measurement (90$\,\text{dB}$). A typical reflectance versus optical pathlength curve is also included in Figure 2.4. After an initial peak that represents the specular reflection of the sample surface, the rest of the distribution corresponds to waves that have experienced multiple scattering inside the inhomogeneous media. The number of scattering events that the wave experienced before being detected is directly correlated with the position in the pathlength distribution curve.

2.2.2 Monte Carlo simulation procedures

Whenever a complete analytical description of a phenomenon is either not available, or very complicated numerical experiments are sometimes the only viable approach. Among the wide range of numerical methods developed up to now, the Monte Carlo simulation (MCS), uses statistical sampling, i.e. sequences of random numbers, to give approximate solutions to a physical problem. Problems that have or have not a probabilistic content,
from very diverse fields, can be solved as long as the system under consideration is described by probability density functions (PDF). The statistical error in the results can be predicted, and generally many realizations (trials) are needed in order to have a very low statistical error, increasing significantly the computation time. However, many variance reduction techniques and parallelization algorithms have been recently developed to allow Monte Carlo methods to be implemented efficiently.

Light propagation in inhomogeneous media is inherently a random process, and the way a photon is scattered and absorbed can be described by corresponding PDF [8, 9, 10]. Moreover, inhomogeneities in scattering and absorption (multiple layers), boundary effects (refractive index contrast, roughness) and different sources (pencil beam, isotropic) can be readily introduced (Figure 2.5).

![Figure 2.5 General layout for a Monte Carlo simulation. Scattering, absorption, reflection at the boundaries, roughness and multiple layers can be considered. Three distinct trajectories of photons inside the medium are shown.](image)

Generally, wave features such as phase and polarization are not accounted for in the simulations, as most MCS only deal with the energy transport in the inhomogeneous
medium. In Chapter 3, however, a novel approach is introduced to deal with random interferences specific to coherent propagation of light inside the inhomogeneous media.

Once the PDF for the problem at hand are known, random numbers are selected from these probabilities to determine the distance over which a photon will be either scattered or absorbed and its polar and azimuthal angles of scattering (Figure 2.6).

![Scattering geometry in spherical coordinates](image)

**Fig. 2.6** Scattering geometry in spherical coordinates

Generally, the PDF that describe the scattering of a photon is given by

$$p_s(l) = \frac{1}{l_s} \exp\left(-\frac{l}{l_s}\right)$$  \hspace{1cm} (10)

with $l_s = \frac{1}{\mu_s}$ being the scattering length. The azimuth $\varphi$ is usually chosen from a flat $[0, 2\pi]$ distribution, as spherical symmetry is often assumed, while the polar angle is sampled from a flat distribution for particles that scatter isotropically, a Heyney Greenstein [11] one for particles that scatter mostly forward (Eq.11), or a combination of both, as the specific medium under consideration requires.
\[ p(\theta) = \frac{1}{2\pi} \frac{1 - g^2}{(1 + g^2 - 2g \cos(\theta))^{3/2}} \]  \hspace{1cm} (11)

Reflections at the boundaries are included using Fresnel relations averaged over different polarizations, when the polarization is not taken into consideration. Roughness can also be included as a random process, allowing photons that are encountering a boundary to "see" that boundary at angles given from a certain PDF, again characteristic to the problem at hand. Different ways of handling absorption in a MCS of light scattering have been introduced. In general, a weight is associated to each photon that enters the medium, and that weight is decreased in a specific manner as the photon propagates inside the medium. The photon is then terminated if its weight decreases under a certain value, or if its pathlength exceeds a pre-set propagation length.

In this work, the MCS has been used extensively either to look at effects that have been discovered both experimentally and analytical, or to understand experimental situations where an analytical description of the phenomena was not readily available. Moreover, insight was gained in specific problems of interest, even before any experiment was performed. The specifics of each of the simulations performed are described in the next chapters.

### 2.3 Factors influencing the light scattering process

In all attempts at inhomogeneous media characterization through light scattering there are approximations and assumptions that have to be made on the properties of
the system under consideration. These properties, that influence greatly the outcome of an experiment, include but are not limited at the coherence properties of the radiative source, scattering and absorption regimes, particle size distributions, and boundary conditions. The primary goal of the present work was to gain insight onto how these factors influence the outcome of a light scattering process, and consequently, to use light scattering measurements for a complete and accurate characterization of diverse inhomogeneous media.

2.3.1 Coherence properties of light sources

Fully coherent beams (both temporally and spatially) are an idealization; real sources are not perfectly monochromatic or spatially coherent. Moreover, some light scattering based techniques, such as low coherence interferometry, use broadband radiation to increase the resolution of the detection process. However, as the coherence of the radiative source is changed, the outcome of a scattering experiment might be influenced as well.

In terms of the spatial coherence of the radiative source, it has been recently shown both theoretically and experimentally that a partial coherent beam (PCB) will be degraded less by turbulence than a spatially coherent beam [12, 13]. Moreover, the spatial coherence properties of the radiative source will influence the speckle statistics at the exit surface of the inhomogeneous medium. Consequently, the effects of an inhomogeneous medium on the partially coherent beam propagation is a problem that is of interest in various fields, from atmospheric propagation to optical investigations on biological
materials. In Chapter 3, a novel Monte Carlo simulation is introduced to study the characteristics of beams with adjustable spatial coherence properties that propagate through highly scattering media.

The temporal coherence of the source needs also careful consideration. In response to the increasing interest in noninvasive techniques for in-vivo tissue imaging and characterization, low-coherence interferometry has been extensively used over the last years for imaging and characterization of tissue samples. In an attempt to improve the depth resolution of this interferometric technique, the bandwidth of the incident radiation has been increased considerably. In spite of this trend, all of the models introduced to explain images of heterogenous tissue, use a quasimonochromatic description of the heterodyne detection process [14, 15, 16]. Although this might not be problem for narrow-band sources (for example, a 30nm bandwidth at a central wavelength of 800nm) one must cautiously describe the process for larger bandwidth-central wavelength fractions. The bandwidth influence on the heterodyne efficiency of a polychromatic interferometric system is also studied in Chapter 3.

2.3.2 Scattering and absorption

The scattering regime in a inhomogeneous media depends on the concentration of the scattering centers. For very low concentration of scatterers we have generally a single scattering regime, where the incoming light is scattered only once inside the medium and then is detected. Once the concentration starts increasing such that light suffers more
than two-three scattering events before detection, one deals with a multiple scattering regime. When the concentration of scatterers is very high, the scattering ceases to be independent, i.e. collections of particles may act as a single particle, and this is the so-called collective scattering regime (Figure 2.7). Each of these regimes have to be clearly identified before any attempt is made to obtain information on the inhomogeneous media. Moreover, as the coherence properties of the radiative source are changed, the scattering regimes might change as well.

Fig. 2.7 Different scattering regimes: single scattering - light is only scattered once; multiple scattering - more than two, three scattering events; collective scattering - the scattering centers are so close that they act like a single, effective particle.

Absorption complicates greatly the interpretation of a scattering process in an inhomogeneous medium. For example, if the absorption is present at the level of scatterers, not only the amount of detected light is decreased, but the scattering efficiency of the scatterer and the phase function is modified as well (see Figure 2.8). Although there have been extensive studies on the influence of the surrounding medium absorption on the scattering process, there have been few studies of absorbing scatterers. However, for
biological media for instance the cells are both scatterers and absorbers. Two Monte Carlo simulation are developed in Chapter 4, to describe the two different regimes of absorption.

Fig. 2.8 Phase functions and scattering efficiencies for a 0.2\(\mu m\) spherical particle illuminated with \(\lambda = 0.5\mu m\) when the particle is not absorbing \((n = 1.5 + 0.0i)\) - continuos line, and absorbing \((n = 1.5 + 0.5i)\) - dashed line

2.3.3 Size distributions

The monodispersivity of the scattering centers in an inhomogeneous media is, most of the time, an idealization, and size distributions have to be accounted for. Whenever the scattering is assumed to be independent, i.e. the scattering centers are so far apart that each scatters light independently, the scattering coefficient of the system \(\mu_s\) is determined as the sum of the independent scattering coefficients \(\mu_{s_i}\) with \(i\) denoting the size \((r_i)\) of each scatterer.

As an example, Figure 2.9 shows the differences in between the phase function for a spherical particle and the equivalent phase function for a distribution with the average size
equal to the one of the particle. Understanding the influence of the particle size distribution on the scattering process is important, for example in the diffusive coatings industry, such as paper or paint industry, where predictive knowledge on the optical properties of the finite product from a given composition (chemical and size) of the diffusers would greatly improve the development process. A novel technique for the non-invasive characterization of the pore size distributions and porosities in diffusive coatings is presented in Chapter 4.

Fig. 2.9 Phase functions for 0.2\(\mu m\) spherical particle (continuous line) and a distribution of particles (dashed line) with average size 0.2\(\mu m\) illuminated with \(\lambda = 0.5\mu m\). The upper left corner of the image shows the distribution of sizes.

2.3.4 Boundary conditions

Roughness and refractive index contrast at the boundaries of an inhomogeneous medium will influence the way light is transmitted and reflected at the boundaries. For example, for a high refractive index at the boundary, light can be reinjected through total
internal reflection into the medium and thus forced to scatter more. Due to this effect, in diffusive processes, an extrapolation length has to be defined in order to specify correctly the boundary conditions while solving the diffusion equation (Figure 2.10).

![Diagram](image)

Fig. 2.10 The extrapolation length, needed to define the boundary conditions when solving the diffusion equation, is increasing as the refractive index contrast at the boundary increases due to total internal reflection effect.

Whether the value of this extrapolation length is influenced only by the refractive index contrast or by the size of the scatterers as well is a problem that has been greatly debated recently [17, 18, 19]. Moreover, rough layers at the surface of an otherwise ideal diffusing system will also influence the outcome of the scattering measurements. A Monte Carlo simulation is developed in Chapter 4 to describe the influence of the anisotropy of the scattering center on the extrapolation length. Moreover, a novel model is introduced in the same chapter to account for roughness at the boundary, modeled as a last scattering event.
CHAPTER 3
PROPERTIES OF THE RADIATIVE SOURCE

As briefly described in Chapter 2, Section 2.3.1, the coherence of the radiative source is expected to influence the outcome of a scattering experiment. This chapter studies this influence, as determined by both spatial and temporal aspects of the source coherence.

3.1 Statistics of partially coherent beams: a numerical analysis

The analysis of partially coherent beams propagating in scattering media has been attempted both analytically and numerically. However, due to the complexity of the problem, there are many obstacles that have to be overcome, such as the description of the complex interferences that occur between fields scattered by different scattering centers and the boundary effects. Here, we present a way to solve this problem numerically using Monte Carlo simulations (MCS). The new method, subject to certain conditions and limitations that will be presented in detail below, has the advantage of providing solutions for problems not covered by analytical descriptions and approximations. Moreover, a single simulation for a given optical density (OD) and anisotropy is used for the characterization of any light beam/scattering system interaction, for any degree of coherence of the input beam.
Light propagation through multiple scattering media is a random process, thus, it can be characterized using the probability density function defined in Section 2.2.2. MCS make use of this probabilistic behavior to determine, generally, the energy transport inside such media [8]. Energy packets, i.e. photons, are sent one by one inside the scattering sample, and their trajectories are followed as they are scattered, reflected and/or absorbed in the medium. Depending on the physical quantities to be scored with the MCS, record is kept of different photon characteristics such as optical pathlength and coordinates of exit point. Due to the probabilistic nature of the processes, a high number of photons is usually required to obtain good statistics. A more detailed description of the MCS for light scattering has been presented in Section 2.2.2.

Although MCS have been used extensively to study energy transport in scattering media, they have been rarely used in treating wave coherent phenomena. There are few notable exceptions. Coherent backscattering [20] has been treated with MCS without accounting for any "photon interferences", since the shape of the coherent backscattering cone is given by the Fourier transform of the radial intensity distribution. The heterodyne detection processes were treated with MCS [21, 14] by introducing criteria that a photon must meet in order to contribute to the detected signal. The wave properties of light have been incorporated in a MCS when studying the effects of diffraction in pulsed laser scanning microscopy through a scattering medium [22]. More recently, the mechanisms of ultrasonic modulation of multiply scattered coherent light have also been studied with this technique [23], good agreement with an independent diffusion-based analytical model being obtained. The approach was to let the photon accumulate phase by propagation and
other mechanisms. This procedure of simply attaching phase information to the photons has been disputed [24], as MCS of light propagation in a scattering medium is describing the photon-medium interactions as random processes characterized by a set of probability functions. Moreover, interference effects inside the scattering media cannot be accounted for since the photons are not being sent and followed all at once inside the medium.

![Diagram](image)

Fig. 3.1 Distribution of paths inside the scattering medium generated through the MCS approach

Indeed, attempting to analyze the intensity distribution of light inside an inhomogeneous medium when interference effects are at play is a complex problem that can be solved rigorously using Maxwell equations together with appropriate boundary conditions. Without considering the exact field distribution within the medium, one can formulate some of the properties at the exit interface by adopting an "optical fibers model". Accordingly, we can think at the MCS as a way to provide the statistics of paths that light will follow inside a scattering medium. All these paths can be considered as a collection of optical fibers that connect the source to the detection plane. Geometrical phase will be accumulated due to propagation along the fibers, and, depending on the coherence
properties of the source, interference effects will be observed when any number of these fibers cross in the detection plane (Figure 3.1).

Due to the linearity of the optical processes, even if the fibers cross inside the medium, the outcome at the output plane should not be influenced. In this MCS context, a photon can be used to trace the length, i.e. the accumulated geometrical phase, and the start/end positions of such optical fibers. Moreover, initial phases added to the photons could account for the coherence properties of the light source. Using the suggested MCS approach, in the following we investigate the intensity fluctuations at the output face of the scattering medium. Although the intensity fluctuations will be influenced by polarization effects, for the purpose of this study we consider only a scalar description of the coherent effects. Moreover, the change in the scattering phase function due to illumination with partially coherent beams is not taken into consideration as the simulation deals with rotationally invariant scatterers [25].

3.1.1 A photon description of the wave interference

The theory of partially coherent beams propagation can be described in either the space-time domain or space-frequency domain. However, for the purpose of studying the interaction with scattering media, usually described by frequency-dependent scattering potentials, the space-frequency domain is the method of choice [26]. The spectral interference law given by the Eq. (12) shows that, in general, the spectral density of the light at the interference site can be considerably different from the sum of spectral densities
$S_j(r, \omega)$ ($j = 1, 2$) of the two interfering fields [27]:

$$S(r, \omega) = S_1(r, \omega) + S_2(r, \omega) +$$

$$+2\sqrt{S_1(r, \omega)S_2(r, \omega)} \text{Re} \left[ \mu(r_1, r_2, \omega) \exp \left( -i\omega \frac{s_1 - s_2}{c} \right) \right],$$

where $s_1$ and $s_2$ are the optical paths and $\mu(r_1, r_2, \omega)$ is the spectral degree of coherence of the light at the two sources defined as

$$\mu(r_1, r_2, \omega) = \frac{W(r_1, r_2, \omega)}{\sqrt{S_1(r_1, \omega)S_2(r_2, \omega)}}. \quad (13)$$

The cross-spectral density $W(r_1, r_2, \omega)$, defined as the ensemble average of the auto-correlation of the Fourier transforms of the fluctuating fields at points $r_1$ and $r_2$, $< \vec{V}_1^*(r_1, \omega)\vec{V}_2(r_2, \omega') > = W(r_1, r_2, \omega)\delta(\omega - \omega')$, is a measure of the correlations between the spectral components of frequency $\nu$ of the light vibrations at $r_1$ and $r_2$. Generally, the modulus of the spectral degree of coherence satisfies the inequality $0 \leq |\mu(r_1, r_2, \omega)| \leq 1$, where the limits 0 and 1 correspond to the complete spatial coherence and incoherence, respectively.

To account for the interference effects described above in the MCS, each photon is sent into the medium, from a position $r_m$, with an initial phase $\phi_{r_m}$ and an initial weight $w_{0m}$, associated with the spectral intensity profile $S(r, \omega)$ of the incident beam. As the photon propagates inside the scattering medium, its weight can decrease to $w_m$ due to cumulative absorption effects along its path. Once the photon exits the scattering medium, its position, weight, and optical pathlength are recorded. To describe the random interference, i.e. the intensity fluctuations, we consider that all the $N$ photons that exit the scattering medium at a given position will "interfere" according to a law similar to Eq.(12):
\[ S(\omega) = \sum_{m,n}^{N} w_m w_n |\mu_{r_m,r_n}(\omega)| \cos[\Phi_{r_m,r_n}(\omega) - i\omega \frac{s_m - s_n}{c}] \]  

(14)

where \( m, n = 1, 2, \ldots, N \). Here, \( |\mu_{r_m,r_n}| \) and \( \Phi_{r_m,r_n} \) are the modulus and the phase of the spectral degree of coherence of the light source at the pair of source points \( r_m \) and \( r_n \) from which the photons originated. The trajectory length and the weight of each photon of frequency \( \omega \) are \( s_m \) and \( w_m \), while the accumulated geometrical phase is given by \( \frac{2\pi}{\lambda} s_m \).

3.1.2 Simulations of the statistical properties of speckles

To avoid averaging out the effects of random interference, the detection area (collection bin) needs to be smaller than the wavelength. However, the statistical nature of the MCS requires the bin to be large enough in order to contain a statistically significant number of photons.

As mentioned previously, we are interested in simulating the propagation of a partially coherent beam through a scattering medium and, in particular, in studying the influence of the spatial coherence properties of the beam on the interaction with the medium. To recover that, MCS should be repeated for each of the insertion points \( r_i \) chosen to describe the initial input beam, and this is computationally inefficient. However, in the case of a dense scattering medium with no transversal limitations and transversal invariance of the optical properties, the distribution of pathlengths between two pairs of points separated by the same distance is statistically similar. Accordingly, the probability distributions of paths corresponding to two injection points differ only by a deterministic distance \( \Delta \).
of the order of $\varpi^2/L$, with $\varpi$ being the spread of the input beam and $L$ the thickness of the medium. In the limit where $\Delta < l_s$, and $\varpi << L$, an initial phase added to the photon will account for the small differences in paths in between the two injection points and the detector. Thus, a single Monte Carlo simulation with appropriate input photon parameters can be used. Explicitly, the algorithm that we propose is described as follows. We first simulate the light propagation inside a scattering medium using common codes for incoherent light transport, for an injection point $\mathbf{r}_0 = (0,0,0)$ and record the positions $\mathbf{r}_m$, weights $w_m$, and trajectory lengths $s_m$ of all transmitted photons. Next, we separate the photons in bins, assign each photon an initial position $\mathbf{r}_i$, sampled randomly from a flat distribution $[0, \varpi]$, with $\varpi << L$ and adjust the output weight of the photon according to the intensity profile of the input beam (Figure 3.2). Finally, we calculate the contribution of each pair of incoming photons $m,n$ to the final spectral density according to Eq.14. This final step requires defining the modulus and phase of the spectral degree of coherence for each pair of injection points $(\mathbf{r}_m, \mathbf{r}_n)$.

Fig. 3.2 The paths generated through an MCS with light source at $\mathbf{r} = (0,0,0)$ can be considered as statistically similar to an MCS with an extended source of diameter $\varpi$, in the condition $\Delta < l_s$ ($\Delta =$deterministic distance of the order $\varpi^2/L$), and $\varpi << L$. 

Following the procedure outlined above, intensity distributions were obtained at the exit surface of the scattering medium for beams of different spatial coherence, and for different properties of the scattering medium. (see Figure 3.3) A Gaussian Schell-model beam \([27]\), was used to describe the intensity

\[
I(r,\omega,z) = \frac{A^2}{[\Delta(z)]^2} \exp \left[ -\frac{r^2}{2\sigma_I^2[\Delta(z)]^2} \right]
\]

and the spectral degree of coherence of the beam at the input face of the scattering medium

\[
\mu(r_1,r_2,\omega,z) = \exp \left( -\frac{(r_2-r_1)^2}{2\sigma_g^2[\Delta(z)]^2} \right) \exp \left( \frac{i(r_2^2-r_1^2)}{2cR(z)\omega} \right)
\]

where \(A,\sigma_I\) and \(\sigma_g\) are positive quantities, \(\Delta(z) = \Delta(z)(z,\sigma_I,\sigma_g,\lambda)\) is the expansion coefficient of the intensity width (\(\Delta(z) = 1\) for \(z = 0\)) and \(R(z) = R(z,\sigma_I,\sigma_g,\omega)\) the radius of curvature of the beam. For simplicity we considered that the beam enters the scattering medium at \(z = 0\). The degree of global coherence \(q = \frac{\sigma_g}{\sigma_I}\) (with \(\sigma_g\) and \(\sigma_I\) representing the effective width of the spectral degree of coherence and of the spectral density, respectively) was used as a measure of the spatial coherence of the input beam, with \(q << 1\) corresponding to a spatially incoherent beam and \(q >> 1\) to a spatially coherent beam.

To prove the effectiveness of the proposed procedure, we calculated the speckle size of the interference image as a function of the bin size. As shown in Figure 3.4, the speckle size is independent on the bin size as long as the bin size is smaller than \(\lambda/2\) proving that coherent phenomena can be correctly investigated with the MCS approach, in spite of the
inherent statistical nature of the procedure. The increase in speckle size for large bins is due to spatial averaging.

Fig. 3.3. Typical speckles at the exit surface of the scattering medium, when illuminated with beams with coherence properties described by the global degree of coherence q, as indicated.

Characterization of intensity fluctuations is usually done in terms of first and second order statistics. However, for smaller OD’s and in the given MCS geometry, the intensity also has a radial distribution, hence the statistical properties are non-stationary. This radial distribution of intensity varies with both the OD and the anisotropy of the scatterers. To remove the non-stationarity, we divided the two dimensional intensity distribution at the exit surface of the scattering medium by the two dimensional intensity distribution obtained for a spatially incoherent input beam which produces no intensity fluctuations and calculated both the probability density function of the intensity $p(I)$ and the contrast $C = \frac{\sigma_I}{<I>}$ (with $\sigma_I$ being the standard deviation and $<I>$ the mean intensity) for the final image. The optical density for the scattering medium was $OD = 3$, the anisotropies
considered were 0.1, 0.3 and 0.5, while the incident beam had a wavelength of $\lambda = 6 \cdot 10^{-3} l_s$ ($l_s$ - scattering length).
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Fig.3.4 Intensity correlation length - speckle size - as function of the bin size (the unit cell in which the photons are added coherently).

The probability density function of the intensity is presented in Figure 3.5 for different degrees of global coherence of the beam illuminating the scattering medium with anisotropy $g = 0.1$ and all the other parameters described before. As the global degree of coherence decreases, $p(I)$ changes from an almost negative exponential decay for $q >> 1$ to a gamma distribution for $q << 1$. This is in agreement with the theory of the speckle patterns statistics [28], which shows that for perfectly coherent, fully developed speckles the statistics of the intensity obeys negative exponential statistics. The partially coherent case is equivalent with the summation of speckle patterns, where $p(I)$ is given by a gamma function, as was proved both theoretically [28] and experimentally [29]. The contrast of the intensity fluctuations increases as the global degree of coherence is increasing, and becomes very close to one for a spatially coherent beam, as seen in Figure 3.6.
As expected, the statistical properties of the intensity fluctuations are not influenced by the scatterer anisotropy, as long as the scattering introduces path difference greater than one wavelength (Figure 3.6). Accordingly, the radial intensity distribution can be related to the size of the scatterer and the $OD$, while the statistics of the intensity fluctuations is determined primarily by the spatial coherence properties of the input beam.

![Fig. 3.5 Output intensity probability distribution, for different degrees of coherence of the input beam, for a scattering medium with $g = 0.1$ and $OD = 3$.]

In conclusion, we studied the statistics of the intensity fluctuations obtained in initially partially coherent beams after the propagation through a scattering medium. We have demonstrated that, treating the wave phenomena statistically, a MCS technique reproduces correctly the expected results for the intensity distribution obtained after propagation through diffusive media. In this case the influence of the scattering medium on the intensity fluctuations statistics is negligible, as long as the scattering introduces path differences greater than the wavelength. The method can be used to provide solutions for propagation and scattering of partially coherent beams in situations that cannot
be described analytically or by approximations, such as low order scattering and sub-diffusive regimes, or in media with strong local inhomogeneities. Once the simulation has been performed for a certain set of optical and geometrical characteristics of the scattering medium, the statistics of the intensity fluctuations at the exit surface can be obtained for any value of the degree of global coherence $q$. The same simulation can be used to determine the output spectrum $S(\omega)$ if the optical parameters do not change across the input spectrum.

![Graph](image)

Fig.3.6 Contrast of intensity fluctuations $C$ after propagation of different partially coherent beams through a medium with $OD = 3 \ (O) \ g = 0.1$, $\square \ g = 0.3$ and $\triangledown \ g = 0.5$. The insets present the intensity distribution images for beams with $q$ as indicated

3.2 Bandwidth dependence of the heterodyne efficiency in low coherence interferometry

The temporal coherence properties of the radiative source have been used to interferometrically select scattering at different distances from the light source. Low-coherence interferometry, also known as optical coherence tomography (OCT) [30] is an optical
technique that has been extensively improved over the last years, in response to the increasing interest in noninvasive techniques for in-vivo tissue imaging and characterization. Based on the different scattering properties of tissue constituents, this technique acquires a backscattering map of the tissue sample which is inherently related to the tissue morphology and physiology. However, extracting such quantitative information from an image is not straightforward, especially for highly scattering tissues. Not only the multiple scattering and interference effects decrease the image contrast but, as we will see in the following, the detection process is also influencing the outcome. In an attempt to improve the depth resolution of this interferometric technique, the bandwidth of the incident radiation has been increased considerably. In spite of this trend, all of the models introduced to explain OCT images of heterogenous tissue, use a quasi-monochromatic description of the heterodyne detection process [14, 15, 16]. Although this might not be problem for a narrow-band source (for example 30 nm bandwidth at a central wavelength of 800 nm), one must cautiously describe the process for larger bandwidths.

In this section we address the problems that arise in OCT due to different spectral composition of the reference and the sample beams. Dispersion, absorption, and scattering processes in the tissue are all sources of differences between the spectral compositions of the reference and sample beams. They are generally system specific and, at least for the scattering process, their effect is not obvious. Let us take for instance the process of building an OCT en-face image which requires scanning the sample beam across the tissue. In this case, the contrast between different regions is given by the specific scattering properties (reflectance) of each region. However, such regions are usually highly structured
and spatially inhomogeneous and they could lead to different spectral compositions of the scattered beam. In other words, the contrast between different regions will be system specific. To compensate for dispersion effects in optical fibers and refractive optics more or less elaborated schemes have been developed and integrated in OCT systems [31]. On the other hand, accounting for dispersion, absorption and scattering induced effects in the sample implies a priori knowledge of the properties of the investigated tissue.

3.2.1 Heterodyne detection efficiency

For the purpose of this study we will limit the discussion to scattering induced-changes in the heterodyne detection efficiency. Following the heterodyne efficiency definition given by Osche [32], and assuming that the responsivity of the detector is uniform across the wavelength range of interest we consider the heterodyne efficiency of a polychromatic interferometric system to be

\[
\eta = \frac{\left| \int \sqrt{S_0(\omega)S(\omega)} d\omega \right|^2}{\int S_0(\omega) d\omega \int S(\omega) d\omega},
\]  

(17)

where \( S_0(\omega) \) and \( S(\omega) \) are the spectral densities of the reference and sample beam, respectively. Of course, in general, \( \eta \leq 1 \) and the equality holds only when the sample beam is not spectrally modified, i.e. when \( S(\omega) = \alpha S_0(\omega) \). For most practical situations however \( S(\omega) = M(\omega)S_0(\omega) \), and \( \eta < 1 \). The spectral modifier \( M(\omega) \) describes the spectral changes in the sample beam and although the instrument dependent dispersion effects can also be included in \( M(\omega) \), they are not considered here because they can be easily
accounted for by instrument calibration. We thus consider that $M(\omega)$ describes only the scattering induced changes. In analogy with the mixing theorem, that states that for any mismatch in phase and amplitude between the local oscillator and the signal beam, the detected signal will be less than optimal, the above definition in Eq.(17) implies that any mismatch between the spectral density of the reference and sample beams will decrease the signal detected in the heterodyne process.

Not long ago, a number of situations have been described where correlated scattering induces spectral changes [33]. To obtain the wavelength dependent spectral modifier for situations pertinent to tissue constituents we will follow the procedure outlined by Dogariu and Wolf [34], that describes the spectrum of the light scattered by a static system of particles at a distance $r$ to be given by

$$S(r|u, \omega) = \frac{1}{r^2} \left\langle \left| \hat{F}(k(\mathbf{u} - \mathbf{u}_0), \omega) \right|^2 \right\rangle S_0(\omega),$$

(18)

where $\hat{F}(k(\mathbf{u} - \mathbf{u}_0), \omega)$ is the three dimensional Fourier transform of the scattering potential, and $\mathbf{u}$ and $\mathbf{u}_0$ are the scattering and the illumination directions, respectively. As the OCT systems acquire a backscattering map of the tissue, we only deal in this study with $\mathbf{u} = \mathbf{u}_0$, no other angularly dependent chromatic effects are considered.
3.2.2 Scattering induced spectral changes

To illustrate the influence of the scattering-induced spectral changes on the heterodyne detection efficiency, let us consider systems of identical, spherical particles, illuminated with an incident field whose spectrum is Gaussian, centered at $\lambda = 800nm$ and has a variable bandwidth ($\Delta \lambda = 50 \div 150nm$). As OCT is mainly used for tissue characterization, the properties of the scattering media were chosen to be close to those of typical tissue [35], with average refractive index contrast 1.05 (1.42 - scattering centers; 1.354 - background medium), and sizes from 50nm to 25.6$\mu$m (organelles - hundreds of nm size; cell nuclei - $\mu$m size). As the concentration of the scattering centers in biological tissue is sometimes very high, correlated scattering was also taken into account, in this case by means of the Percus-Yevick approximation for the structure function $Y(u)$. A measure of the degree of correlation between the fields scattered by individual scattering centers, the structure function is dependent on the relative positions of the scattering centers [36]

$$Y(u) = \sum_{i,j=1}^{N} \exp(-i \cdot (r_i - r_j))$$

where $r_i$ denotes the position of the $i$ scattering center. After ensemble averaging over the scattering volume $V$, the structure factor can be calculated as

$$Y(u) = 1 + \langle \exp(-i \cdot (r_i - r_j)) \rangle = 1 + \rho \int G(r) \exp(-i \cdot r) dr$$

where $G(r)$ is the pair correlation function, that describes the statistical properties of the spatial arrangement of the scattering centers, and $\rho$ is the scattering centres concentration.
In the case of independent scattering, \( Y(u) = 1 \), as there is equal probability of finding the scattering centers anywhere in the volume. For higher concentrations, the pair correlation function \( G(r) \) depends on the size and concentration of scattering centers and \( Y(u) \neq 1 \). Thus, the structure factor takes into account the effects of collective scattering (see Figure 2.7 and Section 2.3.2 in Chapter 2 for a detailed description of the scattering regimes). In a Percus-Yevick approximation for the structure function, the three dimensional Fourier transform of the scattering potential is

\[
\left| \tilde{F}(k(u - u_0), \omega) \right|^2 = |f_1(u, u_0; \omega)|^2 = \sigma_t \frac{P_{PY}(u, u_0; \omega)}{4\pi} Y(u) \tag{21}
\]

where \( f_1(u, u_0; \omega) \) is the scattering amplitude (generally complex) of the scattering center in the direction \( u \) when illuminated from \( u_0 \), and \( p_{PY}(u, u_0; \omega) \) is the Percus-Yevick modified phase function defined as the product between the single scattering phase function and the structure factor \( Y(u) \) of the scattering system

\[
p_{PY}(u, u_0; \omega) = p(u, u_0; \omega) Y(u). \tag{22}
\]

For exemplification, Figure 3.7 presents typical structure functions for systems of identical hard spheres of various concentrations, calculated in Percus-Yevick approximation.

Thus, the scattering-induced spectral changes for various volume fractions of 200 nm radius scatterers are presented in Figures 3.8. It is clearly seen that the spectrum of the incoming radiation \( S_0(\omega) \) is dramatically modified due to scattering; it changes from a Gaussian shape to a two-lobed distribution. Moreover, note that the collective scattering effects influence the shape of the scattered spectrum as well. As can be seen, the spectral
density for 5% volume fraction is quite different than the one corresponding to 45% volume fraction.

Fig.3.7 Typical structure functions $Y(u)$ as a function of the scattering vector $u$ for increasing volume fractions $f$ of the scattering centers. $Y(u) = 1$ corresponds to the independent scattering regime.

Fig.3.8 Spectrum of the scattered light for monodisperse systems of scatterers with radius of 200nm and two different volume fractions of 5% and 45% as indicated. For comparison, the spectrum of the incident light $S_0$ is also included ($\Delta \lambda = 100nm$).
As a consequence of the concentration dependent spectra of the scattered light, the heterodyne detection efficiency changes also with the concentration as shown in Figure 3.9. Note that the efficiency $\eta$ decreases with more than 10% as the spectral width of the incoming radiation increases, indicating that precautions must be taken when increasing the spectral width of the source. Calculating the efficiency $\eta$ as a function of the volume fraction $f(\%)$ for different scattering systems, we have also determined that this variation is influenced by the size of the scattering centers and the refractive index contrast.

Fig. 3.9 Heterodyne detection efficiency evaluated from Eq.(17) as a function of the volume fraction of the scattering centers (200nm radius; 1.05 refractive index contrast). The three curves represent the detection efficiency for different spectral widths $\Delta\lambda$ of the incident beam as indicated. The inset presents the heterodyne detection efficiency versus the spectral width of the incident radiation, for two different concentrations of scatterers 45% (triangles) and 5% (circles).

To illustrate the effects of the scattering-induced spectral changes on the contrast detected between regions with different scattering properties we considered two different OCT imaging scenarios: (a) a system of identical scatterers with the volume fraction
varying across the detected plane and (b) different systems of scatterers. As an OCT image is built by scanning the sample beam onto the tissue, transversal, pixel by pixel, this contrast is a measure of the image quality. Not only the contrast needs to be high in order to discern between different tissue constituents, but its value should also be representative of the difference in the scattering properties when a quantitative analysis is desired. In a direct backscattering measurement, the optical contrast between two regions with different scattering properties is determined by evaluating the differences in the backscattering cross-section per unit area of the region (considered to be a slab of thickness equal to the coherence length $l_c$ of the incident radiation)

$$C_{bks} = \left| \frac{R_{b1} - R_{b2}}{R_{b1} + R_{b2}} \right|,$$  

(23)

where

$$R_b = \frac{\sigma_b}{2\sigma_t} [1 - \exp(-2\rho\sigma_t l_c)]$$  

(24)

and $\sigma_b$ and $\sigma_t$ are the backscattering and the extinction cross sections, respectively. The scattering cross-sections are integrated over the entire wavelength range and the density of scatterers is denoted by $\rho$. Similar to Eq. (23), the contrast for the heterodyne detection process can be calculated as

$$C_{het} = \left| \frac{R_{het1} - R_{het2}}{R_{het1} + R_{het2}} \right|,$$

(25)

where $R_{het}$ represents the heterodyne signal detected with the corresponding efficiency as defined in Eq.(17).
The image contrasts obtained by either heterodyne detection $C_{het}$ or by a direct backscattering measurement $C_{bks}$, are presented in Figures 3.10 and 3.11 for the two sensing scenarios described above. The sizes and refractive index contrast used have been chosen to be representative for tissue constituents (organelles - hundreds of nm size; cell nuclei - $\mu m$ size). The scattering coefficients for these systems are $\mu_s = 5 \div 40 mm^{-1}$ for $200 nm$ size of the scattering centers, and $\mu_s = 40 \div 400 mm^{-1}$ for $2.5 \mu m$ size of the scattering centers, values similar to those measured in human tissue [35, 16].

![Fig. 3.10](image)

Fig. 3.10 Image contrasts $C_{het}$ and $C_{bks}$ versus the bandwidth of the incident radiation. Regions 1 and 2, as indicated in the inset, have scattering centers of the same size $2.5 \mu m$ but different volume fractions: 5% and 45%, respectively. The relative refractive index between the scattering centers and the background is $n_s/n_b = 1.05$.

As shown in Figures 3.10 and 3.11, the contrast determined by the heterodyne detection between regions with different optical properties is quite different in magnitude from the one obtained in a direct backscattering measurement. The heterodyne efficiency is, in general, lower when the bandwidth increases, indicating that the sharpness of an
image is actually reduced. Moreover, one can see that the contrast variation with the bandwidth is different for the two methods of detection, hence this effect needs to be carefully accounted for in a quantitative assessment of the heterodyne image.
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**Fig.3.11** Image contrasts $C_{het}$ and $C_{bks}$ versus the bandwidth of the incident radiation. Regions 1 and 2 have same volume fractions of the scattering centers (5%) but different sizes: $0.2\mu m$ and $2.5\mu m$, respectively. The relative refractive index between the scattering centers and the background is $n_s/n_b = 1.05$.

The present treatment did not include any depth degradation effects due to the multiple scattering processes and loss of spatial coherence of the sample beam, as described by Levitz et al. [16]. However, these effects could be included in a generalization of this formalism in the space frequency domain.

Our results demonstrate that, although neglected in current formalisms, the spectral changes induced by scattering alone will in general decrease the detection efficiency in a heterodyne detection process. The effect is stronger when the bandwidth of the incoming radiation is increased and it is dependent on the specific scattering system. The bandwidth
dependence needs to be carefully considered when OCT techniques are to be used as a quantitative tool for characterizing inhomogeneous media.

3.3 Discussion on chapter 3

The influence of the spatial and temporal coherence properties of the radiative source on the outcome of a scattering experiment have been presented in this chapter.

We have seen that, using Monte Carlo simulations, one can study the characteristics of beams with adjustable spatial coherence properties that propagate through highly scattering media. Moreover, it was demonstrated that a single simulation is sufficient to obtain the intensity distribution at the exit surface of the scattering medium for any degree of global coherence of the input beam. The efficient numerical procedure correctly reproduces the first and second order statistics of the intensity distribution obtained after propagation through diffusive media. Most importantly, this new technique has the advantage of providing solutions for problems not covered by analytical descriptions and approximations.

Most sensitive scattering investigations are performed interferometrically, the reflection of the sample being enhanced by heterodyne detection. The effect of radiation bandwidth on the heterodyne detection process was also discussed. Although neglected in current formalisms, the spectral changes induced by the scattering process are decreasing the heterodyne detection efficiency. This effect depends on the bandwidth of the radiation used and we found that the spectral induced spectral changes decrease the contrast.
obtained in a low coherence interferometric imaging system between regions with different optical properties. Hence a quantitative analysis of the images obtained by optical coherence tomography needs to be carefully considered.

The results of this chapter represent the basis of a quantitative approach to solve the inverse problem associated with scattering from biological media.

As described in Chapter 2, the information obtained through a light scattering experiment is influenced not only by the source and the detection process, but also by the structural characteristics and geometry of the sample. Consequently, in the next chapters we will examine both interface and multilayer effects and describe novel approaches that we developed to characterize such inhomogeneous media.
CHAPTER 4

INFLUENCE OF INTERFACE AND ABSORPTION

The analytical description of the light transport in the bulk of a highly scattering medium has been introduced in Chapter 2, section 2.1.2. In the so-called P1 approximation, the diffusion equation of light transport is introduced. To solve the diffusion equation, one must apply appropriate boundary conditions and impose limits on the absorption levels ($\mu_a << \mu_s(1 - g)$), as described in detail in Section 2.1.2. Consequently, in practical applications, subtle boundary and absorption effects should be considered carefully. However, one needs to find an appropriate tool to study these effects. The pathlength distribution of light $P(s)$ inside inhomogeneous media is influenced by the scattering and absorption inside the scattering medium, and the boundary conditions as well. We show in the following that looking at changes in $P(s)$ one can obtain information on subtle effects introduced by the last scattering event on the scattering from diffusive media, when there is refractive index contrast at the boundaries. Moreover, we study the effects of absorption on $P(s)$, by taking advantage of the unique capability of optical pathlength spectroscopy to recover $P(s)$ experimentally, even for sub-diffusive regimes. We also assess the influence of the absorption distribution inside the sample, because the situation where the absorbing centers are also the scatterers has been barely studied previously, and introduce a model to describe the influence of the rough bound-
aries of an otherwise diffusive media on the spectral diffuse reflectance. The implications are discussed in the context of several applications.

4.1 Refractive index mismatch at the surface - a Monte Carlo study

Solving the diffusion equation for bounded media requires special conditions, such that the behavior of the energy density at the interfaces is taken into account. Due to the refractive index contrast at the boundaries, light is often reinjected (by total internal reflection) into the medium and forced to travel a new diffusive path. Accordingly, the diffusion process is modified and the introduction of a new scale length that characterizes the specific medium interface is necessary. This new scale length (Figure 4.1), called the "extrapolation length" ($z_e$), measures the distance outside the medium where the energy density vanishes linearly. Accurate value of this length is needed to interpret any experiment based on diffusion of light.

Although it is accepted that the extrapolation length depends on the refractive index mismatch at the boundary, no dependence on the anisotropy $g$ of the particle has been considered. However, recent experimental [17], theoretical [18], [37] and numerical [19] results has led us to believe that the influence of the scattering anisotropy on the extrapolation length needs to be carefully examined. Both experimental and theoretical studies of this influence have been conducted. [6]. To complement these approaches and to get more insight into possible $z_e(g)$ effects, a comprehensive numerical experiment was performed, i.e. a Monte Carlo simulation of photon transport inside a semi-infinite
medium (see details of probability distribution functions in Section 2.2.2). The optical properties of the medium: $l_a$- mean absorption length, $l_s$- mean free path, $g$, $n_i$- index of refraction inside the medium, $n_o$-index of refraction outside the medium, were all variable. For this particular experiment, $l_a$ was chosen to be 100 times larger than $l_s$ such that the absorption can be considered negligible. Multiple data files containing the properties of the photons returning into the semi-space $z < 0$ were recorded and then used to get the pathlength-resolved reflectivity.
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**Fig. 4.1.** Values of the extrapolation coefficient as obtained with the Monte Carlo simulation, compared with both experimental results and theoretical models.

As described in Section 2.2.2, a large number of detected photons is required to reduce the statistical variance. This means that the time necessary for collection over a small area becomes prohibitively long. However, similar information on $z_e$ can be obtained by integrating the reflected photons over the entire area of the sample and using the expression derived for the path-length resolved integrated reflectance to fit our data [38]:
\[ R(s) = Bl^1/z \exp\left(-\frac{3z^2t}{4s}\right), \] (26)

where \( B \) is a constant that depends on the source strength and the light speed inside the medium.

Simulations have been performed for \( g = 0.1, 0.32, 0.49 \) and 0.75 and a decrease in the extrapolation length is obtained as the anisotropy factor \( g \) increases (see data in Figure 4.1). The results are consistent with previous Monte Carlo calculations [19] and are also in agreement with the experimental data obtained by Popescu [6].

MCS are thus a viable approach in providing solutions for the light transport in inhomogeneous media. This is especially true for scattering systems that cannot be described analytically, and where the approximations that have been introduced to simplify the solutions of light transport cannot be applied, such as for example, inhomogeneous media that are in a subdiffusive regime, have roughness at the surface and/or regions with different optical properties. Several other applications of the MCS in the context of absorbing, porous and multilayered media are introduced below in Sections 4.3, 5.1.1, and 5.2.1 respectively. We continue in the next section with the description of another change induced by the "last scattering event", in the case of rough surfaces.

4.2 Spectral changes in reflectance induced by the last scattering event

In some conditions, the integrated reflectance spectrum of a highly scattering sample can be modeled using the time dependent diffusion equation. As described in Section 2.1.2
the diffusion approximation assumes an isotropic light source, small absorption, elastic scattering, and neglects all polarization and interference effects. Light propagation inside the medium is characterized by the linear scattering coefficient $\mu_s$, the linear absorption coefficient $\mu_a$ and the scattering anisotropy $g$. In the case of a monodisperse system of scattering centers these optical properties can be calculated based on the Mie formalism for scattering from spherical particles. Consequently, the reflectance spectra $R(\lambda)$, in the diffusion approximation, can be calculated as [1]

$$R(\lambda) = \frac{3Q(1+Q+gQ)(\frac{Q}{1+g+Q})^{-1/2}+3[(1+Q)^2+g(-1+Q+Q^2)]}{(1+g+Q)(3+2\sqrt{3(1-g+Q)^{1/2}})}$$  \hspace{1cm} (27)

where $Q(\lambda) = \frac{\mu_a(\lambda)}{\mu_s(\lambda)}$, and the anisotropy is also wavelength dependent.

According to Eq.27, depending on the size of the scattering centers $d$ and the absorption coefficient, the shape of $R(\lambda)$ changes from decreasing with the wavelength for $d < \lambda$, to being independent of the wavelength for $d \approx \lambda$ and finally increasing with the wavelength for $d \gg \lambda$. The slope of $R(\lambda)$ is, however, very small, and it can be increased only by increasing the absorption in the limits of the diffusion approximation. One example is illustrated in the following.

It has been observed experimentally that the surface of natural marble that has been cleaned with a specific laser radiation (Q-switched Nd:YAG with $\lambda = 1064nm$) exhibits a reflectance spectra (acquired either with an integrating sphere - $R_{IS}(\lambda)$, or by hyperspectral imaging - $R_{HI}(\lambda)$) that increases with the wavelength over the visible range. In other words, there is a yellowing effect that cannot be explained due to chemical changes. In the following we show that, despite strong diffusion and very low absorption, spectral
changes can be induced due to the last scattering event in the sample. For this purpose we analyzed two marble samples, one clean and the other cleaned as described above.

A marble sample, due to its intrinsic inhomogeneity, strongly scatters light. Visual inspection shows a white appearance of the clean marble, thus, one can assume that, over the visible range, the absorption is constant and small. In this respect, the marble can be considered, in a first approximation, as a diffuse medium. To describe its scattering properties, one can consider that the scattering centers are particle-like (spheres). For a better description, a size distribution of the scattering centers has to be considered as well, and the effective properties of the distribution \((g, \mu_s, \mu_a)\) have to be calculated for each wavelength.

However, using Eq.27 to recover, in a diffusion based model, the slope and shape of \(R_{HI}(\lambda)\), we observed that, even for a clean marble sample, we need to increase the absorption such that \(\frac{\mu_a}{\mu_s} = 0.36\). This certainly exceeds the validity limits \(\mu_a \ll \mu_s'\) of the diffusion approximation, as introduced in Section 2.1.2. It becomes obvious that this approach by itself fails to properly account for the shape of the measured reflectance \(R_{HI}(\lambda)\). There are two main aspects that are not considered in the diffusion model and which will prove to be really important in the modeling process.

First aspect is the measuring geometry. Eq.27 describes the diffuse reflectance \(R_{IS}(\lambda)\), as it would be obtained by using an integrating sphere. \(R_{HI}(\lambda)\), on the other hand is measured with a hyper-spectral camera, placed normal to the sample at 50 cm distance. Thus \(R_{HI}(\lambda)\) represents the reflectance of the sample in the backward direction, over a solid angle determined by the numerical aperture of the setup. Accordingly, knowledge on the
angular distribution of the marble reflectance is critical. To verify the importance of the measuring geometry, we measured the diffuse reflectance $R_{IS}(\lambda)$ of the marble with an integrating sphere. Indeed, as is presented in Figure 4.2, the integrated reflectance of both clean and cleaned marble exhibited a much smoother dependence on the wavelength. Moreover, when $R_{IS}(\lambda)$ for the clean and cleaned marble samples in Figure 4.2 are compared, it is observed that the spectrum of the clean marble the spectrum is almost flat, while for cleaned marble sample the absorption effects are important. Visual inspection of the cleaned marble shows the presence of a thin layer on top of the diffusive bulk. This layer is probably created at the interaction of laser radiation with the encrustation particles. The combined absorption of the diffusive bulk and the top layer gives the deviation from the flat reflection spectra expected for a totally diffusive media.

Fig. 4.2 Comparison between $R_{HI}(\lambda)$ and $R_{IS}(\lambda)$ for both marble samples (HI - hyperspectral imaging; IS - integrating sphere). Note that the units for the reflectance are arbitrary. The integrating sphere measurements were scaled to be in the same magnitude range as the hyper-spectral imaging measurements.

The second aspect not considered in the derivation of Eq. 27 is the roughness at the surface of the marble samples. As described in Sections 2.1.2 and 4.1, the diffu-
sion approximation is based on very specific boundary conditions, i.e. smooth interfaces with possible refractive index contrast. However, the marble surface is rough, and this roughness could change the angular distribution of the reflectance considerably. In other words, although light transport is diffusive in the bulk, the angular distribution of the reflectance is influenced by the last scattering event, a process that depends on the scattering anisotropy of these last scattering centers, as shown in Section 4.1. One way to account for this effect is by introducing an imaginary boundary that separates the sample into two parts, a completely diffusive bulk and a thin layer of scattering centers on top of that. The angular distribution for the waves originating from the diffusive bulk ($\mu_a << \mu_s$) is given in the frame of the diffusion approximation by [39]

$$T(\theta) = \frac{1}{2\pi} \frac{z_e \cos(\theta) \cos^2(\theta)}{\frac{z_e}{2} + \frac{1}{3}},$$  \hspace{1cm} (28)

where $z_e$ is the extrapolation length ratio and takes the value 2/3 since the bulk and the skin layer have the same refractive index. Each scattering center in the skin layer has a probability of scattering light that depends on the effective anisotropy $g$ and the angle between the incident and scattering direction. The Henyey - Greenstein distribution [11], gives a good approximation for this probability:

$$H_g(\alpha) = \frac{1 - g^2}{(1 + g^2 - 2g \cos(\alpha))^{3/2}} \hspace{1cm} (29)$$

Thus, the angular distribution of light scattered by the skin layer when $T(\theta)$ is incident on it becomes
\[ F_g(\theta, \varphi) = C \int_0^{2\pi} \int_0^{\pi/2} H_g(\theta, \varphi; \theta', \varphi') T(\theta') \sin(\theta') d\theta' d\varphi' \]  

(30)

where \( C \) is a constant such that \( \int_0^{2\pi} \int_0^{\pi/2} F_g(\theta, \varphi) d\theta d\varphi = 1 \).

Because \( g \) is a function of \( \lambda \) and \( n \) (the refractive index), the spectral distribution of light emerging from the sample can be calculated. In the approximation that the scattering center is large compared to the wavelength, the Henyey-Greenstein distribution can be approximated with a step function, such that the probability to have light scattered with an angle \( \theta \) is 1 if \( \theta \in [0, \frac{\lambda}{d}] \) and is 0 otherwise. In these conditions, the spectral distribution of light emerging from the sample in the direction normal to the sample (\( \theta = 0 \)) surface becomes:

\[ F(\lambda, d; \theta = 0) = 2\pi \int_0^{\lambda/d} T(\theta') \sin(\theta') d\theta' \]  

(31)

Using this equation, one can now calculate the reflectance spectra in the backward direction for different sizes \( d \) of the scattering centers (\( d \gg \lambda \)). Again, we want to emphasize that these last scattering centers are introduced to model the surface roughness of the sample. Because for the clean marble sample we already know that the absorption is very small, we can use \( d \) as an adjustable parameter in our model to recover the experimental dependence of the hyper-spectral imaging measurement (Figure 4.3a; \( d = 2\mu m \)).

The prevailing mechanism of marble cleaning by the Q-switched Nd:YAG laser with \( \lambda = 1064nm \) has been found to be the selective explosive vaporization of the dark par-
ticulates present in the body of the preserved layer [40]. Thus, the surface of the cleaned marble sample is rougher than the clean one, large voids appearing at the surface due to encrustation particles explosion during laser irradiation. The average behavior of the reflectance is well described by our model. However, as can be seen in Figure 4.3b, by simply increasing $d$ to $5\mu m$ one cannot recover the detailed features of $R_{HI}(\lambda)$ for the cleaned marble. This is to be expected since we have shown in Fig.4.2 that the cleaned marble also selectively absorbs light.

![Graph](image)

**Fig. 4.3** Comparison between $R_{HI}(\lambda)$ (points) and the proposed model (lines) for (a) clean marble sample ($d = 2\mu m$) and (b) cleaned marble sample ($d = 5\mu m$). The dashed line in b represents the results obtained after considering absorption effects, as described in text.
Thus, our model predicts a monotonic increase of the flux with the wavelength by taking into account roughness at the surface (modeled as a single scattering layer), and without considering any absorption effects. This is a remarkable result because, in most previous descriptions, it was customary to attribute all the spectral changes to absorption or, in the case of single scattering situations, to Mie type form factors. Here, we demonstrated that despite strong diffusion, wavelength dependence is generated through a mechanism other than absorption.

Although we have recovered the general trend of the reflectance spectra, as measured using hyper-spectral imaging, one still needs to refine the model in order to completely recover the shape of $R_{HI}(\lambda)$. One way to do so is by including the wavelength dependent absorption. In a first approximation, for the clean marble, the absorption dependence on the wavelength is determined through the integrating sphere measurements. Multiplying the measured $R_{IS}(\lambda)$ with the result of the proposed model, we obtain a slightly flatter shape of the spectra at higher wavelengths. For the cleaned marble, on the other hand, we have to deal with a more complex situation. The integrated reflectance measurements show selective wavelength absorption due to the thin layer of absorbent material that one visually observes on top of the marble. In the assumption that the bulk reflectance has no wavelength dependence, the integrated reflectance measurement actually represents the transmission of the thin absorbent layer. Now, the light has to get to the diffusive bulk and back through the thin absorbent layer. Consequently, in order to make absorption corrections to the model we need to multiply the theoretical curve for the reflectance with
the squared transmission of the layer. The results are presented in Figure 4.3b - dashed curve.

A much better agreement is observed for the 400 – 600nm range, but the reflectance is still overestimated for larger wavelengths. This simple way of introducing absorption, as a multiplicative factor, is obviously not able to remove all the discrepancies between the model and measurement. A better way to go would be to introduce the absorption effects in the "diffusion-last scattering event" model, from the beginning. However, this would require finding the absorption dependence of the angular distribution coming from the bulk. This is not possible anymore in a diffusion approximation and the much more complex transport theory has to be applied.

4.3 Simultaneous determination of scattering and absorption coefficients

The first sections of this chapter presented the interface effects on the diffusion approximation of light transport inside the medium. However, it was clear at the end of the last section, that, for a complete description of the wavelength resolved reflectance, one needs to also have knowledge of the absorption in the bulk of the sample. In the limits that the diffusion approximation is valid, i.e. the condition $\mu_a < < \mu_s(1 - g)$ is satisfied, the absorption coefficient of a scattering sample can be determined [41, 42, 43, 44]. Most previous techniques, however, used either sophisticated time of flight configurations or measurements of the diffuse reflectance and mean arrival time from a medium at different source-detector separation, or different modulation frequencies of the light source. In this
section we assess the capability of simultaneous determination of scattering and absorption coefficients, with a single measurement of the pathlength distribution of light inside the sample, determined with OPS. Moreover, we study the influence of the absorption distribution inside the sample, as the case where the absorbing centers are also the scatterers has been barely studied previously.

OPS, as described in detail in Section 2.2.1, is a technique that is able to recover experimentally the pathlength distribution of light $P(s)$ inside a scattering media. In the particular OPS geometry (pencil beam incident on the sample, source and detector overlapped), and using the diffusion approximation of light transport within the medium, the pathlength dependence of the energy flux detected can be evaluated to be [5, 38]

$$J(s) = A z e l t^{-3/2} s^{-5/2} \exp\left(-\frac{z^2 l^2}{4Ds}\right) \exp(-\mu_a s)$$

where $D$ is the diffusion coefficient, $A$ is a constant dependent on the source strength and $s$ is the pathlength traveled through the medium. It is apparent from Eq. 32 that the scattering coefficient influences the distribution at small (although large enough for the diffusion approximation to be valid) pathlengths $s$, while the absorption coefficient is influencing the distribution mostly at long pathlengths $s$.

The pathlength resolved reflectance $R(s)$ was determined in silica microspheres ($a = 0.5\mu m$, $n = 1.46$) suspensions in water, in a 20% volume fraction. The absorption was modified by adding IR absorbing dye to the solutions. The absorption coefficient of the IR absorbing dye (IR absorbing powder and acetone) was determined using the Cary spectrophotometer. As presented in Fig.4.4, as the absorption increases the overall re-
reflected power decreases while the slope at long pathlengths $s$ increases, as longer paths are cut-off due to absorption effects. According to Eq.32, the deviation of the slope from a $s^{-5/2}$ dependence gives direct information on the absorption coefficient of the liquid.

Fig. 4.4 Pathlength resolved reflectance $R(s)$ in 20%, 0.5$\mu$m Si microspheres suspensions in a mixture of water and IR absorbing dye. The inset shows that as absorption increases, the longer paths are cut-off and increasing deviations from the $s^{-5/2}$ behavior are observed.

From the pathlength resolved reflectance $R(s)$, the pathlength distribution of light through the medium can be calculated by a simple normalization procedure. The tail of this distribution is then fitted with Eq. 32 to recover the scattering and absorption coefficients. A very good agreement was obtained when comparing the absorption coefficient determined by OPS measurements with the one determined with a Cary 500 spectrophotometer in transmission through solutions of different dye concentrations in water (Figure 4.5).

To obtain the reduced scattering coefficient as well, one needs to include the exact dependence of the diffusion coefficient $D$ on the absorption dependence. Recently, there
has been a lot of controversy in the literature regarding this dependence. At one end, some authors [45], [46], [47], [48] claim that the diffusion coefficient does indeed depend on absorption, and that it is given by the relation $D = \frac{1}{3(\alpha \mu_a + (1-g)\mu_s)}$, with $\alpha \in [0.2, 0.5]$. On the contrary, some other authors [49], [50], [51], [52] claim that the diffusion coefficient does not depend on absorption, and it is simply given by the relation $D = \frac{1}{3(1-g)\mu_s}$. However, in the present case, the absorption is much smaller than the scattering coefficient, hence it is safe to assume that $D = \frac{1}{3(1-g)\mu_s}$. The values obtained for the reduced scattering coefficient were very close ($\sim 100 \text{ cm}^{-1}$; small variations due to small changes in the volume fraction induced by adding the dye) to the one determined using Mie theory.
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Fig. 4.5 The absorption coefficient $\mu_a$ determined by fitting the tail of the pathlength distribution of light inside the medium as determined with OPS (squares) as a function of the dye concentration. The line represents $\mu_a$ measured using transmission measurements in water-dye solutions.

In conclusion, OPS allows for the determination of the reduced scattering and absorption coefficients of a sample, as long as the diffusion approximation of light transport can be applied. Given the influence of the absorption on the long paths inside the scattering
medium, the absorption coefficient can be determined independently from the reduced scattering coefficient, just by considering the deviations from a $s^{-5/2}$ dependence at long paths. The reduced scattering coefficient can also be determined very precisely, once the correct form of the diffusion coefficient is determined. Consequently, having access to the pathlength distribution of light inside the medium, and in the limits described in detail above, a simultaneously determination of the scattering and absorption coefficients is possible from a single measurement.

Another important problem that was barely studied experimentally, is to account for absorption when the absorbing center is the scattering particle itself. The importance of such study is to assess the ability of obtaining information on the complex index of refraction of one single particle and to determine if, in certain measuring geometries, one is able to distinguish between absorption at the level of particulates or in the host medium. This is a significant problem for optical diagnostics of biological media.

For the purpose of this study, two Monte Carlo simulations were performed. The scattering and the reflections at the boundaries were taken into account as described in Section 2.2.2. For the absorption mechanism however, two distinct procedures have been considered. For absorption at the level of particulates, the photon loses a part of its weight at each scattering event, such that the final weight $w_f$ of the photon is

$$w_f = w_0 - \sum_i w_{i-1}(1 - \frac{\mu_s}{\mu_s + \mu_a})$$

(33)

where $w_0$ is the initial weight, and $\mu_a$ and $\mu_s$ the absorption and scattering coefficients of the inhomogeneous medium. The photon is terminated if its weight becomes smaller than
a predetermined value. Conversely, the absorption in the host medium is simulated by
generating an absorption length $L_a$ for each photon. This absorption length is sampled
from the probability

$$ p(l) = \mu_a \exp(-\mu_a l) $$

and the final final weight $w_f$ of the photon is

$$ w_f = w_0 \left(1 - \frac{L}{L_a}\right) $$

with $L$ being the length of the photon trajectory. The photon is terminated if the length
of its trajectory becomes larger than the absorption length.

Figure 4.5 presents the results of these simulation, in terms of the pathlength distri-
bution of light transport inside the inhomogeneous media, and in the geometry of optical
pathlength spectroscopy.

Fig. 4.6 Pathlength distribution of light inside an inhomogeneous media obtained with
MCS. Each curve is obtained using a different MCS, as described in the text.
As it can be observed in Figure 4.6 the distributions of paths determined with the two MCS are different, suggesting that there are differences between the absorption in the particulates versus the absorption in host medium. This effect is decreasing when the absorption becomes much smaller than the scattering. The simulations recovered the correct shape of the pathlength distribution of light inside the medium without absorption ($\mu_a = 0$) according to Eq. 32.

Thus, although the scattering and absorption coefficients are the same in the two situations, it is apparent from Figure 4.5 that the pathlength distribution of light is different for the two absorbing scenarios. These results need to be substantiated with experimental studies of the pathlength distributions of light that can be obtained with optical pathlength spectroscopy.

4.4 Discussion on chapter 4

It is important to emphasize that the results presented above have been obtained for highly scattering samples for which the light transport in the bulk can be described as being diffusive. The surface and absorption effects proved to be quite important.

To summarize, we have initially shown, using a Monte Carlo simulation, that the diffusion process close to the boundary is fundamentally different from that in the bulk in the sense that it is affected by the scattering properties of individual centers. The results were compared with other works and are supported by experimental evidence and an independent analytical model. Hence, the extrapolation length $z_e$, introduced to
describe the diffusion process for bounded media, is not only dependent on the refractive index contrast at the boundary, but depends also on the anisotropy $g$ of the scattering centers. This study has important implications upon any diffusion experiment in bounded media, as the interpretation of the experimental results requires accurate knowledge on the extrapolation length $z_e$. Monte Carlo simulations, proved, once again, an important tool in description of subtle phenomena, that are not accessible through analytical approaches. For other important results obtained with Monte Carlo simulations, please see also Section 3.1, 5.1.1, and 5.2.1 of these dissertation.

Diffuse reflectance spectroscopy, is a simple experimental procedure that we have used to probe the structure of highly inhomogeneous media. In section 3.2 we showed that, when one takes into account the roughness at the surface, a layered model can be developed where the spectral reflectance increases monotonic with the wavelength. This is a remarkable result because, in most previous descriptions, it was customary to attribute all the spectral changes to absorption or, in the case of single scattering situations, to Mie type form factors. Here, we have demonstrated that despite strong diffusion, wavelength dependence is generated through a mechanism other than absorption.

In the last section, we have demonstrated that, using optical pathlength spectroscopy one can recover simultaneously the scattering and absorption coefficients of an inhomogeneous medium, by recovering the pathlength distribution of the light transport and fitting it with a solution of the diffusion approximation. Moreover, we have suggested with MCS that the absorption distribution inside the sample influences the pathlength distribution of light transport. This effect might be used for discerning in between absorption at the
level of particulates and absorption inside the host medium and determining the complex
index of refraction of particulates in the presence of strong scattering.

Having concluded that the interface and absorption effects need to be carefully consid-
ered in interpreting a scattering measurement result, we will continue in the next chapter
with a presentation of various methods for characterizing inhomogeneous media. This
methods have been implemented by considering also the complex size distribution of the
scatterers and/or the complex geometry of the sample.
CHAPTER 5
BULK AND MULTILAYER EFFECTS

As the sample structure and geometry become more complicated, the difficulty of solving the inverse problem increases considerably. Consequently, one must consider all of the variables and find the suitable experiments to be used. In this chapter we present the characterization of some highly scattering media, using optical pathlength spectroscopy and diffuse reflectance spectroscopy. We also discuss the different analytical or numerical techniques that need to be used depending on the sample geometry. These scattering techniques are used to characterize porous media such as membrane filters, diffusive coatings and caries lesions in natural teeth enamel.

5.1 Optical reflectance of porous media

Porous media are common in a wide variety of fields such as hydrology, chemical engineering, medicine and biological engineering. Many theoretical models and experimental methods have been developed to characterize their very complicated and irregular structure [53], [54].

Some of the important parameters that characterize the structure of the porous materials, are the porosity (defined as the fraction of the bulk volume of the porous sample that
is occupied by pore space), the average pore size, and the pore size distribution (PSD). Since the pore system consists of interconnected networks (see Figure 5.1), one has to use a specific model to define and describe the pore size. This model is usually related to the method that is used to characterize the medium. For a multiple light scattering technique, the most intuitive and simple model is to consider the voids (pores) as spherical scattering particles. In the following, we assess the possibility and the limits of using such approach for porous media characterization.

![Fig. 5.1 Typical pore structure for a membrane filter](image)

5.1.1 Pathlength resolved reflectance in porous membrane filters

In this section, we are investigating the possibility of using a multiple light scattering technique, i.e. optical pathlength spectroscopy (OPS), to determine the structural characteristics of the porous media. Many light scattering studies targeted porous materials [55], but the multiple scattering component was regarded as ”noise”. Nevertheless, the recent advances in the understanding of these phenomena imply that multiple scattering could be very useful in investigating the microstructure of random media [1].
As presented in detail in Section 2.2.1, OPS determines experimentally the pathlength resolved reflectance $R(s)$ of an inhomogeneous media. Consequently, it is important to consider the analytical descriptions of $R(s)$, for different characteristics of the sample. In a diffusion approximation, and in the given geometrical configuration source-detector of OPS, the analytical description of the pathlength resolved reflectance is given by

$$R(s) = A l_t^{-3/2} \varepsilon_s^{-5/2} \exp\left(-\frac{3\varepsilon_t^2}{4s}\right)$$

(36)

where all the parameters have been introduced earlier. The transport mean free path $l_t$, that is essentially the path that the light travels inside the medium until its direction is randomized, is related to the number density $\rho$ of the scattering particles, the scattering cross section $\sigma_s$ for a single scattering event, and the anisotropy $g$ of the scattering particle through $l_t = \frac{1}{\rho \sigma_s (1-g)}$.

Both the scattering cross section and the anisotropy depend on the particle size and the index contrast inside the medium. Accordingly, if the transport mean free path is measured for two different optical contrasts inside the same medium, the scatterer’s size can be determined. As the scattering decreases and the transport mean free path becomes comparable with the thickness, the diffusion approximation is not valid anymore. Further improvement can be obtained by considering the medium as a diffusive slab of finite thickness. The pathlength-resolved reflection from a slab of thickness $d$ is given by Eq. 37[38, 56], where $B$ is a constant depending on the source strength. The number of terms that have to be taken in the sum depends on the optical characteristics of the sample and on the fraction $d/l_t$. When this method fails as well (generally for $l_t > d/3$), a MCS of the
light propagation inside the sample (see Section 2.2.2, for details on the procedure) needs to be performed to recover the pathlength-resolved reflectivity for the given thickness.

OPS was used to recover experimentally the pathlength resolved reflectance of porous membranes. The membranes under investigation were made by Millipore¹, and covered a wide range of materials (mixed cellulose esters, polyvinylidene fluoride and polycarbonate), thicknesses \((10 - 150\mu m)\) and pore sizes \((0.4 - 1.2\mu m)\). Each sample was placed under the measuring arm of the apparatus and the pathlength resolved backscattering signal was recorded. To decrease the noise introduced by specular reflections, the reflectance signal was averaged over multiple successive scans.

\[
R(s) = B \sum_{m=-\infty}^{\infty} [(2md + 4mzelt + lt) \\
\exp\left(-\frac{3}{4}\frac{(2md + 4mzelt + lt)^2}{ltsp}\right) \\
+ (2md + (4m - 2)zelt - lt) \\
\exp\left(-\frac{3}{4}\frac{(2md + (4m - 2)zelt - lt)^2}{ltsp}\right)]
\]

First, the thickness was measured by placing the membrane on top of a microscope slide on an \(X - Y\) translation stage and taking measurements of the reflection from the membrane and from the glass. Since the reflection is pathlength resolved, the distance between the two reflection peaks gives the thickness of the membrane, as in Figure 5.2.

The experimental values obtained for the average thickness are very close to the ones given by the manufacturer (Table 5.1). Thus, a very high precision in measuring the membrane thickness can be achieved by using OPS. The only limitation in measuring the thickness is introduced by the coherence length of the source, as this determines

¹ Millipore, 290 Concord Rd., Billerica MA 01821, U.S.A. Tel: (978) 715-4321
the precision at which two points can still be separated in the optical path domain. This limitation is better reflected for the very thin sample (10\(\mu m\)) where the error in determining the thickness is large.

Fig 5.2. Measurement of the membrane thickness. The membrane was placed on top of a microscope slide on a \(X - Y\) translation stage and the pathlength resolved reflectance of both membrane and glass was measured. The membrane thickness is calculated as the distance between the two peaks.

Table 5.1. Thickness measured with OPS as compared to the manufacturer values for different membranes

<table>
<thead>
<tr>
<th>Membrane type</th>
<th>Mean thickness ((\mu m))</th>
<th>Measured thickness ((\mu m))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(RA) (mixed cellulose esters)</td>
<td>150</td>
<td>138</td>
</tr>
<tr>
<td>(HVLP) (polyvinylidene)</td>
<td>125</td>
<td>127</td>
</tr>
<tr>
<td>(HTTP) (polycarbonate)</td>
<td>10</td>
<td>20</td>
</tr>
</tbody>
</table>

As explained above, both the scattering cross section and the anisotropy of the scattering center depend on size and the index contrast inside the medium. Thus, if the transport mean free path is measured for two different optical contrasts inside the same medium,
the scattering center size can be determined. For this purpose $R(s)$ was measured for the membranes in two conditions, dry and wet, as presented in Figure 5.3. When the membrane is going from dry to wet, the optical contrast decreases inside the membrane, thus the scattering is decreasing and different $R(s)$ are obtained. Moreover, the shape of the reflectance is different from membrane to membrane, not only due to the difference in structure but due to the thickness difference as well.

Fig 5.3. Reflectance measurements of the membrane filters in two measurement conditions dry and wet, as indicated. For the RA membrane (a) the continuous lines show the fit with Eq.36 for the dry case, and with Eq.37 for the wet case. For the HTTP membranes (b) numerical experiments must be performed to recover the experimental dependencies.

Only for the RA-dry membrane (Figure 5.3a), which is the thickest (130µm), the diffusion approximation and Eq.(36) can be used to fit the experimental $R(s)$. RA-wet,
however, has the trend given by Eq.(37). For the HTTP, membrane, which is very thin (10µm) only a numerical experiment can be used to recover the experimental $R(s)$. In this case, the finite thickness acts as a cutoff of the path that the photons can travel inside the membrane, thus becoming another important parameter in the membranes characterization with light scattering. A MCS was performed to assess the differences that can be observed experimentally as the thickness of the membrane decreases. The PDF used in the simulation are the ones introduced in Section 2.2.2. Reflection at the boundaries was also included. It can be observed in Figure 5.4 that as the transport mean free path becomes comparable with the thickness of the slab, $R(s)$ becomes steeper, as it was also observed experimentally.

![Figure 5.4. Numerical results for a slab of 130µm thickness and different values of the transport mean free path.](image)

In conclusion, the interpretation of the experimental results require a careful analysis, as $R(s)$ is not only influenced by the scattering structure, but also by the number of scattering events that the light experiences inside the sample, i.e. the scattering regime.
In this respect, the thickness can act as a cut-off of long paths traveled inside the medium. When analytical solutions fail to recover $R(s)$, MCS becomes the only viable approach for the sample characterization, and it can also be used to design systems with desired optical properties. Moreover, measuring the pathlength resolved reflectance in porous media, one can also monitor real time structural changes.

5.1.2 Reflectance spectra of diffusive coatings

The previous study dealt with the characterization of the transport mean free path in porous media, for different scattering regimes, dictated either by the thickness or the optical contrast inside the sample. We now proceed by proposing a new characterization method for porous media which are in a multiple scattering regime and can be described by the diffusion approximation of light transport. This method uses optical measurements on a wider range of wavelengths to determine the size and PSD of a pore structure.

Predicting the optical properties of a diffuse coating from the physical parameters of the coating constituents is one of the current challenges in the paint and paper industry. Although extensive studies provided a general understanding of the pore size and pore size distribution influence on the coating optical properties, the physical measurements made on the coating constituents are still not directly linked to the light scattering observed. In this work we present an optical technique and model that can be used to probe simultaneously and non-destructively the structure and optical performance of a coating.

Kulbelka Munk (KM) description of the light propagation through an inhomogeneous media [1] has been the method of choice for the characterization of the optical properties of
a diffuse coating. The theory is based on the assumption of two diffuse fluxes traveling in the forward and backward directions. These fluxes can be described in terms of the number density and total cross section of the scattering centers, and also scattering ($S$) and absorption ($K$) coefficients. Solving the coupled equations for these two fluxes with the proper boundary conditions, the reflection and transmission of a slab of given thickness can be determined. One of the weaknesses of the theory is that the fraction of light scattered forward is considered equal to the backward one. This assumes isotropic scattering, which is not always the case. Another important weakness of the theory is that the values of $S$ and $K$ are not clearly related to the physical parameters of the scattering centers. Many attempts have been made to experimentally relate the KM coefficients to the transport coefficients but a general consensus in this matter has not been reached. By contrast, in the diffusion theory, as described by section 2.1.2, the physical parameters of the scattering centers are directly correlated with the optical properties of the inhomogeneous medium, and anisotropic scattering is included as well. Solving the diffusion equation with the appropriate boundary conditions, i.e. flat interface of a given refractive index contrast, the diffuse reflectance of the coating is given by Eq.27, a complicated function of the scattering and absorption coefficients, $\mu_s$ and $\mu_a$ respectively, and the anisotropy $g$.

Thus, if the properties of the scattering centers are known one can calculate the optical properties of the coating. Conversely, measuring the diffuse reflectance of the coating, the scattering and absorption of the inhomogeneous medium can be found through an iterative process. Since the scattering centers are not all of the same size, a size distribution (PSD) is assumed and used to calculate the effective scattering and transport coefficients
\( \mu_{s-eff} = \sum_i \mu_{si}; \mu_{tr-eff} = \sum_i \mu_{si}(1 - g_i) \) \) and the effective scattering anisotropy \( (g_{eff} = 1 - \frac{\mu_{tr-eff}}{\mu_{s-eff}}) \), which are then introduced into the previous equation to calculate the diffuse reflectance. Here \( i \) indexes the sizes within the PSD. Consequently, the effective scattering coefficient will depend on the PSD and the volume fraction \( f \) in the following manner

\[
\mu_{s-eff} = f \frac{\sum_i p_i \sigma_{si}}{\sum_i p_i V_i}
\]

(38)

where \( \sigma_{si}, p_i, V_i \) are the scattering cross section, normalized probability and volume of the scatterer \( i \) in the distribution, respectively.

The diffuse coatings used in the experiment consisted of a 50/50 mixture of kaolin and ground calcium carbonate deposited on a Mylar\textsuperscript{®} transparent substrate. Diffuse reflectance spectra of these coatings were measured with the spectrophotometer equipped with an integrating sphere, in the configuration described in section 2.2.1. A general decreasing trend of the reflectance with the wavelength was observed over the 500–650 nm range, as observed in Figure 5.5.

According to Eq.27, introduced in Section 4.2, depending on the size \( d \) of the scattering centers and the absorption coefficient, the shape of the reflectance spectra changes from decreasing with the wavelength for \( d << \lambda \), to independent of wavelength for \( d \simeq \lambda \) and finally increasing with the wavelength for \( d >> \lambda \).

Comparing this general trend with the one recovered experimentally for the diffusive coatings, we can conclude that the scattering centers have to be much smaller than the wavelength. Thus, the scattering centers that will determine the optical parameters of...
the coating are the micro-pores, i.e. voids in the coating structure, as the average size of the coating constituents (kaolin and calcium carbonate) is about 500nm.

Fig. 5.5 Comparison between the reflectance spectra measured (symbols) and predicted by the diffusion approximation (continuous lines). The inset presents the differences observed and predicted for two different coatings CM1 and CM2 at the same coating weight.

Using an iterative procedure, the diffuse reflectance obtained in the diffusion approximation can be superimposed on the measured diffuse reflectance spectra $R(\lambda)$ (see Figure 5.5). As a result, both the concentration and the PSD of the scattering centers can be recovered, when the absorption coefficient is known. An important observation is that, for small scattering centers, the PSD dictates the slope of the $R(\lambda)$ and the concentration $f$ the magnitude of the reflectance.

As it can be seen in Figure 5.5, the diffuse reflectance model fits very well the measured reflectance spectra, for different coating weights, i.e. concentration of scatterers, of the same coating mixture (CM1), and for different distributions of scatterers created by a different coating mixture (CM2). Moreover, the peak pore sizes needed to fit the
measured $R(\lambda)$, are very close to the ones that were obtained by a direct measure of the coating pore structure with mercury porosimetry (Table 5.2.).

The concentration of the scatterers can also be recovered from the fit of the measured $R(\lambda)$ with the diffusion model. In Table 5.3 we compare the ratios between the concentration of scatterers for different coating weight at the same coating mixture as determined by the diffusion model and the mercury porosimetry measurements.

Table 5.2. Comparison between peak pore radius of the two coatings measured.

<table>
<thead>
<tr>
<th></th>
<th>CM1</th>
<th>CM2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pore radius by diffusion model</td>
<td>60-65</td>
<td>35-40</td>
</tr>
<tr>
<td>Pore radius by mercury porosimetry</td>
<td>75-80</td>
<td>35-40</td>
</tr>
</tbody>
</table>

Table 5.3 Comparison of pore volumes for different coating weights for CM1 and CM2

| Coat weight (g/m²) | $\frac{f}{V_{11.57}}|_{CM1}$ | $\frac{V_{11.57}}{V_{11.57}}|_{CM1}$ | $\frac{f}{V_{11.57}}|_{CM2}$ | $\frac{V_{11.57}}{V_{11.57}}|_{CM2}$ |
|--------------------|-----------------|-----------------|-----------------|-----------------|
| 11.57              | 1               | 1               | 1               | 1               |
| 20.04              | 1.66            | 1.42            | 1.69            | 1.54            |
| 29.40              | 2.12            | 1.75            | 2.19            | 1.88            |

where $f$ is the pore volume fraction as determined by the diffusion model and $V$ the total intrusion volumes as determined by mercury porosimetry.

In conclusion, it was proved that, using optical measurements on a wider range of wavelengths one can obtain information on the size distributions and the porosity of the
pore structure. Moreover, the data correlated very well with the values obtained from a traditional test method called mercury porosimetry. Although this method is currently the industry standard, it has several weaknesses, as it assumes rigid sample, is a destructive test, may induce a collapse of the coating structure that is being measured, and is time consuming. On the contrary, the optical method proposed allows for the non-invasive, real time monitoring of the coating structure. An important application of this work is the capability to forecast pigment particle types/distributions needed to optimize the performance properties of diffuse optical coatings.

5.2 Optical pathlengths in inhomogeneous media with complex structures

The previous two sections discussed the optical characterization of porous media with same scattering properties across the volume. A further complication is introduced when the scattering properties are locally different, as for example in a multilayered inhomogeneous media. Although predicting the size and size distributions of the scattering centers is increasingly difficult, we will show that one can define parameters that globally characterize the light propagation inside such samples, and that can be quantitatively related to the structure and inhomogeneity in the medium.

The inhomogeneous media under consideration are natural teeth with incipient caries lesions in the enamel. Enamel constitutes the outer layer of a tooth and has a thickness that varies in between 1 – 3mm. Sound enamel has very high mineral content (87% hydroxyapatite-like crystals), while the rest is organic material (2%) and water (11%) [57].
As the caries lesion is developing, there is loss of mineral which results in a more porous structure than sound enamel. Due to the increased inhomogeneity in carious enamel, one would expect a higher scattering coefficient [58] than in sound enamel, thus, different pathlength distributions of the waves scattered inside the two tissues. We will show in the following that the moments of these distributions can be used to quantify the differences in the scattering regimes, when the retrieval of the actual scattering and absorption coefficients is cumbersome.

5.2.1 Optical pathlength spectroscopy of incipient caries lesions

Recent investigations of the dental hard tissue with OCT and Polarization Sensitive-OCT [59], [60] provide information on the scattering properties of carious lesions. However, these techniques account only for the light which is single scattered inside the samples, and the multiply scattered light is eliminated as noise. In the following, we attempt to gain a better understanding of the multiple light scattering inside the tooth, and to evaluate how different characteristics of the sample will influence this process. Thus, commonly accepted qualitative explanations of the light interaction with the tooth can be verified, and ultimately, investigative methods can be improved.

The structure of a tooth is very complex (different layers with different optical properties and complicated boundaries) and analytical descriptions of light scattering phenomena cannot be used. Accordingly, we use OPS, described in detail in section 2.2.1, to determine experimentally the pathlength distribution of waves inside the tooth. Our
preliminary studies [61] with OPS in dental hard tissues have shown its ability to discriminate between sound enamel and carious lesions. Thus, intuitive explanations for the light propagation inside the material can be verified. Monte Carlo simulations may also be used to verify experimental results and to analyze various differences between samples.

In the second part of this section we investigate the correlations that exist between the pathlength characteristics of light waves propagating inside different caries lesions, as determined by OPS, and the properties of dental lesions determined with both QLF and transversal microradiography (TMR). Both QLF and TMR measurements have been performed by other groups. The QLF measurements were done by M.H van der Veen at Inspektor Research Systems in Amsterdam, while the slicing and the TMR measurements were done by J. Ruben at Department of Biomedical Engineering at the University of Groningen. All the further processing and analysis of data was done at the School of Optics.

QLF is a well-established method for dental lesion characterization [62]. In this method, the whole tooth is illuminated with blue light ($\sim 405\,nm$) which excites yellow fluorescence ($> 520\,nm$) in the tooth tissues. When observed in the dark through a high-pass filter with cut-off around 520$nm$, the tooth appears brightly yellow. An incipient (i.e. a beginning) caries lesion, which in normal illumination appears as white spot, is visible as a dark spot. When a camera captures the image, dedicated software can quantify the loss of fluorescence from the normal value. This loss of fluorescence has been used as a measure of lesion severity, i.e. loss of mineral from the tooth enamel [63]. To explain this loss of fluorescence in lesions, it has been hypothesized [58] that the flu-
orescence predominantly originates in the enamel and, due to the increased scattering in lesions, the pathlength there is shorter than in sound enamel, which results in decreased fluorescence. This hypothesis, together with the other parameters that are influencing the QLF data are investigated.

Finally, the measured optical pathlength distributions must correlate with the physical characteristics of the lesions. For reference, TMR measurements were used, a standard quantitative contact microradiographic method in which a slice that includes the lesion is cut from the tooth (see Figure 5.6), transversely to the labial surface of the tooth [64]. The slice is microradiographed with 20KV X-rays on high-resolution film and from this film, the mineral content of the tooth as a function of depth is determined.

![Fluorescence image of a tooth](image-url)

Fig. 5.6 Fluorescence image of a tooth. The two cuts to prepare sections for TMR are indicated with lines 1 and 2, which are about 1mm apart. This thick section was further ground (800 mesh) from the side of line 2 to prepare a 80μm section for TMR, between lines 1 and 3, and thus through the lesion part used for all experiments.

To verify the above assumptions, twenty-five human premolar teeth, extracted for orthodontic reasons, were investigated with OPS. Nineteen of those teeth had incipient
lesions in the approximal surface, in different stages of demineralization, while the rest
were sound. For these experiments, the bare fiber in the measuring arm of the interfer-
ometer was placed close to the tooth surface in the region of interest, and multiple scans
(100) were acquired while the tooth is moved laterally over an area of $30 \times 30 \mu m$ to aver-
age the speckle. The observed separation between the reflection from the end of the fiber
and the specular reflection of the tooth surface has been used to keep an approximately
constant illumination distance for all samples.

For a high refractive index mismatch, especially true for sound enamel ($n = 1.6$), the
amount of light delivered to the sample decreases considerably. To overcome this fact and
to take advantage of the high dynamic range of the apparatus, teeth were first placed
under deionized water, and the fiber tip was immersed as well, adjusted to be very close
to the tooth surface. This measurement set-up is denoted in the next sections as ww -
with water at tooth surface.

However, measurements were done also with the tooth kept outside of the water
but still wet, to account for the high refractive index contrast at the tooth surface. To
accomplish this task, each sample was measured immediately after removing it from the
water. This measurement set-up is denoted in the next sections as wow - without water
at tooth surface. Measuring with and without water at the surface is equivalent with
changing the boundary conditions of light propagation in the bulk, as also described in
Section 3.1. Consequently, it was expected that the pathlength distribution of light inside
the medium change when the surface was wet or dry.
A typical result of the reflectance versus optical pathlength when the tooth is under water (ww) is presented in Figure 5.7, for the case of a sound tooth. One of the important features of this dependence is the peak at short pathlengths, which corresponds to the specular reflectance from the tooth surface. In order to obtain the pathlength distributions, the specular reflection peak is eliminated and the background noise is subtracted from the measured data. Knowing the instrumental response function of the interferometer guarantees that the elimination of the specular peak is consistent from one tooth to the next. In the end, the pathlength-resolved reflectivity is normalized with the total reflectivity, thus obtaining the density distribution of light pathlengths $P(s)$ inside the tooth as shown in the inset of Figure 5.7. The elimination of the specular peak and the normalization are necessary to compare the results from different samples without the need to take into account variations of surface reflections from one sample to the next, i.e. different incident intensities on the samples.

Fig 5.7 Sound tooth – typical reflectance versus optical path in the ww configuration. The specular reflectance peak is visible at short pathlengths and the noise level is indicated. The inset shows the light pathlength distribution obtained following the normalization procedure described in text.
Typical reflectance versus optical path curves for both deep and shallow incipient caries lesions in the \( \text{ww} \) configuration are presented in Figure 5.8. As we can see, there are big differences in both shape and extent of \( P(s) \) when a deep versus a shallow lesion is investigated. This can be explained considering a two-layer model, where the top layer (lesion) has a higher scattering coefficient than the bottom one (sound enamel). The scattering with small optical pathlengths is stronger, but the finite thickness of the first layer acts as a cut-off, influencing the decay of the distribution at long pathlengths. In the case of a shallow lesion when the thickness of the first layer is small, the change from one scattering regime to another is very fast, thus a steeper distribution is obtained. For a deep lesion on the other hand, as the thickness of the carious layer increases, most of the scattering takes place in that layer and the distribution broadens, although diffusion is not yet achieved. A Monte Carlo simulation was performed below to substantiate this scattering model.

![Figure 5.8 Caries lesions — typical pathlength-resolved reflectance for both deep and shallow lesions in the \( \text{ww} \) configuration. The inset presents the normalized pathlength distributions \( P(s) \). Differences in the shape and extent of the \( P(s) \) distribution are clearly observed depending on the depth of lesion.](image)
As can be seen in the inset of Figure 5.7, the direct inspection of the sound enamel \( P(s) \) shows a gradual decrease in the probability to have longer and longer paths, and a penetration depth value of about 1mm. In the carious enamel shown in Figure 5.8, on the other hand, we see a sharper decay with a penetration depth of 0.5 to 0.75mm. This confirms the hypothesis that caries lesions have higher scattering coefficients than sound enamel.

To better quantify the scattering differences between sound enamel and lesions, the first moment, i.e. the average optical pathlength is calculated. For a semi-infinite medium, in a diffusion approximation of light transport, the average optical pathlength is influenced only by the scattering coefficient and the boundary conditions, in such a way that a higher scattering coefficient will determine a shorter average pathlength. For the complex tooth structure, the pathlength will be also influenced by the geometrical characteristics, such as number of layers, variations in scattering and refraction indexes and transversal extent of a layer. However, the scattering coefficient influence on the pathlength is still expected to be inversely proportional. When the average optical pathlength for multiple samples (6-sound and 19-lesions) is calculated and averaged, values of 0.37 ± 0.03mm and 0.23 ± 0.08mm are found for sound enamel and caries lesions, respectively. Thus, lesions scatter light stronger than sound enamel.

It is important to stress again that these results are obtained when the measured tooth, either sound or carious is kept under water and the refractive index contrast at the boundary is low. The value of 1.6 for the ratio between the measured average pathlengths in sound enamel and lesions is lower than the value of 2.9 for the ratio of Kubelka-Munk.
scattering coefficients found by Ko et al [65]. Such a lower ratio is to be expected because we measured in the IR at a wavelength of 1300 nm, while Ko et al. used visible wavelengths where even higher scattering coefficients have been measured [58], [66], [67].

A larger variation in the average optical path is found in the case of caries lesions. This was to be anticipated because (i) biological variations have a significant role, and (ii) there are also differences in depth, transversal extent and demineralization from one caries lesion to another, which should influence the $P(s)$, hence, the average pathlength. Accordingly, the value of the average pathlength in lesions cannot be used to calculate a scattering coefficient for the lesion material, since it is a characteristic of the layered system lesion/enamel, and it is dependent on the lesion depths.

![Figure 5.9](image)

Fig. 5.9 Schematic description of the layered structure of a carious tooth. The overall thickness of the lesion and the enamel $z = (z1 + z2)$ varies from 1 to 3 mm; In the MCS, the overall thickness $z$ is 3 mm, and the photons that escape into the dentine are not followed.

The basic geometry of a lesion is presented in Figure 5.9 and consists of a very thin surface layer, a layer formed by lesion, the sound enamel, and the dentine. The surface layer can be considered transparent for the purpose of a simulation because it is very thin.
and homogeneous. The dentine can be modeled as a perfectly absorbing layer, because it is deep inside the tooth structure and its contribution to the P(s) should manifest only at long paths, which are not detected in the present experiment, being buried into the instrumental noise. Accordingly, we are left with two important layers, the lesion (1) and the sound enamel (2) with scattering coefficients $\mu_{s1/2}$, absorption coefficients $\mu_{a1/2}$, thicknesses $z_{1/2}$ and indexes of refraction $n_{1/2}$. Although all these parameters have been measured at visible wavelengths [65]-[70], for wavelengths around 1300nm only the attenuation coefficient of sound enamel has been measured recently [71] to be about 0.3mm$^{-1}$. No data is available for the scattering coefficient for lesions at 1300nm. Consequently, a MCS of the light propagation in the two layer system, i.e. lesion/sound enamel, can only be performed for visible wavelengths. Thus, a quantitative comparison between the experimental results and the MC simulation is not possible at this time.

For illustrative purposes, however, the simulation was performed with the measured values of the scattering coefficients at visible wavelengths (632nm), as it should be qualitatively indicative of the general influence of the lesions size. In the simulations, absorption [66], [67], ($\mu_a = 0.1mm^{-1}$) is considered to be the same for both the lesion and the sound enamel. The other parameters of interest chosen for the simulation are summarized in Table 5.4.

A pencil beam configuration together with commonly used probabilities for scattering and absorption length and azimuth are used in the simulations. To account for both Mie and Rayleigh scatterers present in dental enamel, the polar angle is selected from a linear combination of an isotropic scattering phase function and a Henyey-Greenstein
distribution $\phi(\cos(\theta)) = f + (1 - f)\phi_{HG}(\cos(\theta))$, with $g = 0.96$ and $f = 0.35$, as determined by Fried et al. [67]. Reflection at the boundaries is accounted for using the polarization-averaged Fresnel reflection coefficient. When passing from one layer to the other, the scattering lengths are recalculated according to the specific scattering coefficients of the layers. Once the photons exit the medium, their coordinates, pathlength, and polar angle are recorded, and used to calculate the pathlength distribution, in the OPS measurement configuration.

Table 5.4. Parameters used in the MC simulation (measured for $\lambda = 632nm$)

<table>
<thead>
<tr>
<th>Caries lesion</th>
<th>$z_1/z_2$</th>
<th>$n_1/n_2$</th>
<th>$\mu_{s1}/\mu_{s2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>shallow</td>
<td>0.1/2.9</td>
<td>1.54$^a$/1.6$^{a,b}$</td>
<td>157$^c$/6$^b$</td>
</tr>
<tr>
<td>deep</td>
<td>0.3/2.7</td>
<td>1.54$^a$/1.6$^{a,b}$</td>
<td>157$^c$/6$^b$</td>
</tr>
</tbody>
</table>

$^a$[68]; $^b$[67]; $^c$[66].

As can be seen in Figure 5.10, the pathlength distribution in the deeper lesion decays slower than in the shallow lesion, as it was also observed experimentally in Figure 5.8. In deep lesions, the scattering process takes place primarily in the first layer. For shallow lesions, as the thickness decreases, the scattering contributions from the second layer increase. There is a rapid change from a high scattering regime to a low scattering regime, which determines a steeper distribution of optical paths, as also observed experimentally. In conclusion, the Monte Carlo simulation proves that the two-layer model for caries lesions suggested above is valid and that the qualitative assumptions made are correct.
Light fluorescence measurements in teeth have been used in the last decades to determine, non-invasively, the demineralization of carious lesions. Multiple qualitative hypotheses [62] to explain less fluorescence in lesions as compared to sound teeth have been introduced and they are mostly based on different scattering properties in the two tissues. Since OPS allows measurements of quantities that directly relate to the scattering properties of the sample under consideration, we looked for correlations between the results of the two techniques, to determine which of those hypotheses were valid.

To examine the correlations between the OPS and QLF measurements, it is important to evaluate carefully the differences between the two measurement procedures. One should consider what are the effects of different wavelengths (1300 nm for OPS, 404 nm for QLF) and detection geometries (point source point detector for OPS, wide beam illumination and point detection for QLF) used for investigations. If the fluorescence process is indeed
influenced by light scattering effects inside the carious lesion, the effect should just be stronger at visible wavelengths as compared to IR, due to the higher scattering coefficients in the visible range, as was discussed before. As for the detection geometry, although a point source - point detection is used in OPS, the averaged pathlength distribution obtained is essentially three-dimensional, i.e. it is affected by the whole lesion and not by a particular injection point. When the average pathlength measured with the tooth covered with water ($<s>_w$), is plotted against the maximum fluorescence loss ($\Delta F$) measured with QLF, a very small correlation factor ($r = 0.32$) is obtained. Small improvement ($r = 0.43$) is observed when the only two discolored, i.e. brown, spots measured are removed.

Another difference in the way QLF and OPS are collecting the information stems from the boundary conditions at the tooth surface. As described previously, to reduce the reflection at the boundary in OPS, the tooth is covered completely with water and the fiber is immersed as well, such that the boundary is more or less index matched. This was most important in the case of sound teeth when the boundary reflection is very high, reducing therefore the amount of light available for being scattered inside. In QLF on the other hand, the tooth is removed from the water, the water is wiped off and the measurement is taken immediately. To study the importance of these subtle boundary effects that include both index variation and roughness, we measured the caries lesions in different conditions of refractive index contrast. The correlation in the average pathlength $<s>_w$ (without water) and the fluorescence loss $\Delta F$ are presented in Figure 5.11. As can be seen, the correlation factor increases significantly, to 0.76 when the discolored spots are included.
and to 0.91 when those are excluded. This remarkable increase in the correlation between average pathlength and fluorescence loss proves that the boundary effects (roughness and index contrast) are influencing the fluorescence loss and the pathlength distribution in the same manner. When the tooth is taken out of the water, the index contrast at the surface increases; due to reflections at the boundaries, the photons are re-injected into the scattering medium and longer, well-defined optical paths are developed.

The initial qualitative explanation [58] for the QLF measurements was that the longer the pathlength inside the tooth, the more fluorescence would be measured. This was hypothesized assuming that the fluorescence originated in the enamel only, the concentration of fluorescing chromophores being the same in lesions and sound enamel. Thus the longer the pathlength, the more fluorescence would be excited. Consequently, larger fluorescence loss $\Delta F$ in a lesion would imply a smaller average pathlength $<s>$. However, the correlation obtained, as it can be seen in Figure 5.11., is in the opposite direction, the more fluorescence loss the longer the path. This implies that the original hypothesis is not correct and that another common cause for both effects should be hypothesized.

The alternative explanation is based on the assumption that the fluorescence measured in QLF stems primarily from the dentin or the enamel-dentin boundary, the so-called enamel-dentin junction (EDJ). A highly scattering lesion then simply "screens" the EDJ fluorescence from being observed. One could envision in QLF a process of diffuse transmission through the multilayer structure - lesion/enamel - towards the dentine for the excitation photons and in the opposite direction for the fluorescence photons. This process is different from the one measured with OPS, which is representative for the
volume reflection of the lesion/enamel region. The high correlation that is observed experimentally between the average pathlength and the fluorescence loss in lesions should be explained by the influence of the scattering properties of the lesion on both processes. Consequently, one can consider that QLF is influenced by the overall transmission through and OPS by the integral reflection from a more or less scattering medium. When the total reflection, i.e. long OPS paths, increases, the diffuse transmission reduces and QLF signal diminishes, and high fluorescence loss is observed. Moreover, the increase in correlations observed when the discolored spots are excluded implies that the optical processes taking place in such lesions are different, as expected.

Fig. 5.11. Average pathlength (wow configuration) vs. fluorescence loss when the discolored spots are included (dashed line; $r = 0.76$) and excluded (continuous line; $r = 0.91$).

The pathlength distribution of light waves inside the caries lesion is influenced, as shown previously in measurements and simulations, by the size of the lesion (both depth and transversal extent), boundary conditions (index contrast and roughness), and the
scattering coefficients of both lesion and sound enamel. As stated previously, it has been determined [66], [67] that, at these wavelengths, the absorption coefficients are much smaller than the scattering coefficients and will not affect the path distributions up to 1 – 2 cm. One would expect the lesion scattering parameters to be influenced by the demineralization of the lesion; i.e. the more demineralized, the more porous a lesion will be. Accordingly, a direct measure of the demineralization \( \Delta Z (\text{vol\%} \cdot \mu m) \) and depth \( d(\mu m) \) of a caries lesion is desirable and transversal microradiography (TMR) of the carious teeth was used.

A systematic examination of the possible correlations between the average optical pathlength and the depth and demineralization of the lesions has been conducted. When the tooth is under water (ww), the correlations found are small, i.e. 0.48 and 0.47 for depth and demineralization respectively. This can be understood by realizing that both depth and demineralization are indicative of volume properties of the lesion. When in the ww configuration, due to the high scattering inside the lesion, the penetration of light is limited and, accordingly, the bulk structure of the lesion is only partially explored.

As shown in Figure 5.12, much better correlations are found when the average pathlength is measured with the tooth removed from water (wow). In this case the index contrast is higher, the light has an increased chance to be reflected back into the medium; the optical pathlengths become longer improving therefore the interaction length with the lesion. Consequently, the pathlength distribution becomes indicative of the three-dimensional bulk structure of the lesion and one could argue that the optical waves pro-
vide a better sensing mechanism for both depth and demineralization. All the correlation parameters obtained are summarized in Table 5.5.

Fig. 5.12 Average pathlength (wow configuration) for different caries lesions as a function of the lesion depth (a) and demineralization (b).

In conclusion, a systematic characterization of dental caries lesions has been conducted by investigating their optical scattering properties using OPS, their fluorescence properties with QLF and finally their physical characteristics using TMR. Moreover, the comparison between the experimental investigation methods improved the understanding of the complex optical processes inside carious lesions and inspected some of the previous
assumptions. Accordingly, optical scattering provides a good sensing mechanism for both depth and demineralization of caries lesions.

Table 5.5. OPS - QLF and OPS - TMR correlations factors

<table>
<thead>
<tr>
<th>Measuring configuration</th>
<th>$&lt;s&gt;-\Delta F$</th>
<th>$&lt;s&gt;-d$</th>
<th>$&lt;s&gt;-\Delta Z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ww^1$</td>
<td>0.32/0.43*</td>
<td>0.48</td>
<td>0.47</td>
</tr>
<tr>
<td>$wow^2$</td>
<td>0.76/0.91*</td>
<td>0.86</td>
<td>0.75</td>
</tr>
</tbody>
</table>

$^1$Tooth covered with water; $^2$Tooth wet but removed from water;

*Removed discolored spots.

5.2.2 The influence of drying on optical pathlengths and QLF in incipient natural caries lesions

The refractive index contrast inside the scattering sample will influence the strength of a scattering process. Thus one would expect that monitoring the refractive index contrast changes in a scattering medium could bring additional knowledge on the properties of the medium under consideration. A similar procedure was proposed in section 5.1.1, for the membrane filters characterization with OPS. Having proved above that scattering is a good sensing mechanism for the depth and demineralization of the caries lesions, we will proceed in the present section to study the effects of drying on the optical pathlengths in natural incipient caries lesions, in an attempt to non-invasively quantify the porosity of the surface layer of a lesion, and thus asses the activity of a caries lesion, i.e. the speed at which the caries process will continue in time.
As any changes in the body of the lesion will require exchange of material with the environment, lesion activity will be related to the surface layer porosity, in addition to solubility of the remaining tooth material and lesion environment such as number and kind of bacteria, sucrose and carbohydrate intake, etc. The main assumption is that the more demineralized the surface layer is, the more active is the lesion [72, 74]. Thus, in attempting to characterize lesion activity, one should be able to non-invasively provide quantitative information on the surface layer porosity.

A procedure already proposed [74] for lesion activity characterization is based on monitoring the drying process of a lesion in air, which seems to be implicitly related to the porosity of the surface layer of the lesion. QLF was chosen for these studies due to differences in light propagation in wet versus dry samples.

Because the QLF signal is related to light-scattering in the material [62, 58] and light-scattering is strongly influenced by the absence or presence of water within the pores, the drying behavior of lesions should be also detectable with more direct experimental scattering studies. Light is multiply scattered inside the incipient lesions, but, a straightforward application of a light diffusion model is not valid because the number of scattering events from the tissue is too low to assume diffusion. Moreover, description of the light interaction with the inhomogeneous medium is very difficult for such biological samples, as different scattering and absorption properties are inhomogeneously distributed, and the boundary conditions are affected by the refractive index contrast and roughness at the surface [6]. In this study, we combined measurements of the average optical pathlength by OPS with QLF of natural lesions. After these measurements lesion characteristics such as
depth ($l_{\text{lesion}}$) and mineral loss ($\Delta Z$) of the lesion and thickness ($l_{\text{surface layer}}$) and mineral loss ($m_{\text{surface layer}}$) of the surface layer (see Figure 5.13) were determined using TMR and the results were related to the time-dependence of the optical quantities.

In total 14 lesions in the approximal surface were investigated. When not being measured, teeth were stored on a wet cotton ball with some thymol to prevent bacterial growth.

In order to have some relations to clinical judgment, the appearance of the lesion was first judged visually according to Nyvad et al. [73] by two clinically trained observers from the appearance of the lesion (shiny and opaque respectively). However, in order to avoid any damage to the surface of the lesion and because visual shininess (gloss) finds its cause in surface smoothness, tactile examination was not performed. Each observer judged each lesion two and three times, respectively, at different moments in time. The fraction of opaque scores was then calculated for each lesion (for example if a lesion was judged 5 times and was found shiny 4 times, the fraction of opaque scores was 0.2). As the visual judgment will be influenced by a random confounder, this fraction is a measure of the probability that the lesion is active according to the Nyvad et al. [73] criteria.

Lesions were light-photographed and the location of most severe lesion formation according to clinical judgment was marked on the photograph. Also, four points were marked on the tooth outside the lesion with waterproof ink, such that the intersection of the lines connecting the points indicated the same site. This site was used in all measurements including TMR.
OPS measurements: The average pathlength was calculated following the procedure presented in detail before. For the drying experiment, the water was removed with a pipette and measurements were taken at intervals of 1 min for 20 min. The teeth were not touched in order to make sure that both wet and dry measurements were taken in the same spot. No air stream was blown over the lesion. The average temperature and humidity in the laboratory were 20°C and 50%, respectively.

QLF and TMR measurements: The QLF measurements were done by M.H van der Veen at Inspektor Research Systems in Amsterdam. The measurements were taken following the procedure presented in detail in the previous section. For the drying experiment, a time series of QLF images of the teeth was made. At the start of the drying process the time intervals were 1 s, but increased as drying time progressed. The relative fluorescence \( F_{\text{rel}}(t) \) was used for further analysis. The slicing and the TMR measurements were done by J. Ruben at Department of Biomedical Engineering at the University of Groningen.

The thickness of the surface layer \( (l_{\text{surface layer}}) \), and its mineral loss \( (ml_{\text{surface layer}}) \) were estimated as shown in Figure 5.13. When no surface layer existed, \( l_{\text{surface layer}} \) was defined 0 and the mineral loss at the surface was recorded as \( ml_{\text{surface layer}} \). As usual, the lesion depth \( l_{\text{lesion}} \) is defined as the depth onto the 95%-of sound position, and the total mineral loss \( \Delta Z \) (Vol% · µm) as the area between the measured mineral content and the line of mineral content of sound enamel. Because the transport of water is expected to be related to, or even proportional to, the ‘penetrability’ of the surface layer, this quantity was defined as the quotient of mineral loss from the surface layer and its thickness:

\[
\text{penetrability} = \frac{ml_{\text{surface layer}}}{l_{\text{surface layer}}}.
\]
Fig. 5.13 Microradiograph and retraced microradiogram of a tooth section. The mineral loss $\Delta Z$ corresponds to the area between the dashed line and the thick full line in the microradiogram, the lesion depth $l_{\text{lesion}}$ is defined as the depth at which the full line reaches 95% of the mineral content of sound enamel. The surface layer thickness ($l_{\text{surface layer}}$) and surface layer mineral loss ($m_{\text{surface layer}}$) are indicated.

Drying curves were characterized with the difference between the values observed in the wet and the dry state and, whenever possible, with a decay time ($t_{c-Frel}$, $t_{c-s}$) and an initial speed of the drying curve. The decay time was obtained as follows. Decay curves without a clear plateau were fitted to single exponentials,

$$y = a \cdot \exp\left(-\frac{t}{t_c}\right) + c$$  \hspace{1cm} (39)

with $t$ being the drying time and $a$, $c$ and $t_c$ the fit parameters. For curves that showed an initial plateau we removed the plateau until the bending point of the curve, and fitted the remaining curve with the equation

$$y = (F_{\text{wet}} - c) \cdot \exp\left(-\frac{t - \Delta t}{t_c}\right) + c$$  \hspace{1cm} (40)
with $F_{\text{wet}}$ the value of the relative fluorescence at the beginning of the drying process $(t = 0)$. The initial speeds of change $(\frac{dF_{\text{rel}}}{dt}|_{t=039,t=\Delta t40})$ were then calculated from the exponential fits.

To test the correlations between the different properties of the lesions and the characteristics of the drying curves, the Pearson product moment correlation coefficient $r$ was used because a linear dependence was not excluded. Tests on instrumentally measured parameters between two groups of clinical judgment were performed with a Student t-test.

Fig.5.14 Relative fluorescence $F_{\text{rel}}$ versus drying time for typical lesions. The full curves in Fig. 5.14a correspond to exponential decay, fitted to the points. Fig. 5.14b shows results of samples where the relative fluorescence did not follow exponential decay but started with an initial plateau. The lesions not shown follow an exponential decay of the relative fluorescence with time, similar to (a). Insert of Fig.5.14b shows a typical result of a later control experiment in which ‘new’ teeth were subjected to drying in air after being blotted dry (marked bl) and left wet (marked lw), respectively.
Figure 5.14 shows the time dependence of the relative fluorescence as the teeth were drying in air, determined with QLF. Most lesions showed an exponential decrease in the relative fluorescence $F_{rel}$ (Figure 5.14a), while some started with a plateau (Figure 5.14b). The inset of Figure 5.14b shows a typical result of the control experiment for different conditions of initial drying.
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**Fig.5.15 Average pathlength $<s>$ versus time of drying.** For comparison, the same teeth shown in Fig. 3.18a and b are presented here, with same symbols. Again, full lines show a fit to an exponential decay.

The time dependence of the average pathlength $<s>$ as the lesion dried is presented in Figure 5.15. For comparison with the fluorescence behavior, Figures 5.15a and b show the results obtained with OPS for the same teeth as presented in Figures. 5.14a and b,
respectively. In the average pathlength we observed three different patterns of change with time when looking at different lesions. In most white spot lesions, the decay could be fitted to an exponential (Figure 5.15a). For very small, early lesions (crosses in Figure 5.15b) the average pathlength was fluctuating around an average value; the dependence was even more complicated for the investigated brown lesions (triangles and squares in Figure 5.15b).

All lesions showed a decrease in both relative fluorescence and average pathlength with the dehydration time. This was expected for the light scattering measurements because as the lesion dries, the refractive index contrast increases in the lesions, generating stronger scattering, which in turn determines a decrease in the average optical pathlength. Higher scattering also induces a lower fluorescence of the lesions, either due to the decrease in the amount of light that hits the fluorescing centers, or due to the screening of the fluorescence from the dentin or enamel-dentin boundary.

Quantitatively, it was therefore expected that the total changes over the 20 min period could be related to the wet and dry properties of the lesion body, respectively, i.e. the amount of the water present in the wet lesion and supposedly removed in the dry lesion. Thus a relation with total mineral loss $\Delta Z$ and/or lesion depth $l_{lesion}$ was expected. The relations of these quantities with the total changes in average pathlength $<s>$ are shown in Figures 5.16. Pearson correlation coefficients are included. The total change in relative fluorescence correlated poorly with both depth and demineralization ($r \sim 0.3$). Consequently, we conclude that fluorescence effects are mostly due to the screening by the lesion of the fluorescence from the dentin and enamel-dentin boundary. This confirms the
conclusion we reached previously based on the correlations between the average pathlength and fluorescence loss in wet lesions.

![Graph](image)

**Fig. 5.16** Change in average optical pathlength dry-wet versus depth $l_{lesion}$ (a) and demineralization $\Delta Z$ (b) of lesions.

It is to be expected that the decay time of the observed optical effects of drying as a function of drying time is not only related to the amount of water present, but also to the water vapor barrier, i.e. the properties of the surface layer of the lesion.

The shape of the drying curves was analyzed on the basis of a crude theoretical model. Since scattering is dependent on the difference in refractive index of particles and the surrounding medium, and hence on water content, we applied the diffusion model for a planparallel porous sheet from which water evaporates through a permeable surface.
barrier on one side of the sheet. Crank [76] gives equations for the mass evaporated from a sheet \((-l, l)\) filled with diffusive substance (diffusion constant \(D\)), with surface layer barriers on both sides. For reasons of symmetry, this is equivalent to our situation where we have a layer \((0, l)\) with a barrier at 0. We thus find that the total amount of water \(M_t\) leaving the sheet between time 0 and time \(t\) is given by the equation:

\[
\frac{M_t}{M_\infty} = 1 - \sum_{n=1}^{\infty} \frac{2L^2 \exp(-\beta_n^2 Dt/t^2)}{\beta_n^2 (\beta_n^2 + L^2 + L)}
\]

(41)

In here, \(L\) is \(L = l\alpha/D\) and \(\alpha\) is a surface layer parameter, i.e. the diffusion coefficient of water vapor in the surface layer divided by the surface layer thickness. When there is no surface layer, \(L\) approaches infinity. \(\beta_n\) are the positive roots of \(\beta\tan\beta = L\) (for \(L \to 0\) \(\beta_n = \frac{(2n-1)\pi}{2}\)) and \(M_\infty\) is the end water loss (per unit area of the sheet) at infinite time.

Eq. 41 was numerically evaluated by Carslaw and Jaeger [77] in their book on heat conduction, which process follows the same equations as diffusion. In that book, curves describing \(M_t/M_\infty\) for several values of \(L\) are given. Except for very low values of time, these curves can be approximated by an exponential decay with a dimensionless decay time \(T_c(L)\). The theoretical decay time in units of time, \(t_{c\, theory}\), is related to \(T_c(L)\) by:

\[
t_{c\, theory} = \frac{l^2}{D_{lesion}} T_c
\]

This model is applicable to water loss from our lesions, under several severe approximations:

i) the lesion is a plan-parallel homogeneous sheet with a surface layer;

ii) the surface layer is thin compared to the sheet thickness (lesion depth);

iii) the diffusion coefficients are proportional to the porosities of the material and thus to the mineral loss \((ml, \text{ in Vol\%})\): \(D_{lesion} = \lambda \cdot ml_{lesion}\) and \(D_{surface\ layer} = \lambda \cdot ml_{surface\ layer}\),
in which the $D$’s are diffusion coefficients of water in lesion and surface layer respectively, and $\lambda$ a proportionality constant with equal values in lesion and surface layer;

iv) the mineral content in the lesion is homogeneous, i.e. the mineral loss ($ml_{lesion}$ in $Vol\%$) in the lesion equals $\Delta Z/l_{lesion}$.

Under these assumptions we calculated $t_{c \, theory} \cdot \lambda$ in $\mu m^2/Vol\%$ from $T_c$ to be:

$$t_{c \, theory} = \frac{l_{lesion}^2 T_c}{D_{lesion}}$$

Values of the experimentally obtained decay times of fluorescence during drying of the lesions are plotted in Figure 5.17 versus $t_{c \, theory} \lambda$. When the theory is applicable, this plot should show linearity.

Figure 5.17 shows that the theory is not applicable for small decay times. For large values, it may be, but supported by two points (teeth). In these teeth both the penetrability is low and the total mineral loss $\Delta Z$ is large. Thus, we cannot conclude whether large values of the decay time are caused by a lot of water that has to be evaporated, or to a severe surface barrier. Therefore we plotted the decay times also versus the penetrability of the lesion. Figure 5.18 gives the result for both the relative fluorescence and the average pathlength. Apparently, only small penetrability values ($\approx 0.1 vol\%/\mu m^{-1}$) play a role in that they extend the decay time. This means that at higher penetrabilities the drying is not limited by the surface layer, but by the speed of water transport in the lesion itself. This conclusion is also supported by the small decay times observed for lesions where the surface layer was indistinguishable from the lesion itself. These are indicated in Figure
5.18 with arrows towards infinity because the surface thickness was zero, thus implying an infinite surface penetrability.

Figure 5.17 Experimental decay time of fluorescence versus $t_{c\text{~theory}} \cdot \lambda$ predicted on the basis of a water vapor diffusion model. When the model is valid, a straight line should appear.

In conclusion, it was firstly observed that the total changes in the average pathlength correlate ($|r| > 0.6$) with the lesion bulk properties, i.e. with the total volume of water present in the lesions, while the relative fluorescence total changes do not ($r \sim 0.3$). Consequently, we conclude that fluorescence effects are mostly due to the screening by the lesion of the fluorescence from the dentin and enamel-dentin boundary. Secondly, we observed that the decay time of the drying process for the relative fluorescence seems to correlate well with a theoretical model based on water diffusion in lesion and surface layer, but only for large decay times. It cannot be decided whether these large times are due to a large lesion or to a low penetrability. The surface penetrability showed only influence on decay time for very low penetrability ($\approx 0.1 vol\%/\mu m^{-1}$), i.e. a large thickness and/or
a small mineral loss of the surface layer.

Fig. 5.18 Decay times of the relative fluorescence (a) and the average path length (b) as a function of surface penetrability. The arrows point to decay-time values at infinite penetrability, i.e. the value for lesions without a surface layer.

5.3 Discussion on chapter 5

The characterization of inhomogeneous media with complex structures has been discussed in this chapter. The methods used, optical pathlength spectroscopy and diffuse reflectance spectroscopy, recover information on the light propagation inside the inhomogeneous medium, which is implicitly related to the optical and geometrical characteristics of the sample. By modifying the index contrast inside the medium, changing the boundary conditions, and/or properly taking advantage of the experimental methods and analytical
solutions available, structural information was recovered from membrane filters, diffusive coatings and incipient lesions in natural teeth.

In the case of membrane filters, we can recover an important characteristic of the medium, the transport mean free path by fitting the pathlength resolved reflectance obtained with optical pathlength spectroscopy, either with the results of the diffuse approximation in semi-infinite or bounded media, or with distributions obtained by Monte Carlo simulations. Different approaches are necessary depending on the thickness of the membrane, as this will dictate the scattering regime in the sample.

For diffuse coatings, we have shown that, using the diffusion approximation instead of the Kubelka Munk description of light propagation, a much better understanding of the light transport can be obtained. This is true mainly because in the diffusion theory the physical parameters of the scattering centers are directly correlated with the optical properties of the inhomogeneous media. Moreover, we have shown that using optical measurements over a large range of wavelengths, one can obtain accurate information on the pore size distribution of the pore structure as well as the porosity of the medium. This non-invasive, real time optical technique is a good alternative for the current industry standard, mercury porosimetry, which is invasive, expensive and time consuming.

A basic understanding of the light scattering processes that take place inside the dental tissue (either sound or carious) was obtained using both measurements of the photon pathlength distribution of light inside such media and Monte Carlo simulations. Furthermore, correlations between different moments of the photon pathlength distribution of light inside caries lesions, the fluorescence loss determined with quantitative light fluo-
cence and/or the demineralization and depth of caries lesions determined with transversal microradiography were investigated. It was concluded that the light paths inside both carious and sound enamel are influenced considerably by the refractive index contrast at the tooth surface, as also shown in Section 4.1. Moreover, light scattering provided a good sensing mechanism for both depth and demineralization of caries lesions.

Drying effects in natural lesions were also studied with optical pathlength spectroscopy and compared to other methods currently used, with the final goal of characterizing the surface layer porosity of a caries lesion. Because the refractive index contrast inside the scattering sample influences the strength of a scattering process, we considered that monitoring the refractive index contrast changes in a scattering medium could bring additional knowledge on the properties of the medium under consideration, as also proved in section 5.1.1, for the membrane filters characterization with OPS. The results were compared with clinical judgments of the lesion surface and microradiographical characterizations of the lesions. We demonstrated that water evaporation in lesions conforms to the diffusion laws only in large lesions with low surface layer penetrability.
CHAPTER 6
SUMMARY AND CONCLUSIONS

This dissertation presented novel approaches for the characterization of inhomogeneous media using light scattering techniques. Although light scattering techniques have been extensively used for characterizing inhomogeneous media, most of the previous attempts were insufficient to describe situations of practical interest, such as random media with inhomogeneous boundaries, highly scattering media with various absorption properties, and unique scattering regimes generated by sources with specific coherence properties. In this dissertation we obtained solutions for such practical problems by using novel experimental techniques complemented by either a superior modeling of the scattering phenomena or by using Monte Carlo simulations to describe experimental results that cannot be modeled theoretically.

We examined the influence of the radiative source properties on the scattering regime in the inhomogeneous media. Using a new approach based on Monte Carlo simulations, we have been able to predict the statistics of the intensity fluctuations produced when partially coherent beams propagate through scattering media. This treatment of wave phenomena should find applications in remote sensing and materials diagnostics. The appealing feature of the new method is that it can be used to provide solutions for propagation and scattering of partially coherent beams in situations that cannot be described
analytically or by approximations, such as low-order scattering and sub-diffusive regimes, or in media with strong local inhomogeneities. Moreover, once the simulation has been performed for a certain set of optical and geometrical characteristics of the medium, the statistics of the intensity fluctuations can be obtained for any value of the degree of global coherence of the input beam\(^2\). The influence of the temporal coherence of the source on the scattering process, and in particular the effect of radiation bandwidth on the heterodyne detection process, was also addressed. Although neglected in previous formalisms, the spectral changes induced by the scattering process are decreasing the heterodyne detection efficiency. This effect is stronger when the bandwidth of the radiation used is increased and it is dependent on the scattering system under investigation. We demonstrated that the scattering induced spectral changes also decrease the contrast obtained in a low coherence interferometric imaging system between regions with different optical properties, hence a quantitative analysis of the images needs to be carefully considered\(^3\).

The influence of the boundaries of the inhomogeneous medium on the outcome of a scattering process was also analyzed. We have supported, with a Monte Carlo simulation, the experimental evidence that the diffusion process close to the boundary is fundamentally different from the bulk diffusion in the sense that it is affected by the scattering properties of the individual centers\(^4\). Hence, the extrapolation length introduced to describe the diffusion process for bounded media is not only dependent on the refractive


\(^3\) C. Mujat and A. Dogariu, "Bandwidth dependence of the heterodyne efficiency in low coherence interferometry", submitted

index contrast at the boundary, but also depends on the anisotropy of the scattering centers. It is important to acknowledge that dependence when performing a quantitative analysis of the inhomogeneous media’s optical properties. We have also shown that, for rough boundaries, modeled as a single scattering layer, the spectral reflectance increases monotonically with the wavelength. Although in most previous descriptions it was customary to attribute all the spectral changes to absorption or, in the case of single scattering situations, to Mie type form factors, we have shown here that despite strong diffusion, wavelength dependence can be practically generated through a different mechanism. The implications of this effect in practical situations has been demonstrated⁵.

The influence of absorption in highly scattering media was then studied. We proved the capability of optical pathlength spectroscopy to simultaneously determine the scattering and absorption coefficients, using a single measurement of the pathlength distribution of light inside the sample. Moreover, we studied, with a Monte Carlo simulation, the influence of the absorption distribution inside the sample on the pathlength distribution of light. The combined methods can be applied for discerning between absorption at the level of particulates and absorption in the host medium, and could also be used for simultaneous non-invasive determination of the complex index of refraction of a small particle⁶.

The quantitative and non-invasive characterization of inhomogeneous media with complex structures, such as porous membranes, diffusive coatings, and incipient lesions in

---


⁶ C. Mujat and A. Dogariu, "Light absorption effects in concentrated colloidal systems", in preparation
natural teeth was then demonstrated. We have shown that using diffuse reflectance spectroscopy over a large range of wavelengths, one can obtain information on the size distribution as well as the porosity of the investigated pore structure. This technique can be used as a non-invasive alternative to mercury porosimetry, the invasive, time consuming technique that is now the industry standard. Another application of the method is the capability to forecast pigment particle types/distributions needed to optimize the performance properties of diffuse optical coatings. A basic understanding of the light scattering processes that take place inside the dental tissue (either sound or carious) was also obtained using both measurements of the photon pathlength distribution of light inside such media and Monte Carlo simulations. Furthermore, correlations between different moments of the photon pathlength distribution of light inside caries lesions, the fluorescence loss determined with quantitative light fluorescence and/or the demineralization and depth of caries lesions determined with transversal microradiography were investigated. It was concluded that the light paths inside both carious and sound enamel are influenced considerably by the refractive index contrast at the tooth surface. Very good correlations were obtained between the optical characteristics and physical parameters of lesions when the optical measurements are performed such that there is high refractive contrast at the tooth surface. This proved that optical pathlength spectroscopy can be used for non-invasive qualitative and quantitative characterization of incipient caries lesions. Drying

---


effects in natural lesions were also studied with optical pathlength spectroscopy and quantitative light fluorescence. Results were compared with clinical judgments of the lesion surface and microradiographical characterizations of the lesions. It was concluded that fluorescence effects are mostly due to the screening by the lesion of the fluorescence from the dentin and enamel-dentin junction water evaporation in lesions conforms to the diffusion laws only in large lesions with low surface layer penetrability and the evaporation process is controlled by the surface layer only for small surface penetrabilities.\footnote{C. Mujat, M. H. van der Veen, J.L. Ruben, A. Dogariu and J.J. ten Bosch, "The influence of drying on QLF and optical pathlengths in incipient natural caries lesions", Caries Research, \textit{in press}}

This dissertation presented theoretical, numerical and experimental studies on the interaction of light with different inhomogeneous media. As a result, novel approaches for the quantitative characterization of random media of practical interest have been developed.
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