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climate of the home and the strength of personal relationships within it, parental 

challenge illustrates setting high standards, having high expectations, and encouraging 

self-reliance and independence (Croll, 2004).  

Parents’ involvement in children’s homework has four main functions: valuing, 

monitoring, helping, and doing (Van Voorhis, 2003). Homework enables parents to 

provide general oversight for its completion, to respond to homework efforts, to 

coordinate task demands, to engage interactively with children, and to help children learn 

the process for achievement (Van Voorhis, 2003). However, schools’, and particularly 

teachers’, involvement in this process changes the consequences of assigning homework, 

because parents need more directions and information about the teachers’ expectations 

and children’s role in completion of homework (Kay, Fitzgerald, Paradee, & 

Mellencamp, 1994). 

Higher levels of family social interactions increases the expectations of both 

parent and child (Halpern, 2005). Higher levels of parental empathy (talking about 

personal matters and parental ambitions) towards children’s needs is also positively 

correlated with children’s future outcomes (Croll, 2004; Ferguson, 2006). Similarly, a 

parent-child discussion about school-related issues is associated with higher student 

achievement (Carbonaro, 1998; Croll, 2004). Although direct parental mentoring is 

associated with favorable educational outcomes, the main outcome finds its roots in more 

general parent-child communication (Croll, 2004). It is, however, noticed that parental 

involvement is more likely to decline as children move to higher grades (Van Voorhis, 

2003). On the other hand, Urberg et al. (2003) found that children who did not value 
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school achievement or spending time with parents were most likely to select friends who 

smoke cigarettes.    

Feedback is also a strong predictor of educational achievement; if children receive 

positive feedback from parents and teachers, they are more likely to have higher 

educational aspirations and higher achievements (Halpern, 2005). Parents’ positive 

feedback, including such behaviors as stating they are “proud” of their children and 

saying “Good job!” will be also tested as to whether they have an impact on substance 

use. 

Parents’ monitoring of the child: The fourth component of family social capital is 

parents’ monitoring of their children’s activities (Ferguson, 2006). This section primarily 

focuses on topics related to intergenerational closure (Horvat, Weininger, & Lareau, 

2003). Parental involvement is defined as “parents’ investment of resources in their 

children” (Sheldon, 2002, p. 302). 

Common indicators used for measurement include knowing with whom the child 

is when not at home, knowing what the child is doing when not at home, the number of 

school meetings that the parents attend, the number of the child’s friends that the parents 

know by sight or by name, and the number of the child’s friends’ parents that the parents 

know by sight or by name (Ferguson, 2006). It is assumed that social relationships enable 

parents to monitor children by exchanging information, shaping beliefs, and enforcing 

norms of behavior (Horvat et al., 2003; Sheldon, 2002). Therefore, it is suggested that 

high levels of parental monitoring are associated with positive outcomes in the 

educational attainment of children and negative outcomes for substance use (Abar & 

Turrisi, 2008; Ferguson, 2006). Although it is known that the parents’ role decreases in 
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child development when adolescents get older, some studies found that if parental 

monitoring continues at college and if parents know what teens are doing in their spare 

time, adolescent drinking may be prevented (Abar & Turrisi, 2008). Moreover, active 

parental monitoring and parental modeling is also associated with lower levels of peer 

influence on child substance use (Abar & Turrisi, 2008).  

Active parental monitoring has commonly been discussed as ‘inter-generational 

closure” in the social capital perspective. Mutuality of relationships, part of Coleman’s 

(1998, 1990) definition of closure, is a key feature of social capital because the strength 

of social networks influences norms and sanctions. It can be generated in two ways: 

families’ links to community and family possession of social capital in the community 

(Furstenberg & Hughes, 1995). For instance, in education, :inter-generational closure” 

exists where a child has relationships with adults who are themselves known to each 

other (Croll, 2004). In particular, close family ties and frequent communication between 

parents have a positive impact on youth educational achievement (Coleman, 1987). For 

instance, the far lower dropout rates in denominational schools—mainly Catholic 

schools, in the United States—are driven by cross-generational interactions within the 

non-familial church associations (Coleman, 1987).  

Closure occurs both within family relationships and in wider relationships as an 

extension of the family. It provides parents with firsthand information about the child’s 

environment and enables families to observe and interact with individuals who have 

contact with their children (Sheldon, 2002). Although there are some inconsistent 

findings (McNeal, 1999), several studies suggest that the more connected parents are to 

other parents and teachers, the better the children’s development will be (Özbay, 2008). 



38 
 

On the other hand, Zolotor and Runyan (2006) found that isolated parents are more likely 

to neglect their children, act harsh  when parenting, and participate in domestic violence. 

Furthermore, these isolated families have a smaller network and spend less time with 

neighborhood networks, even if they live in a neighborhood with strong social capital 

(Zolotor & Runyan, 2006). A supportive finding claims that a one-point increase in a 

four-point social capital index is associated with a 30% decrease in maltreatment rates in 

that community ( Zolotor & Runyan, 2006).  

Parental networks, however, vary across class categories. Horvat et al. (2003) 

claims that social capital is primarily a middle-class phenomenon. Middle-class 

individuals have stronger, wider, and more resourceful networks, whereas network 

structures emerging from kinship relationship provide fewer opportunities to broaden 

those networks (Cattell, 2001; Horvat et al., 2003; Willmott, 1987). Moreover, the 

parental network, according to Sheldon (2002), is more important than parents’ education 

level. More ties to other adults leads to a higher level of parental involvement in child 

activities at home. Race also matters in the creation of intergenerational closure. 

Networks are smaller and weaker among African-American-populated areas (M. Santos, 

2005). In addition, residential stability also affects closure. Children in a frequently 

mobile family appear to experience fewer benefits from social capital (Croll, 2004). 

Extended family exchange and support: The degree of extended family social 

exchange and support has also been studied. Extended family members provide 

transportation, childcare, emotional support, and financial support (Horvat et al., 2003). 

The common indicators are the number of extended family members living in the home, 

the number of interactions the child has with extended family members, and the number 
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of times the child visits extended family members living outside of the home (Ferguson, 

2006). High levels of social support from extended family members are negatively 

associated with school dropout rates (Ferguson, 2006). Extended family support, 

particularly living with relatives, not only plays a significant role in children’s lives but 

also helps mothers to manage duties and pressure and increases their well-being 

(Mowbray, Bybee, Hollingsworth, Goodkind, & Oyserman, 2005). 

In sum, for the creation of family social capital, parents have always had a central 

role. Besides a positive effect on neighborhoods, strong families are associated with lover 

levels of youth deviance. Put differently, Putnam claims that “good families have a ripple 

effect by increasing the pool of good peers” (Putnam, 2000, p. 314). It is argued that 

family relationships are more important than peer relationships (Schneider & Stevenson, 

1999). For instance, according to a British Household Panel Survey, over 90% of the 

youth were positive when asked how happy they were with their family and almost 60% 

described themselves as “completely happy”(Croll, 2004). In addition, the existence of 

parents surrounds adolescents’ life widely. Therefore, family members do not need to be 

present all the times around children. Parents provide relational context and grounding 

for the lives of their children “in the sense of being there in the background” ( Morrow, 

2001; Morrow, 2004). 

2.2.2. Peers, Social Capital and Substance Use 

Peer groups have traditionally been accepted as the center of attention for 

adolescent deviance because they initiate substance use, provide drugs, maintain patterns 

of use, talk with each other about drugs, model drug-using behavior for each other, and 

shape attitudes about drugs and drug-using behavior  (Cotterell, 1996). Moreover, 
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friendship acquisition is not a random process; therefore, an association between peers 

and adolescents’ behaviors is clear (Urberg et al., 2003). Even given the genetic 

similarity between twins, different behaviors will be encouraged by different sets of peers 

when it comes to a behavior such as drinking alcohol, because friendship alters the 

characteristics of impact on behaviors even though twins are biologically the same person 

(Guo, Elder, Cai, & Hamilton, 2008). Furthermore, some research found that the lack of 

peer influence is associated with less delinquency, less drug use, and a more conventional 

lifestyle (Pearson & West, 2003).  

However, a differentiation between peer influence and social influence should be 

made clear in order to make a valid measurement. According to Cotterell (1996), having 

smoking friends does not constitute peer pressure; instead, those friends are more likely 

to supply cigarettes and to model smoking. Nevertheless, peer influence, also called peer 

pressure, requires “attitudes in the form of direct pressure such as urging and teasing, or 

overt disapproval” (Cotterell, 1996, p. 129). In other words, direct forms of persuasion 

take place via the approval or disapproval of substance use (Cotterell, 1996). Thus, social 

influence and peer influence are considered two types of influence. Social influence, also 

referred as indirect or normative influence, is “established through interpersonal ties, 

which create commonality of interests and values” (Cotterell, 1996, p. 129). On the other 

hand, direct influence exists “where parents and friends set an example and reinforce 

certain behavior” (Cotterell, 1996, p. 129).  

Although some studies suggest that parents’ substance use is the main reason for 

adolescent substance use (de Vries, Engels, Kremers, Wetzels, & Mudde, 2003),  

research over the past 30 years show a tendency toward similarity in the substance use of 
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adolescents: peer influence (Kirke, 2004). Moreover, this pattern is not unique to the 

U.S., but is confirmed in other countries such as United Kingdom, Finland, Portugal, 

Spain, Australia, Canada, German, Italy, New Zealand, and many others (Hoffman, 

Sussman, Unger, & Valente, 2006). For instance, the majority of young people were with 

friends when they smoked their first cigarettes (Hall & Valente, 2007).  The effect of peer 

influence on adolescents becomes more important than adults as they grow up, while the 

impact of family declines (Gatti & Tremblay, 2007; Lundborg, 2006). This is because 

adolescents spend more time with their peers than they do with their parents, particularly 

when they get older (Morrow, 2001).  

It is theoretically assumed that individuals are socialized into deviant conduct by 

involvement with delinquent peers (Aseltine, 1995).  Adolescents who have substance-

using friends are more likely to use substances than those who have non-using friends 

(Valente et al., 2007). This behavioral change has been investigated through many 

theoretical perspectives such as social bonding, differential association, reasoned action, 

and social learning, (Hoffman et al., 2006; Valente et al., 2004). 

Since social capital emerges from many of the above theories, network-theory-

oriented studies have been selected for the literature review. The literature suggests that 

peer influence occurs in three main ways: a) active offer of substances, b) modeling of 

others, and c) perceived norms (Borsari & Carey, 2001). Particularly from a network 

theory perspective, youth experience with peers has been commonly investigated under 

the following assumptions: a) having a best friend who uses substances, b) having 

substance using friends, c) network position, and d) group membership (Valente, 2003). 

The association between those indicators and substance use has been well documented in 
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the literature. More specifically, in this study, adolescent deviance is categorized in three 

sections: homophily (selection), assimilation (influence) and social position (Pearson, 

Steglich, & Snijders, 2006; Valente, Unger, & Johnson, 2005). 

The homophily perspective proposes that individuals interact with similar rather 

than dissimilar others, which is also known as indirect influence (Cotterell, 1996). Peer 

networks therefore emerge from friends who are selected because of their similarity. It is 

assumed that relationships with similar persons promote understanding  and solidarity, 

while dissimilar persons provide wider access to diverse resources (Cattell, 2001). 

Similarity among peers strengthens stability in attitudes and behavior, which later creates 

pressure for a new member of the group to change behavior (Rice et al., 2003). 

Nevertheless, homophily produces both positive and negative outcomes for adolescents.  

For instance, children who have successful peer relationships are more likely to engage in 

the school context and in academic tasks and participate in classroom activities (Hanish 

et al., 2007).  

Networks among adolescent are treated as dynamic, while their determinants are 

static (Steglich, Snijders, & Pearson, 2007). Two actors who use the same substance are 

more likely to share a friendship tie, which constitutes a network (Pearson et al., 2006). 

The effects of the peer group on individuals’ behavior is spurious, due to the fact that the 

young are selectively associated with their deviant peers (Aseltine, 1995). The 

differentiation between selection and peer influence has studied in many researches.  

Kiesner et al. (2003) compared the friendship network in school and after school to 

determine whether individual characteristics shape their networks. Since the school 

context offers structured settings for friendship, adolescents can select their friends more 
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freely after school. Their findings, however, suggest that adolescent networks both in 

school and after school were shaped by behavioral characteristics rather than structural 

settings. Since adolescents are aware that each network offers different behavioral 

opportunities to adolescents, they want to be part of the network that supports their 

expectations (Kiesner et al., 2003). Similar evidence found by Donohew et al. (1999) 

proposes that even though sensation seeking does not have a direct influence on 

substance use, it plays an important role in shaping peer clusters by grouping friends who 

have similar sensation-seeking levels. 

In addition, Hall and Valente (2007) found that if a student was picked up by 

smokers to be their friend, the next year that student was likely to choose more smokers 

as friends. Their findings also suggest that friend selection has a significant effect on 

those susceptible to smoking because smoking susceptibility triggers the desire to start 

(Hall & Valente, 2007). A similar longitudinal study held by Pearson and Michell (2000) 

suggests that the drift from a non-risk taking group to a risk-taking group in terms of 

substance use is more common than the drift from risk-taking to a non-risk taking group, 

which indicates that interaction through popular students is important.  

The second principal, assimilation, is also known as the principal of influence, 

direct influence, contagion, or social control. It suggests that individuals adjust their 

behavior to match that of their friends because they receive approval (Pearson et al., 

2006, p. 47; Poelen, Engels, Van Der Vorst, Scholte, & Vermulst, 2007). Peer groups feel 

responsible for creating behavioral homogeneity in a group. In other words,  assimilated 

adolescents tend to influence peers’ behavior (Steglich et al., 2007).  According to this 
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perspective, a friendship network is considered static, while individuals’ behavior is 

changing (Steglich et al., 2007). 

This period is characterized by an increase in time spent with friends and a strong 

need for social approval from peers and groups (Poelen et al., 2007). Since most peer 

pressures are against misconduct according to the standards of the group, an increase in 

time spent with friends leads to deviance (Hoffman et al., 2006). The presence of drug 

users in the network increases the probability of substance use (Ennett et al., 1999). 

Socialization therefore fosters youth behavioral transferral. For instance, Gordon et al. 

(2004) found that young people who join gangs become more delinquent after entering 

gangs than those who do not join. The delinquency, however, is temporary; when they 

leave the gangs, it falls to pre-gang levels.  

Bonding social capital among young people, according to Morrow (1999a), does 

not always contribute to their well-being because social cohesion has also some negative 

consequences, such as forming and entering gangs. For instance, substance users 

experience less social control than non-users because they have limited contact with the 

societal mainstream and become more isolated (Rice et al., 2003). Particularly when 

siblings are close in age and spending time together at home or outside without adult 

supervision, siblings can act as role models (Poelen et al., 2007). The characteristics of 

user groups include weaker links, less multiplex ties, less support, less group cohesion, 

more conflict, and smaller group size. Therefore, substance users tend to use substances 

and associate with substance users. Moreover, the peer network is the primary causal 

factor for substance use, rather than selection (Rice et al., 2003). Supporting young 



45 
 

people in building linking social capital helps them to escape from disadvantages and to 

bridge for the future (Morrow, 1999a).  

 The third approach, social position, refers to an adolescent’s place within the 

friends’ network. Sociometric studies offer three attributes of peer influence: a) the 

“egocentric position such as the popularity of the individuals,” b) the “position of the 

individual within a cohesive network”, and c) the “expected sojourn time that the 

individual spends in each network state” (Pearson & West, 2003, p. 72). This research 

proposes three peer-oriented social positions, including group (clique) members, liaisons, 

and isolates (Ennett et al., 2006; Pearson & Michell, 2000).  

The aim of this approach is to categorize people in terms of their position in the 

network and to identify the centrality of peer groups, those with central positions in the 

network, the members of networks, those who link the networks, and the isolates 

(Hoffman et al., 2006; Pearson & Michell, 2000; Valente et al., 2004). The literature 

suggests that the impact of friends varies with their position in the network. In addition to 

this, adolescents adopt the groups’ norms based on their position in the network. This 

two-way interaction has been investigated in many empirical studies.  

Group members are more likely to interact with each other and share similar 

attitudes and behaviors. For instance, being a student in a network where the smoking 

rate is over 50% increases the likelihood of starting smoking by twofold compared to 

being in a non-smokers network (Alexander et al., 2001). However, an association 

between the smoking status of popular adolescents and friends’ smoking status in the 

network suggests that popular students who are at the center of network have a stronger 

influence (Hoffman et al., 2006). The popularity is measured with centrality, which is 
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derived from the number of nominations received from friends. Therefore, the most 

central the person is, the more popular in the network person is (Valente et al., 2004).  

Urberg et al. (2003) found that high levels of conformity are related to peers’ 

desire to be popular. Peer acceptance and positive friendships are associated with peer 

influence, which may result in a greater risk of popular students’ smoking (Urberg et al., 

2003).Therefore, being popular brings a risk in schools where smoking is prevalent 

(Alexander et al., 2001; Buysse, 1997; Valente et al., 2004).  Moreover, students’ 

perception of norms in regards to substances is associated with the social prestige of 

students who want to be popular (Alexander et al., 2001). Therefore, studying popular 

students enables researchers to identify group norms because popular students often 

represent the norms of their communities (Valente et al., 2004).  

Liaisons interact with peers, but “not as a member of groups.” They bridge groups 

with their weak personal ties. They have an important role in peer networks because they 

transmit group norms via their connections. According to Granovetter (1973), weak ties 

make liaisons strong because they can access more information and resources than group 

members. Particularly in relation to substance use, they may bring a risk for being 

connected with different groups that have different attitudes toward substance use. Put 

differently, they may be exposed to using substances and then transfer new norms to 

other groups (Valente et al., 2004). Ennett et al. (2006) found that people who are less 

embedded in networks with a greater social status are more likely to use substances 

compared with their counterparts.   

On the other hand, isolates represent people who have no or limited connection 

with others in a specific network (Pearson & Michell, 2000). Nevertheless, isolates 
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should be considered seriously in social contexts because a person may be a member of 

different networks, which indicates that a person is not actually isolated (Valente et al., 

2004). Hence, being isolated is situational and produces positive or negative outcomes. 

For example, it may be beneficial if a person is in high-risk settings where substance use 

is prevalent. In contrast, in low-risk settings where innovation and information are 

available, isolates may not benefit from information flow and may not adapt themselves 

to those positive outcomes (Valente et al., 2004). With some exceptions, the literature 

suggests that isolated people are more likely to use substances, which indicates that 

“substance use is less a group phenomenon than a risk of being relatively isolated from 

peers” (Ennett et al., 2006, p. 161). Even though popular students who smoke are more 

stable in their network, popularity does not explain isolated adolescents’ higher levels of 

smoking than network members because, it is claimed, studies conducted in schools did 

not capture the adolescents’ network established in and out of school (Hoffman et al., 

2006).  

In addition, peers’ perception of friends’ position and influence may not be 

accurate; it may even be overestimated. Many studies suggest that the effects of their 

friends’ substance use are greater than that of their friends’ own report (Simons-Morton 

& Chen, 2006). For instance, the impact of social position varies by age: the youger the 

age, the stronger the impact of peers on adolescent substance use (Ennett et al., 2006). 

Moreover, the impact of the network relies upon members’ attitude toward the desired 

behavior. Valente et al. (1997) investigated women’s contraceptive usage in Cameroon 

and concluded that the impact of the network increased when advice came from friends 

who used contraceptives. The impact of social status also varies by substance: while 
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alcohol and marijuana are relevant to social status, smoking cigarettes is not associated 

with social status (Ennett et al., 2006).   

On the other hand, social position helps to develop better prevention methods in 

schools. Groups led by adolescents who have better attitudes are less likely to smoke 

cigarettes than groups formed by the random matching of leadership ( Valente et al., 

2003). Peers are credible to adolescents, which helps young people to internalize 

information easily; peers can create new forms, which brings less risk for group 

resistance; peers can deliver information in a less intimidating manner and more 

appropriate language ( Valente et al., 2007). Similarly, non-deviant friends and pro-social 

groups are able to reduce involvement in antisocial behavior ( Brown, Lohr, & 

McClenahan, 1986; Gatti & Tremblay, 2007).  

Beside adolescents’ position, the quality of the friendships and duration of the 

connectedness determines the impact of peer influence (Degirmencioglu, Urberg, Tolson, 

& Richard, 1998). The quality of the friendships has been commonly linked with the 

mutuality of the relationships. The literature suggests three assumptions about friendship 

and categorizes friendship into three types that emerge from mutuality: a) friendship is 

not established unless nominations are reciprocated, b) mutual friendship is accepted as 

the stronger bond, while unreciprocated nominations represent the weaker bonds, c) 

friendship serves a function that emphasizes the individuals’ subjective sense of 

friendship, indicated by terms such as “best friend” or “close friend” (Degirmencioglu et 

al., 1998). Therefore, peers have been commonly studied in a range from “other pupils in 

your school” to “your five closest friends” to “your best friend” (Cotterell, 1996). 
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Mutuality makes the friendship network more stable, and in particular, best friendship 

networks do not suddenly disappear (Degirmencioglu et al., 1998) . 

Since many aspects of peer influence have been investigated and several 

contradictory findings have been reported, the main conclusion should be that all of them 

are interrelated concepts. It is difficult to underestimate the impact of those assumptions; 

however, a balanced approach may work better in identifying which of them should be 

prioritized in order to design a better intervention policy. The literature review shows that 

the social context, situation, content of the relationship, and physical environment are 

important to understanding peer influence because the impact varies by those 

circumstances.  

If the positive relationship occurs in school based on a student’s doing well, the 

consequences may be good, but if the friendship is based on antisocial acts, the 

consequences may be quite negative (Ennett et al., 1999; Urberg et al., 2003).  

Furthermore, Urberg et al. (1997) made a very challenging claim that peer influence may 

not be the major cause of adolescent substance use. Selection of friends plays more 

important role than peer influence. Their findings suggest that adolescents who do not 

value parents and school are more likely to put themselves in a social context where 

negative influence will likely occur. Therefore, adolescents are influenced by their peers 

by creating positive relationships (Urberg et al., 1997). There is a positive relationship 

with peer support and internalizing behavior, and there is a negative relationship with 

externalizing behavior as outcome variables (Buysse, 1997).  

Steglich et al. (2007) compared homophily and assimilation effects and concluded 

that peer influence on substance use is very strong for alcohol consumption and weaker 
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but still significant for smoking. The main finding they suggest is that the effects of peer 

selection are not primarily related to substance use; instead, the mechanism of network 

closure, structural balance, and demographic characteristics play an important role in 

friend selection (Steglich et al., 2007). A similar study was held by Mercken et al. (2007) 

and they found in a longitudinal study that social selection and social influence both 

played an important role in explaining the similarity of smoking behavior among friends. 

However, reciprocity makes a distinction: in non-reciprocate friendships, only social 

selection explained the similarity of smoking behavior, whereas social influence and 

social selection explained the similarity of smoking behavior (Mercken et al., 2007).  A 

similar result was found by Gaughan (2003): that influence occurs if an adolescent 

friendship is mutual rather than unidirectional. Another study held by Morton and Chen  

(2006) suggests that socialization or networks emerging from substance users plays a 

major role for initial substance use, while friend selection is important for substance use 

progression. Furthermore, the impact of socialization is significant from the 6th to the 9th 

grades in regard to substance use (Simons-Morton & Chen, 2006), which may indicate 

that adolescents select their friends based on substances if they become permanent users.  

In sum, social networks matter in many ways, and relationships are not only 

associated with selection of friends and peer influence; they also interact with individual-

level factors such as risk taking, sensation seeking, depression, and others (Valente, 

2003). Furthermore, friendship networks are not static; instead, change is visible over 

time and at all levels of friendships. Friendship stability increases with age; thus, it is 

more stable in adolescence than in childhood (Degirmencioglu et al., 1998). 
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Therefore, utilizing different levels of social capital is unavoidable for a better 

understanding of the problem. Gatti and Tremblay (2007) suggest that “social capital at 

the micro level plays a stronger role during childhood, while the macro level acts 

especially during adolescents and adult life” (p. 245).  It is safe to say the impact of the 

peer network on substance use is visible. For instance, a positive correlation exists 

between monthly bursts of drug use and contacts with drug-using friends (Poelen et al., 

2007).  According to Dishion and Medici Skaggs (2000), youth drug consumption 

increased in months in which their affiliation increased with drug-using friends.  

2.2.3. Youth Activities, Social Capital and Substance Use 

Adolescents are under the influence of three different domains: a) personal 

attributes such as stress and depression, b) a social environment that includes friends and 

negative activities, and finally c) environmental factors such as poverty, unemployment, 

and crime rates, as well as institutions that support well-being of the adolescents (Mason 

et al., 2004). Since social factors have been discussed above, this section mainly focuses 

on environmental factors in order to understand the impact of the physical environment 

on youth substance use.  

This ecological-level approach suggests that institutions provide formal and 

informal support to their communities (Mason et al., 2004). While individuals may get 

direct suppor t by utilization of services, institutions also facilitate activities with their 

infrastructural capacity. Therefore, schools, churches, clinics, and recreation centers may 

foster the positive development of youth if they are functioning well (Mason et al., 2004).  

This approach has been developed in different perspectives such as the social ecology of 

human development, social psychology, and social capital as well (Mason et al., 2004).  
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According to Coleman (1987), “Social capital outside the family was of greatest 

value for children without extensive social capital in the home” (Coleman & Hoffer, 

1987; 36). Particularly for the wellbeing of youth, community social capital gains special 

attention because a child’s attachment to adults rather than parents is positively 

associated with a child’s resilience to adversity (Catalano, Haggerty, Oesterle, Fleming, 

& Hawkins, 2004). However, creation of social capital outside the family requires 

institutional-level infrastructures because they provide both a physical and a social 

environment that facilitates interactions among people. 

Coleman and Hoffer (1987) introduce four components of community social 

capital: social support networks, civic engagement in local institutions, trust and safety, 

and degree of religiosity (Ferguson, 2006). Since these components are essential for 

adult-based  community-level social capital, adolescents need a special focus on the 

quality of schools and quality of the neighborhood because their interactions are mainly 

shaped within these environments (Ferguson, 2006).  Bourdieu (1993) defines social 

capital as “contacts and group memberships which, through the accumulation of 

exchanges, obligations and shared identities, provide actual or potential support and 

access to valued resources” (p. 143). Therefore, physical environment and social 

interactions are interrelated and social capital emerges from their capacity.  

Putnam sees social capital as a characteristic of communities rather than of 

individuals (Putnam, 2000). Community characteristics influence the creation and the 

pattern of social capital. Both an individual’s experience and a community’s 

characteristics determine social exclusion and the dimension of the social capital (Cattell, 
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2001). The concept of the embeddedness of the norms in the structure, emphasized by 

Coleman, suggests that when the structure changes, the norms change (Cattell, 2001).  

According to Putnam’s formulation, social capital has four components: a) 

institutions, facilities, and relationships constitute networks and civic communities in the 

voluntary, state and personal spheres; b) people have a sense of belonging, solidarity, and 

equality with other communities; c) the functions of networks are based on norms of 

cooperation, reciprocity, and trust; and d) social capital constituted of positive attitudes to 

the institutions, associated facilities, and relationships constituting the civic community, 

as well as civic engagement (Morrow, 1999a, p. 749).  

Social capital is therefore considered to be characteristic of the local community 

or neighborhood because shared identity, a sense of morality, solidarity, income 

inequalities and voluntarism refer to the relationships between people and place, which 

became more important at the end of the 20th century  (Forrest & Kearns, 2001). This 

ecological perspective suggests that “individuals cannot be studied without a 

consideration of the multiple ecological systems in which they operate” (Wen et al., 

2008, p. 4). The practice of everyday life is shaped around the physical environment of 

people, which includes shopping, leisure activities, school attendance, and the like. 

Therefore, the “neighborhood becomes an extension of the home for social purposes and 

hence extremely important in identity terms: ‘location matters’ and the neighborhood 

becomes part of our statement about who we are” (Forrest & Kearns, 2001, p. 2130).   

Putnam (2000) operationalizes social capital with political participation (voting, 

interest in current affairs, etc.), organizational membership, religious participation, 

informal social visiting, and involvement in voluntary and philanthropic activities, as 
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indicators of social capital. Therefore, the number of activities and number of 

organizations in the neighborhood are necessary for enabling participation. Moreover, 

social participation should be practiced with voluntarism—particularly essential for 

children’s participation, because children may be coerced (Schaefer-McDaniel, 2004).   

Since participation is the common way of connecting with groups or community, 

individuals link themselves with those groups by horizontal and vertical social capital. 

While horizontal social capital enables people to engage with society and groups, vertical 

social capital links them with institutions and macro-level politics (Lindström, 2008). 

However, the impact of vertical social capital is associated with government’s legacy and 

trust, because young people perceive laws and rules as social norms and values, which 

influence them by governments’ implementations and regulations. For instance, 

Lindstrom (2008) found a negative association between political trust and marijuana use 

among young people in Sweden. A similar association has been revealed between trust 

and participation. While Lindstrom  (2004) found contradictory findings about the 

relationship between trust and participation, there is a consistency in the literature that 

levels of trust and safety help families to develop and sustain links among people in the 

community (Lundborg, 2005). 

Several studies propose that families embedded in rich social support networks 

have more opportunities accessing information, material resources, and friends for 

supporting their children’s development  (Johnson, Jang, Li, & Larson, 2000). Social 

capital may increase with civic engagements if they are supported and facilitated by local 

institutions. In this perspective, involvement in religious activities was found to be 

positively associated with child development (Johnson et al., 2000). Social participation 
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therefore is regarded as one of the most central to the concepts of social capital 

(Lundborg, 2005).  Nevertheless, the quality and the perception of the quality of schools 

and neighborhoods are associated with the creation of community social capital 

(Ferguson, 2006).  

Home, the neighborhood, and school are important factors for shaping 

adolescents’ behavior because adolescents spend most of their time in these 

environments. Each environment provides different settings for their relationships with 

peers and adults (Wen et al., 2008). For instance, an environment may provide protection 

from peer deviance because studies show that social distance from substance users leads 

adolescents to use fewer substances (Ennett et al., 2006). It is assumed that three 

groups—parents, communities, and schools—should develop their own leadership and 

change while overthrowing dysfunctional past practices. However, such change may rest 

largely in the hands of parents, because they are mainly responsible for the provision of 

environmental settings for their children (Gaviria & Raphael, 2001).  Because children do 

not select their school and neighborhood, parental discretion shapes their children’s 

structural context.  

During adolescence, young people spend most of their time with their friends in 

unsupervised contexts (Kiesner et al., 2003).Youth activities, whether school-based, 

faith-based, community-based or otherwise, should be examined as to whether they are 

effective at preventing children from using substances. Activities have two functions; 

they serve to bridge social capital, which facilitates communication with individuals and 

groups of people, and bonding social capital, which strengthens the existing relationship. 

Nevertheless, they should be in equilibrium in order to sustain social well-being 
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(Lindström, 2004). Participation in activities and organizations provides children with 

enhanced self-esteem, a sense of achievement, the perception of control, hope, and 

optimism (Cattell, 2001). Besides fostering social bonds, activities under adult 

supervision limit opportunities to use substances (Gaughan, 2003). For instance, 

Lundborg (2005) found that social participation is negatively correlated with the 

probability of smoking cigarettes.  

From a social capital perspective, an individual may be more monitored and 

controlled within a large social network as compared to an individual who has no or only 

a small social network. The network may therefore serve as a social control over deviant 

behavior, such as smoking and drinking (Lundborg, 2005). The social network also 

facilitates the diffusion of information and adopts norms regarding positive consequences 

of behavior (Lundborg, 2005). Moreover, youth activities also shape parental networks. 

Horvat et al. (2003) found that parents generate and sustain networks through children’s 

out of school activities.   

However, schools, neighborhood, and local institutions are not functioning well in 

providing adequate environments to children. For instance, the role of schools has been 

underestimated, and schools are seen a place of work rather than a place to come and 

socialize (Morrow, 1999b). Therefore, outside-of-school friendships are the only mode of 

connectedness to many activities that are the main source of emotional support (Morrow, 

1999b). Furthermore, hanging about outside is, in many communities, the only available 

activity that does not require money for older children (Morrow, 1999b).  

Living in a community with a higher or lower rate of delinquency also affects 

youth behavior. It is assumed that social interaction among neighbors is important for 
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establishing community controls because both strong and weak social ties with neighbors 

may result in guardianship and supervision of youth within a neighborhood (Bellair, 

1997). In addition, voluntary participation in social activities encourages children to 

develop group skills that may result in an increase in democratic participation and a 

heightened ability to get along with others, respect their ideas and opinions, and respect 

each other in the long run (Schaefer-McDaniel, 2004).  

Population density and high-level residential mobility are one of the reasons for 

change in the structure of the society. Social disorganization, defined as the “inability of a 

community structure to realize the common values of its residents and maintain effective 

social control” (Sampson & Groves, 1989), therefore erodes social control and social 

integration in the community (Winstanley et al., 2008). It is likely that higher rates of 

crime, alcohol, and cigarette use will occur in places where social disorganization is high. 

According to Winstanley et al. (2008), alcohol use and dependence are associated with 

neighborhood disorganization even after controlling for individual and neighborhood 

characteristics. On the other hand, institutional infrastructures support people’s well-

being and weaken the detrimental impact of social disorganization. For instance, Johnson 

et al. (2000) found that attending church is negatively associated with crime rates among 

African Americans. 

On the other hand, two types of barriers, interior and exterior, may inhibit 

adolescents from participating in activities (Lindström, Hanson, & Östergren, 2001). 

Interior barriers include lack of motivation and lack of time, and are particularly observed 

in high-level socioeconomic groups. External barriers consist of lack of money, lack of 

transportation, and illness (Lindström et al., 2001). Therefore, adolescents’ involvement 
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in social activities relies upon family class. Horvat et al. (2003) found that among three 

family classes (middle, working, and poor), a higher level of participation in social 

activities was observed in middle-class families. A similar finding has been claimed by 

Lindström et al. (Lindström et al., 2001)—namely, that individuals in lower-level 

socioeconomic circumstances are less likely to participate in leisure-time physical 

activities. As expected, children in poor families have the lowest participation in 

activities (Horvat et al., 2003).  

Commitment to school and belief in conventional norms are negatively associated 

with adolescent smoking (Donohew et al., 1999). The school environment is one of the 

predictors for child behavioral development.  Schools that are more communally 

organized provide more activities; therefore their students are more bonded to school, 

which in turn leads to less delinquency (Payne, Gottfredson, & Gottfredson, 2003). 

Moreover, involvement in school-based programs results in fewer discipline problems, 

more respect for adult authority, and less susceptibility to gang activities (Bryk & 

Rollow, 1993).  

The main consensus about the relationship between social capital and youth 

substance use produces this conclusion: The availability of family social capital to 

children and youth has declined in modern societies. The presence of adults at home, and 

the range of interactions between parents and children about academic, social, 

economical, and personal matters has also declined (Coleman, 1987). Similarly, the 

erosion of social capital in the community is more visible; there is a decrease in the forms 

of social control, the number of adult-sponsored youth organizations, and informal 

relationships between children and adults (Coleman, 1987). 
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2.2.4. Substances and Effects on Adolescents 

The relationship between social capital and substance use is elaborated from 

community norms against substances, community organizations, and collective actions to 

prevent substance use. While dense social networks serve to buffer the adverse effects of 

stress, they may also facilitate the diffusion of substances (Chuang & Chuang, 2008). It is 

assumed for this study that an increase in the levels of social capital is correlated with a 

decrease in substance use  (Chuang & Chuang, 2008).  

In much of the research, adolescent delinquency is linked with drinking alcohol, 

using substances, and sexual behavior (Guo et al., 2008). A literature review suggests that 

adolescents are more likely to smoke cigarettes, drink alcohol, and use marijuana and 

other types of drugs such as inhalants, Ecstasy, amphetamines, methamphetamine, 

cocaine, and LSD (Johnston, 2008c). In this study, four types of substances—cigarettes, 

alcohol, marijuana, and inhalants—were selected, because they were identified as the 

most prevalently used substances in the National Survey of Substance Use and Health’s 

(NSDUH) findings (Substance Abuse and Mental Health Services Administration, 2008).  

Smoking cigarettes was particularly prevalent among adolescents in the 1990s and 

2000s. For example, 1999 records showed that 80% of adult smokers started smoking 

before the age of 18. In 2000, 29.3% of middle school students reported that they had 

tried smoking, and 9.2% of them reported being current smokers (Ritt-Olson et al., 2005). 

Nevertheless, the prevalence of smoking is getting lower. According to the Monitoring 

the Future study, cigarette smoking rates among adolescents in 2008 are at their lowest 

levels since the 1990s in the U.S. (Johnston, 2008b). Moreover, the great majority of 

adolescent today say that they “prefer to date people who don’t smoke;” 83%, 80%, and 
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75% in grades 8, 10, and 12, respectively, prefer nonsmokers, and nearly two-thirds of 

them think that “becoming a smoker reflects poor judgment” (Johnston, 2008b). 

 Although good progress has been noticed in government drug control policy, the 

tendency among adolescents to try smoking cigarettes is still too high. For example, 

according to NSDUH results, in 2007 46% of students reported having at least tried 

cigarettes by the end of the 12th grade, and 22% reported that they were currently 

smoking (Johnston, 2007). Besides its adverse effects on health, smoking cigarettes also 

triggers other substance usage, such as marijuana and cigars. For instance, most young 

adult cigar smokers (two thirds) also used cigarettes (Office of Applied Studies, 2009a). 

Therefore, smoking is going to be an issue for a while, and will remain a priority in 

prevention programs.  

Marijuana is the most prevalent illegal drug among young people in the U.S., as 

well as in many Western countries (Johnston, 2008c; Lindström, 2008). It is also 

commonly preferred during late adolescence and early adulthood (Lindström, 2008). 

According to 2005 records, 45% of 12th graders had tried marijuana in their life (Clark & 

Lohéac, 2007). Although a decrease was recorded between 2002 (8.2 percent) and 2005 

(6.8 percent) in the prevalence of past-month marijuana use among adolescents, the 

number remained steady between 2005 and 2007 in the U.S. accordingly to NSDUH  

(Office of Applied Studies, 2009b). However, the results of the Monitoring the Future 

survey released in 2008 suggest that there has been an increase in marijuana use 

(Johnston, 2008c). On the other hand, its prevalence varies by demographic 

characteristics—for instance, according to NSDUH 2007 findings, males are more likely 

to use marijuana than females (7.5% versus 5.8%) (Office of Applied Studies, 2009b). In 
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addition, it is noticed that the rate of use increases with age: 0.9% of those aged 12 or 13 

rises to 5.7% of those aged 14 or 15 and 13.1 % of those aged 16 or 17 (Office of Applied 

Studies, 2009b). Like smoking cigarettes, marijuana usage is also an important precursor 

to the use of other substances (Lindström, 2008). 

Drinking alcohol is still prevalent among U.S. adolescents (Clark & Lohéac, 

2007). One of the reasons for its prevalence is its social acceptability; drinking alcohol is 

normative in many western counties (Cotterell, 1996). According to the Monitoring the 

Future study, “nearly three quarters of students (72%) have consumed alcohol (more than 

just a few sips) by the end of high school; and about two fifths (39%) have done so by 8th 

grade. In fact, more than half (55%) of the 12th graders and nearly a fifth (18%) of the 8th 

graders in 2007” had drunk alcohol (Johnston, 2008a, p. 9). The trend in alcohol is 

parallel with that of illegal drug use in the U.S.: While the rate of drinking was high in 

1990s and 2000s, a steady decline has been recorded since 2002 (Johnston, 2008a).  

Inhalants are often preferred by younger people for getting high (Johnston, 

2008a). Inhalants can be obtained from many household items, such as whipped cream 

dispensers, or legal commercial products, such as glue, nail polish remover, gasoline, 

solvents, butane, and propellants (Johnston, 2008a; Neumark, Delva, & Anthony, 1998).  

Since inhalants are cheap, “readily available (often in the home),” and “legal to buy and 

possess,” they are commonly preferred by younger adolescents (Johnston, 2008a; 

Kurtzman, Otsuka, & Wahl, 2001; Neumark et al., 1998). They are particularly preferred 

by those teens experiencing significantly more abuse and neglect (Sakai, Hall, Mikulich-

Gilbertson, & Crowley, 2004). According to Sakai et al. (2004), inhalant users were more 

likely to report having major depression and attempting suicide compared with other 
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adolescent who reported never using inhalants. However, inhalant use tends to be a 

transitory behavior among adolescents, and the prevalence of these “kids’ drugs” tends to 

decline as youth grow older  (Johnston, 2008a; Neumark et al., 1998). While the use of 

illicit drugs other than marijuana may vary widely, the proportion of the population using 

any of them, including inhalants, is much more stable (Johnston, 2008a). 

Besides individual factors, peers and parents influence adolescents’ behavior by 

shaping their norms through interactions (de Vries, Candel, Engels, & Mercken, 2006; 

Rice et al., 2003). Nevertheless, it is also known that each substance has specific 

characteristics that shape interaction preferences. For example, a non-marijuana user who 

makes a friendship with a marijuana user is more likely to assimilate his behavior to 

match that of his friend and vice versa (Pearson et al., 2006). While smokers have more 

friends than nonsmokers, marijuana users have fewer friends than nonusers, which can be 

interpreted as meaning that using marijuana makes people less socially active (M. 

Pearson et al., 2006).  

Similarly, alcohol consumption has a stronger effect than illicit drug use on youth 

in terms of interpersonal interactions (Lundborg, 2006). A nondrinker who has drinking 

friends (or a drinker who has nondrinking friends) is more likely assimilate (change) his 

behavior to match that of his friends (Pearson et al., 2006). Moreover, the selection of 

friends is more visible in drinking; drinkers prefer friends who have the same drinking 

behavior (Pearson et al., 2006). Overall, it is sugge sted that a major condition of an 

adolescent’s susceptibility to substance use behavior is the lack of adult controls, 

particularly during leisure activities (Cotterell, 1996). One of the other reasons for 

substance use is the perception of friends’ behavior and the symbolic meanings of 
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substances. For instance, it has been reported that adolescents may ascribe positive 

meanings to smoking such as its being sexy, successful, sophisticated, and associated 

with fine clothes, classy hotels, and expensive cars. Alcohol seems to be similarly 

associated with parties, celebrations, happiness, and friends (Cotterell, 1996).  

In addition, some substances are preferred over other substances. For instance, 

smoking cigarettes has a significant correlation with using marijuana. Marijuana users are 

more likely to smoke cigarettes than nonusers (Pearson et al., 2006). Its impact also 

varies by gender; girls have a higher preference for smoking cigarettes than boys 

(Pearson et al., 2006). Pearson et al. also suggest that there is a small effect of gender on 

marijuana preferences; girls may be less likely to smoke marijuana than boys (Pearson et 

al., 2006). In addition, since drinking alcohol and smoking marijuana is more prevalent 

among adolescents at older ages, smoking cigarettes indicates that adolescents start 

smoking at earlier ages (Ennett et al., 2006).  

A relationship between social cohesion and substance use has been discussed 

critically, and studies point out a negative correlation. For instance, higher alcohol 

consumption appears in communities with high stress and low levels of social capital 

(Weitzman & Kawachi, 2000). In addition, smoking behavior is associated with social 

cohesion and trust, while social participation and community involvement are not 

significant (Chuang & Chuang, 2008). Much research suggests that drinking behavior is 

associated with social participation (Chuang & Chuang, 2008). Both cigarette smoking 

and alcohol drinking are, however, negatively associated with trust (Chuang & Chuang, 

2008). Therefore, social capital can be utilized in a wide range of areas as a part of 

prevention programs.  
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In sum, two main hypotheses were generated from literature review. This study tested 

hypotheses listed below: 

a) Three dimensions of social capital have a correlation with substance use. It is 

postulated that while peer influence has a positive correlation with substance use, 

family attachment and youth activities are negatively correlated with substance use.  

i. It is postulated that among three dimensions of social capital, peer influence 

produces a higher correlation with substance use.  

b) Three dimensions (family, peers, and youth activities) of social capital predict youth 

substance use at different levels. However, the effect may vary for age, ethnicity, 

socio-economic status, gender, and mobility.  

i. It is assumed that a higher level of parental social capital is associated with a 

higher level of parental influence on adolescents’ substance use. A higher 

level of parental influence and a higher level of youth activities are expected 

for Whites.   

ii. It is postulated that parents have a stronger influence on youth when children 

are younger, which results with less substance use.  Nevertheless, it changes 

when children become older; peers have a stronger influence on their 

behaviors at older ages. 

iii. It is postulated that gender also matters in adolescent substance use. Peers 

have more of an impact on males, while youth activities and family 

attachments have more of an impact on females.   
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iv. It is postulated that income level also matters. It is assumed that a higher 

income level results in stronger impact of family attachment and youth 

activities on substance use.  

v. It is predicted that residential mobility is negatively correlated with positive 

social capital. The impact of family attachment and youth activities decreases 

on substance use when adolescents experience frequent mobility.  

 

  



66 
 

3. THEORETICAL FRAMEWORK 

The preceding survey of literature suggests that social capital integrates a number 

of theories and utilizes institutional resources including work, family, school, 

neighborhood, and community in order to explain not only the development of human 

capital but also crime and deviance by focusing on the cumulative significance of 

interactions, events, and transitions (Hagan & McCarthy, 1997).   

The relationship between individual attributes and human behavior has been 

studied for many years. Researchers have, however, also begun to pay more attention to 

contextual factors in addition to individual attributes (Valente et al., 2004; Wan & Lin, 

2003). Although social capital is not directly related to cognitive outcomes, it has a 

greater impact on behavioral outcomes (McNeal, 1999; Wan & Chukmaitov, 2007; Wan 

& Lin, 2003). Social capital is generally instrumental for the development of human 

capital and supporting social and individual well-being. In other words, social 

interactions are instrumental to supporting child development. It is known that 

individuals, group of people, institutions, and parents have an impact on adolescents. 

Therefore all forms of social capital are considered to promote the well-being of youth, 

which includes self-esteem, educational achievement, school-based motivations, and 

engagement (Dika & Singh, 2002).  

Social capital has by and large been operationalized with social networks. It is 

employed to describe and explain the “collective patterns of relationships” and to 

“analyze how structural properties affect behavior beyond the effects of individual 

attributes, normative prescriptions and dyadic relationships” (Bond, Valente, & Kendall, 

1999; Ennett et al., 2006). The measurement of social networks in youth studies 
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commonly falls into two categories: egocentric measurement, which provides information 

about the local networks of individuals; and socio-metric measurement, which provides 

information about the entire network (Valente et al., 2004). The availability of the data 

enabled us to pursue the egocentric level measurement in this study.  

Social interactions were used as the key components of the study construct.  

Social interactions may provide settings for social learning, social influence, and 

information sharing (Valente et al., 1997). The size and quality of a child’s immediate 

social network has an impact on his or her educational success (Halpern, 2005). Youth 

relationships with family, peers, and community are strongly associated with their 

behavioral development (Halpern, 2005). Through these interactions, children learn how 

to develop emotional and social control and become attentive and effective self-learners 

(Halpern, 2005).  

In this study, three dimensions of youth interactions were employed to explain 

substance use. Each construct (peer influence, family attachment, youth activities, and 

substance use) was measured by indicator variables. The four latent constructs were each 

grounded in a theoretical framework that provided a foundation for the development of 

the proposed Structural Equation Modeling.  

  Social capital has been conceptualized by scholars as a property of individuals, 

small groups, communities, or even larger entities such as nations. For that reason, there 

are different levels for the analysis of social capital (Halpern, 2005). The first level is the 

macro level, which includes the wider social context of regions or counties. At this level, 

cultural and social habits can be included in the concept of social capital (Halpern, 2005). 

The second level, the meso level, concerns contexts such as neighborhoods at the local 
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level. The third level, the micro level, concerns social networks and social participation, 

and the fourth level concerns individual attitudes such as psychological factors and trust 

(Lindström, 2004). Social capital was measured at the individual level in this study. At 

this level, social capital is conceptualized as access to and participation in social networks 

as a member (Lundborg, 2005).   

Since social capital is a network phenomenon, access and membership was 

measured in terms of the number of interactions individuals have with other people and 

groups of people. “Ties” and “norms binding individuals” in a social context constitute 

social capital (Lindström, 2004). Social networks represent the connections a person has 

in the community rather than describing features of social capital such as trust, 

reciprocity, and norms (Zolotor & Runyan, 2006). Instead of analyzing individuals’ 

actions itself, social network analysis focuses on relationships among actors and the 

content of their communications (Bond et al., 1999). Social networks assist people in 

meeting various needs, which supports their well-being and prevents them from 

delinquency (Colvin, Cullen, & Ven, 2002).  

A social network requires two main elements: a) an identifiable set of actors (or 

entities), and b) the presence or absence of specific types of relations between the actors 

(Halpern, 2005). Particular relations or “types of ties” connect actors. In this study, actors 

were individuals, and interactions between actors (child-parent and child-community) 

were measured by the number of contacts/relations.  

 Several types of ties can be used in network analysis, such as trade (credit, 

ownership shares, sales), things (gifts, personnel), information (letters, e-mails, telephone 

calls), and co-memberships in organizations or activities (Halpern, 2005). Ties are not 
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only limited to quantifiable things; qualitative types of ties are also valuable sources for 

network analysis.  Qualitative ties include such things as affect or sentiment (that is, 

liking or disliking, friendship, confidence, trust), authority or leadership, and advice 

(Halpern, 2005). However, the secondary data enabled us to employ the number of 

personal relationships, number of friends, and number of participation in activities as 

measurement instruments for analysis in this study. 

Social capital is not only considered a property of individuals. It can be expanded 

to the larger community by aggregating individual interactions. Moreover, interactions do 

not need to be mutually exclusive (Lundborg, 2005). Therefore, this study included 

mutual and non-mutual interactions. The following sections explain the foundations of 

the theoretical construct and the theoretical frameworks of observed variables. 

3.1. Family Attachment and Substance Use 

Parental social capital in this study refers to social relationships that provide 

emotional, instrumental, and information support. It enables parents to exercise 

regulation and control over delinquent behaviors (Bolin et al., 2003). Family social 

capital affects children “both directly through inheritance of a smaller social network and 

indirectly through the individual psychological resources and traits that children acquires 

or does not acquire—feelings of security, the ability to trust, and the social skills to build 

relationships” (Halpern, 2005, pp. 249-250). The family social structure creates an 

environment in which children benefit from their parent’s time, efforts, resources, and 

energy to construct their human capital and to sustain their well-being (Coleman, 1987; 

Ferguson, 2006).  
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Although the literature points to five components of parental social capital, this 

study mainly included three components: the quality of the parent-child relationship, 

adult interest in the child, and parental involvement. Family structure was utilized to 

measure mediating factors, which consist of income, mobility, and ethnicity, rather than 

as a predictor of parental social capital. It is known that the social class of children, 

together with the available financial and human capital, are crucial indicators of the 

creation of social capital (Coleman, 1994; Croll, 2004) because family members have 

roles as strategists and mentors to guide children for positive outcomes (Croll, 2004).  

Quality of parent-child relationship refers to the strength of intrafamilial 

relationships. The quality of the relationship enables parents to transmit social norms 

easily and to support child development (Ferguson, 2006). To strengthen relationships, 

parents must invest more time and energy in the child’s activities. Therefore, higher 

levels of social interactions dedicated to different children activities are considered to 

represent the quality of parent-child relations. Metrics such as the number of times 

parents verbally encourage the child, help him/her with homework, and the number of 

times the parent(s) and child participate in social activities have been employed for 

measurement (Ferguson, 2006; Halpern, 2005). It is assumed that stronger intrafamilial 

relationships are negatively associated with adolescent substance use.  

Adults’ interest in the child refers to parental efforts to transmit social norms and 

parental aspirations via social interactions. These interactions are not limited to such 

factors as mothers’ academic aspirations for the child, parents’ level of empathy for their 

child’s needs, or their involvement in and discussion of the child’s school-related 

activities. Other factors, such as enabling children to have breakfast before going to 
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school, limiting the time spent watching TV, or limiting their time spent outside are also 

significant in creating social interactions (Ferguson, 2006; Halpern, 2005; McNeal, 

1999).   

Since social norms are essential components of social capital (Coleman, 1994), 

social interactions guide children to internalize norms and acquire expected aspirations 

with emotional and cognitive support in their daily life (Carbonaro, 1998). Encouraging 

and honoring their commitment to social norms and giving feedback about their 

behavioral development help children to sustain their well-being.  

Parents’ monitoring of the child refers to utilizing inter-generational closure in 

order to monitor children, particularly outside home (Coleman, 1994; Ferguson, 2006). 

Connectedness between teachers and the child’s parent enables families to strengthen the 

influence of the network, which is considered to provide a social context for transmitting 

norms and sanctions (Coleman & Hoffer, 1987; Coleman, 1961, 1990a; Horvat et al., 

2003). Although several indicators have been utilized for measuring inter-generational 

closure in the literature, the available data limited this study to employ only youth 

activities that are considered to be held under adult supervision. 

3.2. Peer Influence and Substance Use 

Peer influence in this study refers to social influence, which is also known as 

normative and indirect influence. It is hypothesized that “the adolescent is motivated to 

behave according to his/her perceptions of how others behave and of what others expect 

him/her to do” (Cotterell, 1996, p. 129). In addition to this, since the largest portion of 

youth social networks are made up of peers and kin (Buysse, 1997), peer groups in this 

study were conceptualized as “interaction-based clusters of individuals (adolescents) who 
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spend more time with each other than with other adolescents; and adolescents who tend 

to share similar attitudes and behavior” (Pearson & West, 2003, p. 72). Social capital, as 

derived from an individual’s social ties, suggests a framework for explaining the impact 

of peer influence on adolescents (Morrow, 1999a). Social capital touches adolescents’ 

lives in a wide range of areas because it provides young people with leisure activities, 

security, and trust (Morrow, 2001). 

Peer interactions have a stronger impact on adolescents’ behavior. Young people 

are highly influenced by their peers on a range of issues such as social participation, 

social leadership, and club membership (Coleman, 1961). According to Coleman (1961), 

young people are mostly anti-intellectual and pay more attention to disapproval from 

friends than disapproval from parents and teachers. For instance, 89% of smokers in 

middle schools have at least one best friend who also smokes. Moreover, 42% of them 

think smoking helps them make friends (Ritt-Olson et al., 2005). Interestingly enough, 

even  their smoking cessation starts with group behavior rather than isolated persons 

(Christakis & Fowler, 2008). It was therefore conceptualized that friends’ substance use 

has an influence on peer behavior. The higher the number of substance-using friends and 

the more interactions a child has with them, the more probability of substance use. 

Friend selection is related to individualized preferences that are generated by 

lifestyle and social environment. However, it may engender with health problems. The 

“demand for health” model introduced by Grossman is the common theoretical 

framework for analyzing individual health behavior in the field (Bolin et al., 2003). 

According to this model, the ultimate responsibility for producing health belongs to 

individuals. Therefore, individuals produce health by choosing “a lifestyle” and friends, 
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using medical and other “advice,” and “making better or worse health states” (Bolin et 

al., 2003). Particularly for this study, the size and characteristics (substance preferences) 

of friendship were conceptualized to analyze the effect of peers on adolescents’ substance 

use. It is assumed that an increase in the number of substance-using friends is positively 

associated with adolescent substance use.  

3.3 Youth Activities and Substance Use 

Social capital is strongly linked to social norms, and the most effective transmittal 

of norms occurs when a system (which can be family, school, neighborhood, an 

organization, or a community) accepts and enforces them (Curran, 2007). Social norms 

function as a force that binds people and shapes their behaviors by rewarding accepted 

behaviors while shunning or punishing unaccepted ones (Curran, 2007). Studies also 

show that individuals who participate in voluntary organizations are more likely to trust 

others and engage in the wider community (Halpern, 2005). Moreover, attachment to 

adults outside the home makes children resilient to adversity because they develop their 

skills to handle given tasks by themselves (Catalano et al., 2004). However, ongoing 

support at home may make them more carefree and stable people.  

Therefore, social capital can be best studied when family, school, and 

environmental settings are included (Schaefer-McDaniel, 2004). Investigating broad 

aspects of social life, particularly those outside the home, enables researchers to 

understand the impacts of institutions that provide physical and social environments to 

facilitate interactions (Ferguson, 2006).  

Youth activities provide adolescents with social structures for their interactions. 

Under adult supervision, they experience social norms and sanctions. In addition, social 



74 
 

environments protect adolescents from deviant peers and the consequences of 

relationship with them. Youth activities also sustain existing relationships between 

adolescents and  people and create sense of belonging and solidarity, as well as equality, 

in communities (Lindström, 2004; Morrow, 1999a; Putnam, 2000). The networks created 

through activities produce cooperation, reciprocity, and trust, which constitute positive 

attitudes toward institutions, associated facilities, and relationships, enabling civic 

community and civic engagement (Morrow, 1999a; Putnam, 2000).   

Child exterior social capital was therefore measured by participation in youth 

activities such as school-based, faith-based, extracurricular, and other kind of activities in 

this study. Greater participation in youth activities is expected to be associated with a 

lower rate of substance use. However, the size and strength of the network composed of 

activities are determined by adolescents’ willing to participate.  

3.4. Moderator Effects 

 Mediating factors are psychological, social, and environmental conditions in the 

creation of social capital and substance use preferences. These factors consist of age, 

gender, ethnicity, income, and mobility. It is suggested that all these factors moderate the 

effects of social capital on substance use (Cooper, Russell, Skinner, Frone, & Mudar, 

1992; Halpern, 2005; Kline, 2005). 

3.4.1. Effects of Age 

Different age groups have different patterns of social capital and civic 

engagement. While older people are more likely to have stronger ties with the 

surrounding neighborhood, younger people are more interested in larger friendship 

networks (Halpern, 2005). Age is associated with particular substance preferences, the 
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effect of peers, and the creation of social capital as well. Research shows that adolescents 

are more likely to use substances when they get older (Hoffman et al., 2006). These 

results have two explanations: a) sensation-seeking as a part of personal traits and 

biological factors increases with age and then lessens in the mid-to-late 20s (Donohew, et 

al., 1999); and b) social capital increases with age, therefore adolescents have more 

friends. With the addition of friends, the impact of parents diminishes. In addition,  

exposure to offers from substance-using friends increases (Bolin et al., 2003; Donohew et 

al., 1999). Particularly for smoking, the 8th and 11th grades are critical times for an 

increase in the number of a teen’s smoking friends (Hoffman et al., 2006). 

When adolescents get older, substance preferences also change. Since their 

metabolisms change and they gain more freedom over their time, their willingness to use 

substances also increases (Donohew et al., 1999). For instance, smoking cigarettes is 

more prevalent among 8th graders than it is among 5th graders (Rice et al., 2003). Besides 

a change in sensation seeking, the nature of the substance use affects their preferences, 

because each substance triggers the desire for other drugs; this trend moves from softer 

drugs to harder ones (Johnston, 2007).   On the other hand, adolescents may have more 

money and become more mobile at older ages. Particularly if they have a driver’s license 

and a car, they may have a greater chance of being contacted by drug dealers. Mobility 

helps teens to move away from adult supervision.  

Furthermore, the impact of the family on child behavioral development decreases 

as the child grows up, while that of the peer groups increases considerably (Bauman, 

Carver, & Gleiter, 2001; Gatti & Tremblay, 2007). The impact of peers is limited at 
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earlier ages. For instance, De Vries et al. (2006) found that no significant peer effect 

exists on adolescent smoking among 12- to 13-year-olds in six European countries.  

On the other hand, some contradictory findings also exist in the literature. For 

example, according to Bauman et al. (2001), there is no general increase or decrease for 

either parental influence or peer influence in relation to age. Personal and parental 

influences have a more important role in changing substance-using behavior. Moreover, 

adolescents’ attitudes toward smoking determine their future friend selection and the 

impact of programs that aim to strengthen resistance to peer pressure (de Vries et al., 

2006). 

 In sum, parents’ and peers’ influence on adolescent substance preferences varies 

by age. It is assumed for this study that there is a negative association between age and 

parental influence and a positive relationship between  age and peer influence (Bauman et 

al. 2001). Therefore, a better intervention model for behavioral change may be created by 

developing relationships between the child and his or her parents and the child and his or 

her appropriate friends at earlier age (Gatti & Tremblay, 2007).   

3.4.2. Effects of Gender 

Gender also plays an important role in the creation of social capital, peer 

influence, and substance preferences. Bolin et al. (2003) proposes that women have more 

social capital than men, because women take care of family contacts such as relatives and 

friends, giving them larger and more multifaceted networks than men.  

However, adults and children have different social networks in terms of gender. 

While adults’ lives requires complex social networks, children tend to interact mostly 

within same-sex peer groups (Gest, Davidson, Rulison, Moody, & Welsh, 2007). The 



77 
 

differentiation of boys’ and girls’ social networks emerges from different standpoints. 

Girls have more friendship ties than boys, but they are less attractive as friends (Pearson 

et al., 2006). Girls have more dyad-oriented interactions that require more intimacy, more 

cooperation, and less salient status hierarchies, making their networks smaller and less 

differentiated (Gest et al., 2007). “Trust” and “being there” are characteristics of their 

networks (Morrow, 1999b). For instance, neighborhood closeness has a higher impact on 

drinking for women than men (Chuang & Chuang, 2008). In addition, women’s choices 

in friends rely upon context-specific behaviors such as doing similar activities or smoking 

cigarettes (Kiesner et al., 2003). Women’s friendships tend to be connected to school; as 

well, women tend to be more similar to their friends, as well as more exclusive and more 

intimate in their friendships. The structure of women’s friendships may facilitate stability 

and may also lead to quick breakups (Degirmencioglu et al., 1998). 

On the other hand, boys’ friendships require active contributions such as doing 

things together and sticking up for each other (Morrow, 1999b). Therefore, boys tend to 

form larger, more tightly knit, and more distinctive group structures. The density of boys’ 

friendship ties increases over time, whereas it decreases among girls (Gest et al., 2007). 

Moreover, boys’ friendships are expanded outside of the school context. Kiesner et al. 

(2003) found that boys’ in-school networks also shape their after-school friendship 

networks because their behavioral preferences make them more selective. Therefore, 

friendships with deviant peers tends to make boys’ behavior even more deviant (Urberg 

et al., 2003).   

Peer influence also differs by gender. Females are less likely to be influenced by 

peer alcohol consumption (Clark & Lohéac, 2007). However, it is the other way around 
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when it comes to smoking cigarettes (Lundborg, 2006). Lundborg (2005) found that 

females were less likely to use illicit substances and drink alcohol in Sweden. By 

contrast, boys are more likely than girls to become addicted to smoking cigarettes and 

drinking alcohol through their best friends (Clark & Lohéac, 2007; Valente et al., 2005). 

Having a boyfriend or a girlfriend also changes the equation: while having a boyfriend 

who smokes is associated with an increase in girls’ smoking, having a girlfriend who 

smokes does not make such an impact on boys’ smoking  (Valente et al., 2005).  

In addition, girls are more likely to be smokers at follow-up. Since women have 

more trust-oriented relationships, they tend to be part of tightly bonded networks  

(Chuang & Chuang, 2008). Higher social pressure from friends to smoke leads girls to 

start smoking (Hoving, Reubsaeta, & Vries, 2007). On the other hand, perceiving a social 

norm of not smoking through parents, drinking more alcohol, and receiving less  

information about the side effects of smoking  can push boys to start smoking (Hoving et 

al., 2007). 

Gender is also found to be associated with substance preference. Since males are 

more susceptible to smoking and drinking alcohol (Gaughan, 2003; Hoffman et al., 

2006),  use of these substances is more prevalent among boys in comparison to girls 

(Valente et al., 2005). Boys are also more likely to start smoking or drinking alcohol at an 

earlier age than girls (Gaughan, 2003; Ritt-Olson et al., 2005).  

3.4.3. Effects of Ethnicity 

 Ethnicity, from a social capital standpoint, “may be nurtured and invested, 

squandered, lost or shared, mixed and utterly changed as a result of meetings at boundary 

points” (Edwards et al., 2003, p. 23). Instead of individual considerations, it should be 
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understood in a social context that “collective rights and responsibilities or obligations 

bring people together in wider kinship networks”  (Edwards et al., 2003, p. 23). This 

study shares the assumption that “some groups are better equipped than others to draw 

back upon family, kinship, and communal resources” (Edwards et al., 2003, p. 24).  

Social homogeneity facilitates social bonding, but greater social and cultural 

differences between people seem to inhibit them from forming social connections, which 

may end with “direct exposure to prejudice,” “discrimination,” and “conflict” (Halpern, 

2005). Studies therefore conclude that “the higher the level of ethnic mixing within an 

area, the lower the level of social trust, associational activity, and informal sociability” 

(Halpern, 2005, p. 260). According to some studies in the U.S., Whites are more likely to 

take advantage of social capital due to being a member of the dominant group (McNeal, 

1999). Meanwhile, minorities have fewer resources for activating social capital.   In 

particular, immigrants are less likely to participate in social and political activities, and 

have less trust in society (Lindström, 2004). Even the physical infrastructures, such as 

schools, available to them are not well-equipped compared to those in White-populated 

areas (McNeal, 1999).   

Race and ethnicity also play an important role in the initiation of substance use 

and the diffusion of drug-related infectious diseases. Whites are more likely to use illicit 

non-injection and injection drugs at younger ages than African Americans  (Fuller, et al., 

2005).  Smoking and drinking alcohol is more prevalent among Whites than among other 

ethnicities (Gaughan, 2003; Hoffman et al., 2006; Valente et al., 2005). Moreover, 

Whites are more likely to use injection drugs than African American users (Fuller et al., 

2005).  African Americans are least likely to smoke cigarettes relative to other minorities 
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(Hoffman et al., 2006). Some research suggests that peer influence also differs by 

ethnicity. Whites are more influenced by their close friends in the initiation of smoking 

than African-American, Hispanic, and Asian-American adolescents (Hoffman et al., 

2006; Valente et al., 2005). 

This association, however, relies upon neighborhood characteristics. Whites from 

neighborhoods with a lower percentages of minority residents and higher education levels 

are more likely to initiate substance use at a younger age (Fuller et al., 2005). African 

Americans are more likely to initiate use if they are from a neighborhood with a high 

percentage of minority residents and low levels of education during adolescence (Fuller 

et al., 2005). A high percentage of minority residents and high levels of education do not 

have any impact on either race group in terms of drug initiation (Fuller et al., 2005).  

3.4.4. Effects of Income 

It is known that individuals have different stocks of social capital because of 

social, economic, cultural and psychological differences. Disadvantages mostly arise 

from educational failure, which is also called “failure to acquire human capital” (Halpern, 

2005, p. 251). Therefore, the human and financial capital of the parents are primary 

predictors of children’s educational success or failure (Halpern, 2005). Financial capital 

suggests that physical and material resources can “either stimulate or thwart children’s 

achievements” and future outcomes (Ferguson, 2006). The common indicator used for 

the measurement of financial capital is a specific amount of resources, such as a family’s 

total household income. Although new indicators such as informal bartering, financial 

support networks, and perceived financial needs have been suggested by the World Bank 

(Ferguson, 2006), this study employed only total family income due to data limitations.   
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Different social classes have different stocks of social capital. Studies show that 

the middle classes have larger and more diverse social networks and report higher levels 

of trust (Halpern, 2005). In other words, social capital is considered to a middle-class 

phenomenon. Therefore, a lower income level is a barrier to the creation of social capital, 

which results in limited access to resources, dysfunctional families, and isolation from the 

societal mainstream. Children growing up in lower-income families have limited support 

both from parents and communities. Thus, it is assumed that there is a negative 

correlation between income and substance use. On the other hand, higher income is also 

positively associated with substance use because attention to child development is less in 

higher-income families. In addition, children who grow up in higher-income families 

have more monetary resources with which to purchase substances. For instance, 

Lundborg (2005) found a positive correlation between income and the probability of 

using illicit substances in Sweden. Clark and Loheac (2007) found a similarly significant 

relationship between income and adolescents’ substance use in the U.S.  

3.4.5. Effects of Mobility 

 Several studies have consistently found that residential mobility is negatively 

correlated with social capital at neighborhood level (Halpern, 2005). The social structure 

of the society and the socioeconomic status of parents affected by divorce, family 

breakdowns, and unemployment are the main reasons for mobility (Coleman, 1994; 

Croll, 2004). In particular, occupation is considered to be a determinant factor of the 

social class of family. For instance, “the unemployed are typically about twice as likely 

as the whole population to have more of their friends in unemployment” (Halpern, 2005, 

p. 253). Therefore, the employment status of household members is associated with 
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mobility (Croll, 2004). If the family members do not have a stable job, they need to move 

more frequently, either in order to afford rent or reduce the driving distance to work.   

On the other hand, communities in poverty are affected by social inequality more 

than society as a whole is. Social diffusion may disrupt their neighborhood and ill-

equipped institutions may not respond to their demands. These communities are more 

likely to be exposed to crime, urban clearance, disruption of transportation 

infrastructures, and strong inward immigration (Halpern, 2005). As a result, they may 

have to experience a high level of turnover (Mason et al., 2004).  

Studies show that the duration of residence in a certain dwelling unit is one of the 

strongest predictors of friendship in local communities. The longer an individual lives in 

an area, the more friends s/he acquires (Forrest & Kearns, 2001). The more ties are 

formed with the community, the more a person is able to access resources in the network. 

Put differently, interactions between community and people facilitate the exchange of 

resources and social norms. 

However, besides negative attachments, improved telecommunications and 

cheaper traveling makes mobility a facilitator of social interactions, although these 

developments transfer social capital in a new context where bonding social capital 

declines and bridging social capital increases (Halpern, 2005).  

In sum, it is suggested that mobility makes adolescents more susceptible to peer 

group pressure, particularly for marijuana and cocaine consumption (Clark & Lohéac, 

2007). According to Gaviria and Raphael (2001), both drug use and alcohol drinking are 

estimated to be more frequent for movers; however, smoking is more common for those 
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who stay in one place. The relationship between mobility and adolescent substance use 

will be analyzed accordingly to literature findings.  

3.5. Specification of model testing 

The model used in this study suggests that parents, peers, and social activities 

have an impact on youth behavior. Under their influence, adolescents develop their 

behavior and decide whether or not to use substances. Nevertheless, this correlation 

varies with demographic circumstances such as age, gender, ethnicity, income level, and 

mobility.  Figure 1 presents a hypothesized path diagram of the constructs. The details 

and specification of the hypotheses listed above (page 68). 

 

Figure 1. Path Diagram 
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4. METHODOLOGY 

 The purpose of this research is to examine the influence of social capital on youth 

substance use. This research included the measurement of three latent constructs of social 

capital and a latent construct of substances. The study also seeks to observe the extent to 

which adolescents’ substance use was influenced by personal attributes such as age, 

gender, ethnicity, income, and mobility, all of which were regarded as moderator 

variables.  

This study was designed to test a model for identifying preventive methods of 

youth substance use. Hypotheses were tested utilizing the AMOS 16 for confirmatory 

factor analysis. When hypothesized measurement models were confirmed, they were 

combined for SEM. The final model was revised using the results of the initial analysis to 

improve the model and the fit of the data.  

 Testing SEM demonstrated how the constructed model was effective in 

explaining substance use with social capital indicators. Each measurement model was 

examined for model fitness. If the goodness-of-fit statistics of the proposed model show a 

reasonable fit, a hypothesized model was considered acceptable. Moderator variables, 

which are gender, age, ethnicity, income level, and mobility, were tested in multiple 

group analysis. The multiple group analysis enabled us to detect interaction effects as 

well as to validate the overall model fit as proposed. 

4.1. Study Variables 

Three exogenous latent variables and an endogenous latent variable were 

constructed for this study. Exogenous variables consisted of family attachment, peer 

influence, and youth activities, and the endogenous latent variable was represented by 
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four substances. Social participation and social interaction as an exogenous variable was  

operationalized for the measurement of social capital (Bolin et al., 2003). The 

operationalization of the variables and other details were listed in Table 27 in the 

Appendix. A brief summary of the variables is given below.  

4.1.1 Family Attachments 

Parents are considered role models for children, and their supervision enables 

them to refrain from substance use. When the amount of time spent with children 

increases, it is easier to transmit social norms and parental expectations. In addition, 

parental social capital fosters informal control while also increasing conventional moral 

values and decreasing access to delinquent peers (Wright, Cullen, & Miller, 2001). Ties 

between parents and children can be strengthened with time and effort; these ties also 

include clearly articulated guidelines for adolescents’ behavior (Coleman, 1990b; Wright 

et al., 2001). Therefore, family attachment as an exogenous latent variable included seven 

indicator variables for measurement.  

According to the social capital perspective, traditional family structure is better 

for child development (Dika & Singh, 2002); however, it is now accepted that family 

structure has changed in modern society, resulting in less time spent with children due to 

physical absence (Wright et al., 2001). Parental investment in time and effort helps 

children to develop their social and intellectual skills. Time and effort was measured in 

this study by checking homework, helping with homework, and chore activities. It is 

suggested that the more time spent with children, the more social capital will be 

transmitted, which also results with less substance use. The measurement of each item 

ranged from never to always on a four-point scale. 
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To establish effective ties between parents and children, emotional attachments 

are essential along with time and effort. In particular, immediate and future “payoffs” 

enhance supportive family interactions (Wright et al., 2001). These emotional 

attachments also facilitate norm and information transmission from parent to child 

(Wright et al., 2001). Several empirical studies suggest that parental aspirations and 

expectations are negatively correlated with school dropout rates (Dika & Singh, 2002). A 

similar relationship is expected to emerge in this study. Therefore, emotional attachments 

were measured by the number of times parents said “Good job” and “I am proud of you,” 

ranging from never to always on a four-point scale.  

Parents are supposed to be good role models for children in order to practice 

socialization. It is suggested that certain forms of social capital may restrain children 

from criminal involvement or vice versa. Antisocial values or delinquent family members 

enhance self-indulgent behavior. In this perspective, parents are responsible for 

establishing “moral inhibitions against imprudent behavior” by talking about “clear rules” 

for certain harmful actions (Wright et al., 2001). In other words, empirical research 

proposes that parental monitoring by establishing clear rules for daily life is related to 

social capital outcomes (Dika & Singh, 2002). In this study, limiting going out with 

friends at school nights and limiting TV watching were used as indicators of parental 

monitoring practices. The measurement scale of indicators ranged from never to always 

on a four-point scale. In summary, it is suggested that the more parental supervision is 

available, the more parents are able to insulate children from detrimental delinquent peers 

and delinquent involvement (Wright et al., 2001).  
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4.1.2 Peer Influence 

Peer influence as the second exogenous latent variable consisted of four indicator 

variables for measurement. It is postulated that if children have more substance-using 

friends, they are more likely to use substances themselves. Substance users provide direct 

access to substances, act as role model, and affect friends’ behavior by enforcing group 

norms. Moreover, friendship formation develops in early life and becomes more stable at 

older ages (Schaefer-McDaniel, 2004). Therefore, friendship with delinquent peers 

affects not only a child’s current circumstances, but also a child’s future social 

environment. They become aware of and discuss their social interactions and friendships 

during this period. Thus, they can establish their network by themselves, which will 

determine their social context in the future (Schaefer-McDaniel, 2004). The impacts of 

social environment on youth substance use are well documented in many studies.  These 

findings suggest that substance-using friends are more likely to lead children toward 

using substances also. In this study, peer influence was represented by four types of 

friendship, including friends who smoke cigarettes, use marijuana, drink alcohol, and get 

drunk. The research seeks to explore the friendship network of adolescents by measuring 

acquaintanceship, ranging from knowing none of them to knowing all substance-using 

peers at school on a four-point scale.  

4.1.3. Youth Activities 

The third exogenous latent variable was generated from four indicator variables 

including school-based, community-based, faith-based, and other activities. It is 

suggested that the time spent in youth activities, especially under adult monitoring, keeps 

children away from substance use. During interactions, children learn positive skills and 
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experience good social models from their peers and adults. Empirical studies suggest that 

participation in activities at the school and as well as friendships generated in that social 

context are positively associated with expected outcomes (Dika & Singh, 2002). The 

social environment consists not only of the school context, but also includes other social 

institutions such as recreation centers, faith organizations, sport centers, and health 

organizations. It is known that areas low in social capital are composed of proportionately 

more socially isolated individuals and provide less capital to individuals (Veenstra, 

2002). Therefore, available institutions matter for the creation of social capital at the local 

level. This study employed school-based activities, community-based activities, faith-

based activities, and other activities such as dancing and playing games. The 

measurement was based on a four-point ranging from one to three or more activities 

within the past 12 months. 

4.1.4 Substances 

 The endogenous latent variable was measured by four indicators, including the 

use of marijuana, cigarettes, alcohol, and inhalants. The study accepted substance use as a 

health behavior produced by choosing a lifestyle, making decisions for substance use, 

choosing friends who support substance use, and using the advice of friends, families, 

and society (Bolin et al., 2003). According to the literature, these substances are the most 

common substances preferred by adolescents. Smoking cigarettes was measured by a 

daily usage in the past month, while other substances were measured within the past 12 

months. Measurement of each item was based on a six-point scale ranging from no past-

year use (no past month use for cigarettes) to 300-365 days (30 days for cigarettes) of 

use.  
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4.1.5. Control Variables 

Five moderator variables—gender, age, ethnicity, income level, and mobility—

were employed for this study. According to the literature, these variables have 

moderating effects both on creation of social capital and on substance preferences. Each 

group was tested for model fitness statistics. If model fit was acceptable, then the impact 

of the variables was compared with each other. If there was a significant variation 

between subgroups, they were reported.   

Gender was represented as male and female. Age in this study refers to 

adolescents who were between 12-17 years old in six categories. Adolescence is the teen 

years of young people when they experience a transition from being a child to being an 

adult (Valente, 2003).  

Income level has been found to be a predictor variable of social capital and 

substance preferences in many research. The research was also analyzed with the 

assumption that social networking is primarily a middle class phenomenon (Horvat et al., 

2003). The measurement of total family income was based on a four-point scale ranging 

from less than $20,000 to $75,000 or more. 

Children in frequently mobile families appear to experience fewer benefits from 

social capital because being mobile disrupts their ties to the social environment. Network 

closure between parents is weak, and parents pay little attention to child development due 

to unstable working and living conditions (Halpern, 2005). There may be available 

resources in the new environment, but due to lack of ties between parent and community, 

mobile families cannot utilize intergenerational closure (Edwards et al., 2003). Because 

mobility has a negative correlation with social capital, a positive association is expected 
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between mobility and substance use. This research referred to mobility as residential 

mobility within 12 months. The number of times moved in past 12 months was measured 

on a four-point scale ranging from none to three or more times. 

Finally, ethnicity provides a social context for both the creation of social capital 

and substance preferences. This research analyzed ethnic backgrounds as a moderator 

variable, but only Whites, African Americans, and Hispanics were included for analysis.   

4.2. Design of the Study 

The United States Department of Health and Human Services’ Substance Abuse 

and Mental Health Services Administration Office of Applied Studies collected a variety 

of data. The National Survey on Drug Use and Health (NSDUH) series primarily 

measures the prevalence and correlation of drug use in the United States since 1971 

(Groves et al., 2004). The surveys consist of quarterly, as well as annual, estimations of 

the use of illicit drugs, alcohol, and tobacco among civilian members of United States 

households aged 12 and older (U.S. Dept. of Health and Human Services, 2008). 

 According to the survey manual, a representative youth survey was conducted in 

50 states and the District of Columbia. The data used in this study were the part of the 

coordinated five-year sample design that started in 2005 and was scheduled until 2009. 

The coordinated design for 2005 through 2009 facilitated a 50% overlap in second-stage 

units (area segments) between each two successive years from 2005 through 2009 (U.S. 

Dept. of Health and Human Services, 2008).  

4.2.1. Data Resource 

The National Survey on Drug Use and Health was conducted by the Department 

of Health and Human Services and provided the database for the proposed investigation. 
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The data were made available for public users. While the data consist of different age, 

social, economic and ethnic groups, the data used in this study were narrowed based on 

age preferences, which included adolescents between 12 and 17 years old. The details of 

the variables were listed in Table 27 in terms of variable names, types, and 

operationalization.  

The data were collected and prepared for release by Research Triangle Institute, 

Research Triangle Park, North Carolina. Moreover, data from 2002 and later had the 

same characteristics; therefore they were compatible for comparison. Therefore, data 

covering the years of 2005, 2006, and 2007 were utilized for analysis.  

4.2.2. Sampling 
 

Since the unit of analysis of the study was individual adolescents, the population 

consisted of young people between the ages of 12 and 17 in the United States. In this 

design, each sample person was interviewed only once (Groves et al., 2004).  

The NSDUH survey drew samples of households in two steps, first sampling 

geographical areas, then sampling from created lists of households within those areas 

(Groves et al., 2004). The aim of the stratification was to control sample size rather than 

randomly determine it by the sampling process (Kalton, 1983). Stratification can be 

understood as “the classification of the population into subpopulations, or strata, based on 

some supplementary information, and then selection of separate samples from each of the 

strata” (Kalton, 1983, p. 19).  

Proportionate stratification was used for sampling by making sample size 

proportional to the strata population size (Kalton, 1983). The sample was stratified into 

two levels. The first level of stratification covered eight states, referred to as the large 
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sample states. There was a sample designed to yield 3,600 respondents per state. This 

sample size was considered adequate to support direct state estimates. The remaining 43 

states, including the District of Columbia, had a sample designed to yield 900 

respondents per state (U.S. Dept. of Health and Human Services, 2008).  

In the second level of stratification within each state, sampling strata called state 

sampling (SS) regions were formed. Based on a composite size measure, states were 

partitioned geographically into roughly equal-sized regions. In other words, regions were 

formed such that each area yielded, in expectation, roughly the same number of 

interviews during each data collection period. The eight large sample states were divided 

into 48 SS regions. The remaining states were divided into 12 SS regions. Therefore, the 

partitioning of the United States resulted in the formation of a total of 900 SS regions. 

The separation of these regions was based on census tracts. These census tracts served as 

the primary sampling units (PSUs) for the coordinated five-year sample (U.S. Dept. of 

Health and Human Services, 2008).  

The first stage of selection began with the construction of an area sample frame 

that contained one record for each census tract in the United States. If necessary, census 

tracts were aggregated within SS regions until each tract had, at a minimum, 150 

dwelling units in urban areas and 100 dwelling units in rural areas. These census tracts 

served as the primary sampling units (PSUs) for the coordinated five-year sample (U.S. 

Dept. of Health and Human Services, 2008).  

4.2.3. Data Collection 

Before the survey period, specially trained listers had visited each area segment 

and listed all addresses for housing units and eligible group quarter units in a prescribed 
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order (U.S. Dept. of Health and Human Services, 2008). Systematic sampling was used to 

select the allocated sample of addresses from each segment. Each respondent who 

completed a full interview was given a $30 cash payment as a token of appreciation for 

his or her time. The sample was divided into five age groups: 12 to 17 years, 18 to 25 

years, 26 to 34 years, 35 to 49 years, and 50 years or older. The size measures used in 

selecting the area segments were coordinated with the dwelling unit and person selection 

process so that a nearly self-weighting sample could be achieved in each of the five age 

groups (U.S. Dept. of Health and Human Services, 2008).  

The unit of observation was individuals, and this study was only interested in the 

first segment of the age group who were asked about "youth experiences." Items in this 

category included a variety of topics, such as neighborhood environment, illegal 

activities, drug usage by friends, social support, extracurricular activities, exposure to 

substance use prevention and educational programs, perceived adult attitudes toward drug 

use, and activities such as school and work (U.S. Dept. of Health and Human Services, 

2008). 

The survey was conducted in two phrases. In the first stage, interviewers visited 

each sampled home and asked questions of each sample person about their background 

information and other non-sensitive information. In the next stage, when drug-related 

questions started, a laptop computer was provided to the sample person with headphones. 

The system has two options: computer-assisted personal interviewing (CAPI), which 

displays questions and stores answers; and computer-assisted self-interviewing (ACASI), 

in which respondents listen to questions via earphones attached to the computer, see the 

questions displayed, and enter their responses using the keyboard (Groves et al., 2004). 
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The rationale behind this procedure is to sustain confidentiality in a self-administrative 

interview mode in order to receive more accurate self-reported drug use, because it was 

noticed that people may not feel comfortable when answering their substance-using 

behavior in oral interviews (Groves et al., 2004).   

The validity and reliability of survey instruments are also serious concerns in any 

research. However, the advantage of using structural equation modeling is the ability to 

analyze data based on confirmatory factor approach. The aim of the analysis is to 

evaluate how well the model fits with the data. In other words, if the model fit statistics 

confirm the model, the data are considered to be adequate for analyzing the construct. 

Therefore, the validity of variables was tested both in measurement models and structural 

equation models.  

In SEM, the confirmatory factor analysis of latent constructs was established and 

validated for their construct validity. The measurement models were tested and then 

modified until the goodness of fit reached a reasonable level. At the end, final 

measurement models were combined for the structural equation model.  

The consistency of the measuring instrument has been tested for several years, 

and for that reason it is safe to argue that the test is reasonably reliable. The measurement 

instruments can give similar results when measuring with the same instrument in 

different situations or give the same measurement (test-retest) situations.  

Protection of privacy for respondents was maintained by the encryption or 

collapse of all variables that could be used to identify individuals in the public use file. 

Furthermore, the data producer used data substitution and deletion of state identifiers and 
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a subsample of records in the creation of the public use file (U.S. Dept. of Health and 

Human Services, 2008).  

4.3. Statistical Modeling 
 

This study utilizes Structural Equation Modeling (SEM), which is “a very general 

statistical modeling technique widely used in the behavioral sciences” (Hox & Becher, 

1998, p. 354). SEM is a powerful multivariate analysis technique and better fitted to 

“non-experimental samples impacted by a complex set of interrelated variables” 

(Andrews, 2006, p. 97; Byrne, 2001; Wan, 2002). SEM tests the relationships between 

various theoretical models with latent and observed variables. In other words, it specifies 

the context of the relationship, such as direct or indirect effects, no relationship, and 

spurious relationship (Brown, 2006). It uses a “maximum likelihood approach to extract 

pre-specified dimensions and test if the residual covariance matrix still contains 

significant variation” (Narayan & Cassidy, 2001, p. 79).  Since several software 

applications are available for SEM, this study used AMOS 16 for its analysis.  

SEM has two main components: the measurement model and the structural 

equation model. The measurement models are verified by assessing the strengths of the 

relationships via observing measurement errors (Byrne, 2001). Confirmatory factor 

analysis is used to assess the validity of each proposed measurement model for the latent 

constructs, which are indicated by several observable variables (Byrne, 2001; Wan, 

2002). In other words, the measurement model is “the relationships between observed 

measures or indicators and latent variables or factors” (Brown, 2006, p. 1). Instead of 

exploratory factor analysis, confirmatory factor analysis enables researchers to put 

substantively meaningful limitations on the model (Wan, 2002). The limitations examine 
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“correlations between pairs of common factors,” “correlations between pairs of unique 

factors,” and “the effect of a unique factor on observed variables” (Wan, 2002). 

Confirmatory factor analysis is “an extension of factor analysis in which specific 

hypotheses about the structure of the factor loadings and inter-correlations are tested” 

(Statsoft, 2007). Thus, it provides results about the “variation and co-variation” in a set of 

observed variables in terms of a set of latent factors (Byrne, 2001). Causal modeling or 

path analysis hypothesizes casual relationships among variables and tests the causal 

models with a linear equation system. In other words, casual modeling has two goals: “to 

determine the number of indicators to use in measuring each construct” and “to identify 

which items to use in formulating each indicator” (Byrne, 2001, p. 144).  

After confirmatory factor analysis validates the model, covariance structure is 

utilized to analyze the latent construct measurement models and SEM. The structural 

equation model shows the potential causal relations between exogenous and endogenous 

variables. A structural equation model is different from a multiple regression model 

because a structural equation model can employ multiple latent and observed variables, 

where a multiple regression is limited to a single dependent variable (Hoyle, 1995). This 

process indicates how strongly the exogenous variables affect substance use. 

Measurement models and the SEM used in this study are presented below.  

In addition, confirmatory factor analysis is also “a very strong analytic framework 

for evaluating the equivalence of measurement models across distinct groups” (Brown, 

2006, p. 49).  It is commonly conducted via two options: multiple-group solutions (that 

is, “simultaneous CFAs in two or more groups”) and MIMIC models (that is, “the factors 

and indicators are regressed onto observed covariates representing group membership”) 
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(Brown, 2006). In this study, multiple group comparison was used to determine the 

effects of moderator variables.  

In sum, this study employed four latent variables. The interventions represented 

by the models were Peer Influence, measured with four indicators; Family Attachment, 

measured with seven indicators; and Participation in Youth Activities, measured with 

four indicators. The interventions were latent exogenous variables. On the other hand, 

substance use was a latent endogenous variable that was measured with four indicators. 

Each measurement model was developed and validated by confirmatory factor analysis. 
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Figure 2 - Measurement Model of Family Attachment 
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Figure 6 shows the hypothesized structural equation model consisting of the 

structural relationship between the four latent constructs and the structural equation 

model.  

4.3.1. Criteria for the Statistical Analysis 

Significance Level: The significance level refers to the criterion for accepting or 

rejecting the null hypothesis in hypothesis testing. The significance level is therefore “the 

maximum probability with which we would be willing to risk a Type I error” (Spiegel & 

Stephens, 1999, p. 217), which is “the error made by rejecting the null hypothesis when it 
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is true” (Mendenhall, Beaver, & Beaver, 2001, p. 278). On the other hand, failure to 

reject the null hypothesis suggests that the data do not present sufficient evidence to 

support an alternative hypothesis (Mendenhall et al., 2001). 

The selected level of significance for this study was P < .05, which indicates that 

the chance of rejecting the null hypothesis when it is true is 5 in 100 (Kucukuysal, 2008; 

Spiegel & Stephens, 1999). This criterion assures us that we are 95% confident about our 

result. Put differently, the probability of having wrong results is .05 (Mendenhall et al., 

2001; Spiegel & Stephens, 1999).  

Reliability Level: Reliability refers to “the consistency of measurement either 

across occasions or across items designed to measure the same construct” (Groves et al., 

2004, p. 262).  Two methods are commonly used to determine the reliability of reporting: 

“repeated interviews with the same respondent” and the “use of multiple indicators of the 

same construct” (Groves et al., 2004). In this study, Cronbach’s alpha was employed, 

which is widely used as measure of the inter-item reliability of multi-item indices. “It 

takes the average correlations among items in a scale and adjusts for the number of items. 

Reliable scales are ones with high average correlation and a relatively large number of 

items” (Kent, 2001, p. 221). 

According to Grove et al. (2004), “a high value of Cronbach’a alpha implies high 

reliability or low response variation,” while a low value indicates low reliability or that 

“the items do not really measure the same construct” (p. 265). It is generally accepted 

that an alpha value greater than .70 provides sufficient support for internal consistency 

reliability (Morgan, 2004). Therefore the alpha level was set at .70 for this study.  
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Factor Loadings: Factor loadings are “the regression slopes for predicting the 

indicators from the latent factor” (Brown, 2006, p. 53). In other words, “path coefficients 

are interpreted as regression coefficients in multiple regressions, which means that they 

control for correlations among multiple presumed cases” (Kline, 2005, p. 116). Since the 

aim of confirmatory factor analysis is to obtain estimates for each parameter of the 

measurement model, these regression slopes (coefficients) determine the most correlated 

variable with a factor (Brown, 2006). Therefore, the nature and meaning of a factor is 

generated from the characteristics of variables.  

However, it is not appropriate to put many variables on a factor. According to 

Kline (2005), “Given two different models with similar explanatory power for the same 

data, the simpler model is to be preferred” (p. 136). This is known as the parsimony 

principal. According to this principle, hypothesis testing should consider model 

simplification and reduce the number of parameters as much as possible.  

To retain the best indicators of the construct, a threshold level should be specified 

for factor loadings. Although there is no strict cutoff rule to eliminate low factor loadings 

(Kucukuysal, 2008) and it should be consistent with the underlying theory (Byrne, 2001), 

some have claimed that “the magnitude of the factor loading must be at least .30” 

(Malthouse, 2001, p. 81). It it argued that the more conventional threshold level for factor 

loading is accepted as .40 in order to “compensate for the likely noises in the data” 

(Kucukuysal, 2008, p. 111; Malthouse, 2001). Since this study relies upon secondary 

data, the criterion of .30 was set up for each parameter estimates of the factor loading.  
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5. FINDINGS 

5.1. Descriptive Analysis 

 The survey of NSDUH 2007 consisted of 17,727 subjects who were between 12 

and 17 years old. For a SEM analysis, a desirable sample size is determined by the ratio 

of the number of cases to the number of free parameters (Kline, 2005). The common 

ratios are 10:1 and 20:1; however, the study sample size is at least 10 times bigger than 

desired sample size, which is expected to result in less sampling error (Kline, 2005; 

Schumacker & Lomax, 1996).  Moreover, the required sample size is also determined by 

the complexity of the model. According to Hoelther, “Critical N statistics… indicates the 

sample size that would make the obtained chi-square from a structural equation model 

significant at the stated level of significant” (Schumacker & Lomax, 1996, p. 20). 

Therefore, critical N statistics also provide an indication about how sufficient the sample 

size is in order to estimate parameters and model fitness in a given model (Schumacker & 

Lomax, 1996). For each measurement and structural equation model, Hoelter’s Critical N 

statistics were provided in the analysis section.  

There was no missing value in the observed variables of substance use, which are 

frequency of smoking cigarettes, drinking alcohol, using marijuana and inhalant. Except 

for ten cases in responses to mobility, there was also no missing response in moderating 

variables. Nevertheless, other predictor variables had missing cases, but none of the 

respondents were eliminated because missing responses regarding to those variables were 

around the 10% level. Therefore, missing values were replaced with the most frequent 

modes in the variables. More details are provided below.  
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 The descriptive analysis included two steps. In the first step, frequency tables for 

univariates were used to describe the demographic characteristics of the respondents. 

Following the simple frequency analysis of the data, cross-tabulations were presented to 

further investigate bivariate relationships between variables. Demographic factors, which 

are moderating factors in this research, were also cross-tabulated with each of the 

indicator variable. 

5.1.1. Moderator Variables 

 This study includes five moderator variables: age, gender, ethnicity, income, and 

residential mobility. These variables are demographic factors considered to be influential 

in the creation of social capital and substance use. Table 1 shows the frequency and 

percentage distributions for each moderator variable. 
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Table 1: The Frequency and Percentage Distributions for the Moderator Variables 

Variable    Attributes  Frequency  
  

%  
  

Cumulative % 

Age  1  Respondent is 12 years old 2716 15.3 15.3 
  2  Respondent is 13 years old 2911 16.4 31.7 
  3  Respondent is 14 years old 2865 16.2 47.9 
  4  Respondent is 15 years old 3079 17.4 65.3 
 5 Respondent is 16 years old 3124 17.6 82.9 
 6 Respondent is 17 years old 3032 17.1 100 
    Total  17727 100.0    
Gender  1  Male  9160  51.7 51.7 
  2  Female  8567 48.3 100.0  
    Total  17727  100.0    
Ethnicity  1  NonHisp White 10599  59.8 59.8 
  2  NonHisp Black/Afr Am 2437 13.7 73.5 
  3  NonHisp Native Am/AK 

Native 
286 1.6 75.2 

 4 NonHisp Native 
HI/Other Pac Isl 

78 .4 75.6 

 5 NonHisp Asian 555 3.1 78.7 
 6 NonHisp more than one 

race 
709 4.0 82.7 

 7 Hispanic 3063 17.3 100.0 
    Total  17727 100.0    
Income level  1  Less than $20,000 3133 17.7 17.7 
  2  $20,000 - $49,999 5713 32.2 49.9 
  3  $50,000 - $74,999 3481 19.6 69.5 
  4  $75,000 or More 5400  30.5 100.0 
    Total  17727 100.0    
Mobility  0  None 13601  76.7 76.8 
  1   One time 2711  15.3 92.1 
  2   Two times 760 4.3 96.4 
 3 Three or more times 635 3.6 100.0 
    Total  17707 100.0   

 

 In this study, 17,727 respondents were distributed into six age categories ranging 

from 12 to 17 years old. As shown in Table 1, all age groups are approximately equal.  

While the age group of 16 constituted the largest portion of the respondents (17.6%), 

those at the age of 12 represented the smallest portion (15.3%). Similarly, the gender 

distribution is also approximately equal (51.7% vs. 48.3%).  

 Of the total 17,727 respondents, 10,599 respondents were Whites (59.8%), 

followed by 3,063 Hispanics (17.5%), and 2,437 African Americans (13.7%). The sample 

well represents the general population of the United States. According to the U.S. 2000 
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census results, 69% of the population was White, followed by Hispanics (12.5%) and 

African Americans (12.3%) (US Census Bureau, 2001).  

 Approximately 18% of the respondents had less than $20,000 in annual household 

income in the last year. The group of respondents who made between $20,000 and 

$49,999 in the last year constituted the biggest portion of all respondents (32.2%). On the 

other hand, the group of household members who had more than $75,000 in annual 

income represented the second largest portion of all respondents (30.5%). Social capital 

is claimed to be a middle-class phenomenon, and approximately 50% of the respondents 

can be considered to be from middle-class families.   

 13,601 respondents (76.7%) stated that they had not moved in the past 12 months. 

This category represents the biggest portion of all respondents and is followed by the one 

time category with 2711 respondents (15.3%). Respondents who had moved more than 

one time only constituted 8% of all household members. In other words, the great 

majority of the respondents were more likely to be from stable families.  
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5.1.2. Predictor Variables 

 In this study, three exogenous variables were employed with 15 indicators. Each 

latent construct was analyzed separately and for each of the 15 indicators, frequency 

analysis was conducted to explore the distributional properties of different subgroups of 

the sample. Following the frequency analysis, cross-tabulations were conducted to 

identify the influence of specific factors on each indicator. 

Peer Influence 

 Peer influence was measured by four indicators reflecting respondents’ 

knowledge of substance-using friends is rendered an exogenous latent variable in this 

study. Indicators consisted of friends smoking cigarettes, using marijuana, drinking 

alcohol, and being drunk at school. Responses were coded on the basis of a four-point 

scale, ranging from none of them to all of them. 

Table 2: The Frequency and Percentage Distributions for the Peer Influence 

 Variable    Attributes  Frequency  
  

% Cumulative % 

Smoking Cigarettes 0 None of them 2689 15.2 15.2 
  1 A few of them 10648 60.1 75.2 
  2  Most of them 4251 24.0 99.2 
  3 All of them 139 .8 100.0 
    Total  17727 100.0    
Using Marijuana 0 None of them 4431 25.0 25.0 
  1 A few of them 9637 54.4 79.4 
  2  Most of them 3460 19.5 98.9 
  3 All of them 199 1.1 100.0 
    Total  17727 100.0    
Drinking Alcohol 0 None of them 2708 15.3 15.3 
  1 A few of them 7848 44.3 59.5 
  2  Most of them 6484 36.6 96.1 
  3 All of them 687 3.9 100.0 
    Total  17727 100.0    
Being Drunk 0 None of them 5415 30.5 30.5 
  1 A few of them 9295 52.4 83.0 
  2  Most of them 2817 15.9 98.9 
  3 All of them 200 1.1 100.0 
    Total  17727 100.0    

 

 According to Table 2, the majority of the respondents stated that they knew a few 

substance-using friends, followed by the group that claimed that most of them used 
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substances. The smallest portion of the responses was from those whose friends were all 

substance users. On the other hand, knowing none of them varied for substance 

preferences: It was 15% for cigarette smokers, 25% for marijuana users, 15% for alcohol 

users, and 30% for drunken friends. Finally, knowing mostly alcohol users was reported 

higher than any other substances. This fact indicates that friendship was stronger in 

alcohol users’ networks. In other words, it shows that alcohol is more prevalent among 

adolescents. Results show that adolescents are more likely to have an opportunity to 

come into contact with substance users at school when they need substances.  

According to cross-tabulation statistics, there was no significant pattern difference 

between knowing substance-using friends and income level, mobility, and ethnicity. 

Nevertheless, a systematically patterned relationship exists between substance use and 

gender/age categories, which are discussed below.  

Forty-one percent of the respondents at the age of 12 stated that they did not know 

any cigarette smokers in the school. This percentage gradually decreased to 3.3% when 

adolescents were at the age of seventeen. This systematic pattern also exists for each 

predictor variable of peer influence to varying degrees. The majority of the respondents 

(61% for marijuana, 43% for alcohol, and 66% for drunken) stated they did not know any 

substance-using friend at the age of twelve. Nevertheless, this ratio gradually decreased 

when they were at the age of seventeen. Over 90% of the respondents (93% for 

marijuana, 97% for alcohol, and 92% for drunken) stated that they knew at least a few 

users when they were at the age of seventeen. Therefore, results show that as adolescents 

get older, they are more likely to know substance users regardless of their substance 
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preferences. In other words, it is also possible that when they get older they use more 

substances; therefore they have also more substance-using friends.  

Gender also systematically differs in relationship with knowing substance users. 

Female respondents stated that they knew more users than males on the cumulative 

percentage, regardless of substance preferences. Female responses to knowing none of 

the cigarette smokers came in at 13% (16% for males), while for marijuana users this 

response totaled 23% (26% for males), for alcohol users it totaled 13% (17% for males), 

and for drunken friends it totaled 27% (33% for males). In other words, the total 

percentage of those who knew at least one substance users was higher among females. 

On the other hand, the distribution of female responses to knowing most and all of the 

users was also higher than male responses without substance preferences. For instance, 

the percentage of females responses to knowing most of the smokers was 27% (20% for 

males), for marijuana it was 22% (17% for males), for alcohol it was 40% (32% for 

males), and for drunken friends it was 19% (13% for males).  

Family Attachment 

 Family attachment is an exogenous variable in this study. It was measured by 

seven indicator variables, which represent intra-familial interactions between parent and 

child. These seven indicators were measured by a four-point scale, ranging from never to 

always. Two of the indicators—chore activities and limiting going out—were removed 

from the model due to their low factor loading scores.  
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Table 3:  The Frequency and Percentage Distributions for the Family Attachment 

Variable    Attributes  Frequency  
  

% Cumulative % 

Check Homework 0 Never 1326 7.5 7.5 
  1 Seldom 2035 11.5 19.0 
  2  Sometimes 6246 35.2 54.2 
  3 Always 8120 45.8 100.0 
    Total  17727 100.0    
Help with Homework 0 Never 1499 8.5 8.5 
  1 Seldom 1642 9.3 17.7 
  2  Sometimes 3741 21.1 38.8 
  3 Always 10845 61.2 100.0 
    Total  17727 100.0    
Work /Chores 0 Never 588 3.3 3.3 
  1 Seldom 1566 8.8 12.2 
  2  Sometimes 6808 38.4 50.6 
  3 Always 8765 49.4 100.0 
    Total  17727 100.0    
Limit TV 0 Never 7161 40.4 40.4 
  1 Seldom 3750 21.2 61.6 
  2  Sometimes 4806 27.1 88.7 
  3 Always 2010 11.3 100.0 
    Total  17727 100.0   
Limit Going Outside 0 Never 2358 13.3 13.3 
  1 Seldom 2504 14.1 27.4 
  2  Sometimes 6214 35.1 62.5 
  3 Always 6651 37.5 100.0 
    Total  17727 100.0    
Good Job 0 Never 699 3.9 3.9 
  1 Seldom 1796 10.1 14.1 
  2  Sometimes 5744 32.4 46.5 
  3 Always 9488 53.5 100.0 
    Total  17727 100.0    
Proud 0 Never 730 4.1 4.1 
  1 Seldom 1861 10.5 14.6 
  2  Sometimes 5556 31.3 46.0 
  3 Always 9580 54.0 100.0 
    Total  17727 100.0    

 

According to Table 3, the majority of the respondents reported that they 

experienced interaction at the always level for the most of the categories except limiting 

TV. Sixty-one percent of the respondents reported that always experiencing help with 

homework was the most common parent-child interaction, followed by always hearing 

that their parents were proud of them (54%) and that they were doing a good job (53.5%). 

On the other hand, 40% of the respondents reported that they never received any 

limitation on TV watching, followed by limiting going out (13%) with friends on school 

nights, while 21% of them seldom experienced limitations on TV watching and 14% 

seldom encountered limitations on going out. In other words, this study shows that while 
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American families are less likely to limit their children in going out, they were even less 

likely to control adolescents’ TV watching time. The results show that the frequency of 

intra-familial interactions is very high in the U.S.  

These findings also show that parents are quite concerned about homework: 

according to the cumulative percentage, over 80% of the respondents reported that their 

parents sometimes or always checked or helped with homework. A similar result was 

observed for expressing that the child did a good job and that parents were proud of their 

child: more than half of the parents always said the child had done a good job and that 

they were proud of them. Cross-tabulations of other indicators indicated significant 

relationships with age, gender, ethnicity, and mobility, which are discussed in the 

following paragraphs.  

 Age is an important indicator in determining parent-adolescent interactions. 

Parents’ checking and helping with homework are significantly related to age. The 

majority of the respondents at the age of 12 reported that their parents always checked 

(58%) and helped with their homework (75%). Nevertheless, this ratio declined as 

adolescents got older. At the age of 17, 31.6% of the respondents stated that parents 

always checked their homework, while 50% of the respondents reported that their parents 

always helped with their homework. These findings show that parents were less likely to 

check and help with homework when adolescents got older. Chore activities increased 

with age; when children got older, they did more chore activities with their parents.  

Limiting TV watching also declined with age; parents were more likely to control 

children’s TV watching times at earlier ages. For instance, while 75% of the respondents 

at the age of 12 stated that their parents limited TV watching at least seldom, this ratio 
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dropped to 45% at the age of 17. Limiting going out with friends on school nights also 

follows a similar pattern; however, it seems that parents were more conservative than in 

limiting TV watching. While 46% of respondents at the age of 12 reported that their 

parents “always” limited going out, this rate went down gradually to the 29% level at the 

age of 17. Finally, respondents’ hearing that they had done a good job and that their 

parents were proud of them was negatively correlated with age: older adolescents were 

less likely to hear those compliments. For instance, while the response rate to always 

hearing “Good job” was 63.8% and “I am proud of you” was 63.5% at the age of 12, it 

decreased gradually to 47.1% for “Good job” and 49.2% for parents being proud of them. 

It is also possible that that the impact of those compliments decreases as a child grows 

older and that parents might prefer not to mention them as frequently in daily life.  

 Gender has a relationship with parents’ actions at home, except in limiting TV 

watching. However, gender differences vary across indicators. For instance, the 

percentage of female respondents who at least seldom experienced control for going 

outside was 89% (86% for males), and the percentage of females who did chore activities 

was 51% (48% for males). On the other hand, the percentage of males who were checked 

for homework at least seldom was 93% (91% for females), who were helped with 

homework was 92% (91% for females), who heard that their parents were proud of them 

was 97% (96% for females), and who heard “Good job” was 97% (96% for females).  

 Ethnicity also plays a role in determining child-parent interactions. African 

American respondents had a higher ratio than Whites and Hispanics in terms of 

homework check (96% versus 92% and 92% at least seldom), help with homework 

(92.3% versus 92% and 89.6%), and doing chore activities (97.3% versus 96.4% and 
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96.3%). In particular, always doing chores was significantly different for African 

Americans: more than 66% of them stated that they always did chore activities with their 

parents, while 46% of Whites and 48% of Hispanics stated as much. On the other hand, 

the response to never having limited TV watching is lower for Hispanics (36% versus 

41% for Whites and 45% for African Americans), which indicates that Hispanic parents 

were more likely to limit TV watching than other race groups.  

Except for doing chores, all indicators are significantly related to mobility. As 

mobility increased, a gradual decrease was observed in responses to checking homework 

(46% to 40%), helping with homework (62% to 53%), saying “Good job” (54% to 49%), 

and being told their parents were proud of them (54% to 49%). A similar pattern was 

observed for supervision; parents were less likely to limit TV watching (61% to 51%) and 

to limit going out with friends on school nights (87% to 82%) as mobility increased.  

Income level is also significantly related to all indicator variables of family 

attachment in this study. When income level increased, a gradual increase was observed 

in responses to always having homework checked (44% to 47%) and being helped with 

homework (59% to 64%), to being limited in TV watching (10% to 12%), to being 

limited in going out (37% to 38%), to be told “Good job” (54% to 55%), and to being 

told that their parents were proud of them (54% to 57%) for something they achieved.  

Youth Activities 

 This is the last exogenous latent variable in this study, and was measured by four 

indicators reflecting respondents’ participation in activities. Indicators consisted of 

school-based, community-based, faith-based, and other activities. Responses were coded 

on the basis of a four-point scale, ranging from none to three or more. 
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Table 4: The Frequency and Percentage Distributions for the Youth Activities 

Variable    Attributes  Frequency  
  

Percent  
  

Cumulative 
Percent  

School-based 0 None 2964 16.7 16.7 
  1 One 4518 25.5 42.2 
  2  Two 4632 26.1 68.3 
  3 Three or more 5613 31.7 100.0 
    Total  17727 100.0    
Community-based 0 None 4824 27.2 27.2 
  1 One 5200 29.3 56.5 
  2  Two 3710 20.9 77.5 
  3 Three or more 3993 22.5 100.0 
    Total  17727 100.0    
Faith-based 0 None 6589 37.2 37.2 
  1 One 4316 24.3 61.5 
  2  Two 2296 13.0 74.5 
  3 Three or more 4526 25.5 100.0 
    Total  17727 100.0    
Other 0 None 10605 59.8 59.8 
  1 One 3901 22.0 81.8 
  2  Two 1567 8.8 90.7 
  3 Three or more 1654 9.3 100.0 
    Total  17727 100.0    

 
According to Table 4, school-based activities were the most preferred activities 

among adolescents. Thirty-one percent of the respondents stated that they had 

participated three or more times in school activities, while 26% of them had participated 

two times in the past year. This result indicates that more than half of the students had 

participated in school-based activities at least two times in the past year. Community-

based activities were the second most common activities: just 27% of adolescents never 

participated in them, and the rest of them were involved at different levels. This was was 

followed by faith-based activities, in which 37.2% of them never participated. On the 

other hand, 59.9% of the respondents stated that they never participated in other 

activities, which included several activities such as sport and dancing.  

According to cross-tabulations, all moderator variables have significant 

relationships with youth activities, which indicates that whether or not adolescents 

participate in activities relies upon their age, gender, income, mobility, and ethnicity.  

While 14% of the respondents at the age of 12 stated that they never participated in 
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school-based activities, more than 20% of the respondents at the age of 17 stated that they 

never participated in school-based activities. In other words, when adolescents got older, 

they were less likely to participate in school-based activities. A similar pattern was 

observed for participation in faith-based and other activities to varying degrees.  

Female respondents had a higher participation rate for all activities than males 

had. Consistent with the participation distribution frequency, the most common activities 

for females were school-based activities. While more than 85% of the females had 

participated in school-based activities at least one time, the number was 81% for males. A 

similar pattern can be seen for other activity types with a statistically significant 

relationship. 

Participation in activities also varies for ethnicity. Whites had a lower response 

rate to never participating in all activities. This was followed by African Americans and 

then Hispanics. For instance, 85% of Whites stated that they participated in school-based 

activities at least one time, while the number was 84% for African Americans and 76% 

for Hispanics. The ratio of Whites’ responses (35%) to school-based activities with a 

frequency of “three or more times” was higher than those of African Americans’ (27%) 

and Hispanics’ (21%). A similar pattern exists for community-based, faith-based, and 

other activities with a varying degree. 

Mobility is also an important factor in determining adolescents’ participation in 

activities. According to cross-tabulation analysis, when mobility increased, adolescents 

were less likely to participate in all activities. For instance, 85% of the respondents stated 

that they participated at least one time in school-based activities when they had not 

experienced mobility in the past year. Nevertheless, this ratio decreased to 78% when 
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they had moved more than three times in the past year. A similar pattern was observed 

for other activity types to varying degrees.  

Income level is also significantly related to adolescents’ participation in activities. 

When income level increased, they were more likely to participate in activities regardless 

of activity types. For instance, while 79% of the respondents whose household income 

was lower than $20,000 stated that they had participated in school-based activities at least 

one time, this ratio gradually increased to 89% among respondents whose income level 

was over $75,000. A similar relationship exists between income and other types of 

activities to varying degrees.  
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5.1.3. Outcome Variables 

Substance use is an endogenous latent variable in this study that was measured by 

four indicators reflecting respondents’ substance using frequency. Substances included in 

the study were cigarettes, marijuana, alcohol, and inhalants. Responses were coded on the 

basis of a six-point scale, ranging from zero to 300-365 days of using those substances. 

Although smoking cigarettes was measured within the last month, its measurement was 

still on a six-point scale, ranging from zero to 30 days. 

Table 5: The Frequency and Percentage Distributions for Substance Use 

Variable    Attributes  Frequency  
  

% Cumulative % 

Alcohol 0 0 11850 66.8 66.8 
  1 1-11 days 2758 15.6 82.4 
  2  12-49 days 1592 9.0 91.4 
  3 50-99 days  777 4.4 95.8 
 4 100-299 days 684 3.9 99.6 
 5 300-365 days 66 .4 100 
    Total  17727 100.0    
Marijuana 0 0  15272 86.2 86.2 
  1  1-11 days 906 5.1 91.3 
  2  12-49 days 526 3.0 94.2 
 3 50-99 days 285 1.6 95.8 
 4 100-299 days 532 3.0 98.8 
 5 300-365 days 206 1.2 100 
    Total  17727 100.0    
Inhalant 0 0  16996 95.9 95.9 
  1  1-11 days 431 2.4 98.3 
  2  12-49 days 151 .9 99.2 
 3 50-99 days 76 .4 99.6 
 4 100-299 days 66 .4 100.0 
 5 300-365 days 7 .0 100.0 
    Total  17727 100.0    
Cigarette  0 0 15820 89.2 89.2 
  1  1-2 days 462 2.6 91.8 
  2  3-5 days 296 1.7 93.5 

  3 6-19 days 371 2.1 95.6 
 4 20-29 days 259 1.5 97.1 
 5 30 days 519 2.9 100 
    Total  17727 100.0    

 
 According to Table 5, alcohol is the most prevalent substance used among 

adolescents. Approximately 36% of the respondents stated that they drank alcohol at least 

one time in the past year, while 11% said the same for smoking cigarettes, 14% for using 

marijuana, and 4% for inhalants. As mentioned, using inhalants was very rare among 

adolescents. Moreover it did not produce enough of a factor loading score; therefore it 
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was removed from the model. On the other hand, the majority of the young people who 

used substances were more likely to rate the second item of the scale, which indicates that 

their substance-using frequency is less than 11 days in a year and less than 3 days in a 

month.  

 According to cross-tabulation, there is no significant pattern difference between 

substance use and gender. However, other indicators were correlated with each other.  

 Income is related to smoking cigarettes, using marijuana, and drinking alcohol. 

Respondents with a higher income level were less likely to use marijuana (responses of 

never used increased gradually from 84.5% to 89.2% with an increase in income level) 

and to smoke cigarettes (the response to never used gradually increased from 88% to 

91%). On the other hand, drinking alcohol is positively associated with income level; as 

income level increased, more adolescents drank alcohol. A gradual decline was observed 

in responses to never used alcohol, which was 70% when respondents had income lower 

than $20,000 and was 65% among respondents whose income level was over $75,000.  

 Except for inhalant use, age is also significantly related to all substance 

preferences. As age increased, respondents were more likely to use substances. The most 

significant variation was observed with age and drinking alcohol. While more than 96% 

of the respondents stated that they never drank at the age of 12, only 40% of them at the 

age of 17 reported that they never used it. This pattern is also similar in smoking 

cigarettes and using marijuana. For instance, there was a gradual decline in using 

marijuana consistent with an increase in age. While response rate to never used was 98% 

at the age of 12, it became 72% at the age of 17. On the other hand, inhalant usage was 



118 
 

found to be consistent with the literature: as it is considered a kid’s drug, it is less likely 

to be preferred at older ages.  

 There is no significant relationship between ethnic groups and using marijuana 

and inhalant. However, African Americans were less likely to drink alcohol and smoke 

cigarettes than Whites and Hispanics. For instance, 93% ofAfrican American respondents 

reported that they had never smoked cigarettes (it was 87% for Whites and 91% for 

Hispanics) and 75% reported never drinking alcohol (the percentage was 64% for Whites 

and 65% for Hispanics). These findings also show that Whites have higher substance 

useprevalence than African Americans and Hispanics.  

 Mobility is also significantly related to all predictors of substance use. When 

respondents had moved more frequently in the past year, they were more likely to use 

substances regardless of substance preferences. The biggest variation exists between 

mobility and smoking cigarettes. While more than 90% of the respondents who had never 

moved in the past year stated that they never smoked cigarette, only 70% of those who 

had moved three or more times in the past year reported that they never smoked. A 

similar pattern was observed in other substances with a varying degree. Cross-tabulation 

tables were attached to Appendix B.   
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5.2. Correlations 
 
 Correlation matrices were developed separately for the four measurement scales 

and for the moderator variables using the standard Pearson product-moment procedure to 

detect any multicollinearity problem. Multicollinearity occurs when inter-correlations 

among some variables are too high. It makes “certain mathematical operations”  

“impossible” or “unstable” because “some denominators are close to zero” (Kline, 2005, 

p. 56). Therefore multicollinearity arises “when two predictor variables are linearly 

related and hence share the same predictive information” (Mendenhall et al., 2001, p. 

553).  In other words,  it happens when two “separate variables actually measure the 

same thing” (Kline, 2005, p. 56). According to the literature, the most commonly used 

cut-off points for multicollinearity range between .70 and .80. Correlation scores higher 

than .80 or .90 among variables are also used as criteria for multicollinearity (Kline, 

2005; Kucukuysal, 2008). The problem can be fixed by eliminated collinear variables or 

combining them (Brown, 2006).  

 Therefore, a correlation matrix was developed for each measurement construct. 

Spearman rho statistics was used for criterion setting. This method is commonly used to 

perform a correlation on data that are not interval or not normally distributed. In other 

words, the Spearman rho statistic is better for ordinal data, which is the case in this study 

(Eubank, 2009).  
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Table 6: The Correlation Matrix for the Moderator Variables 

  TOTAL 
FAMILY 
INCOME 
RECODE 

RECODE - 
FINAL 

EDITED 
AGE 

IMPUTATION 
REVISED 
GENDER 

RACE/HISPANICITY 
RECODE (7 

LEVELS) 

# TIMES 
MOVED 
PAST 12 

MONTHS 

TOTAL FAMILY 
INCOME RECODE 

Pearson Correlation 1     

Sig. (2-tailed)      

N 17727     

RECODE - FINAL 
EDITED AGE 

Pearson Correlation .022** 1    

Sig. (2-tailed) .004     

N 17727 17727    

IMPUTATION 
REVISED GENDER 

Pearson Correlation -.015 -.013 1   

Sig. (2-tailed) .052 .076    

N 17727 17727 17727   

RACE/HISPANICITY 
RECODE (7 LEVELS) 

Pearson Correlation -.226** -.016* -.001 1  

Sig. (2-tailed) .000 .035 .844   

N 17727 17727 17727 17727  

# TIMES MOVED PAST 
12 MONTHS 

Pearson Correlation -.209** -.016* .000 .075** 1 

Sig. (2-tailed) .000 .036 .946 .000  

N 17707 17707 17707 17707 17707 

**. Correlation is significant at the 0.01 level (2-tailed).     
*. Correlation is significant at the 0.05 level (2-tailed).     
 

 
According to Table 6, most of the correlations between the variables are very low, 

ranging from -.226 to .075. There are positive and negative correlations, which are also 

significant at the .01 and .05 level. It is safe to say there is no multicollinearity threat 

among moderator variables.  
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Table 7: The Correlation Matrix for Peer Influence 

 Spearman's rho YESTSCIG YESTSMJ YESTSALC YESTSDNK 
YESTSCIG Correlation Coefficient 1.000    

Sig. (2-tailed) .    
N 17727    

YESTSMJ Correlation Coefficient .646** 1.000   
Sig. (2-tailed) .000 .   
N 17727 17727   

YESTSALC Correlation Coefficient .633** .659** 1.000  
Sig. (2-tailed) .000 .000 .  
N 17727 17727 17727  

YESTSDNK Correlation Coefficient .592** .658** .689** 1.000 
Sig. (2-tailed) .000 .000 .000 . 
N 17727 17727 17727 17727 

**. Correlation is significant at the 0.01 level (2-tailed).    
 

Table 7 shows the correlations between four indicators of peer influence. All 

correlations are positive and significant at the .01 level. The highest correlation is 

between friends who drink alcohol and who became drunk, with a correlation value of 

.689.  Most of the correlations are moderate, ranging from .592 to .689. However, all of 

them are below the .70 criterion. 
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Table 8: The Correlation Matrix for Family Attachment 

 Spearman's 
rho 

YEPCHKH
W 

YEPHLPH
W 

YEPCHOR
E 

YEPLMTT
V 

YEPLMTS
N 

YEPGDJO
B 

YEPPROU
D 

YEPCH
KHW 

Correlation 
Coefficient 

1.000       

Sig. (2-
tailed) 

.       

N 17727       
YEPHLP
HW 

Correlation 
Coefficient 

.381** 1.000      

Sig. (2-
tailed) 

.000 .      

N 17727 17727      
YEPCH
ORE 

Correlation 
Coefficient 

.100** .035** 1.000     

Sig. (2-
tailed) 

.000 .000 .     

N 17727 17727 17727     
YEPLM
TTV 

Correlation 
Coefficient 

.267** .195** .197** 1.000    

Sig. (2-
tailed) 

.000 .000 .000 .    

N 17727 17727 17727 17727    
YEPLM
TSN 

Correlation 
Coefficient 

.199** .143** .159** .273** 1.000   

Sig. (2-
tailed) 

.000 .000 .000 .000 .   

N 17727 17727 17727 17727 17727   
YEPGDJ
OB 

Correlation 
Coefficient 

.343** .396** .045** .184** .123** 1.000  

Sig. (2-
tailed) 

.000 .000 .000 .000 .000 .  

N 17727 17727 17727 17727 17727 17727  
YEPPR
OUD 

Correlation 
Coefficient 

.322** .373** .055** .165** .110** .728** 1.000 

Sig. (2-
tailed) 

.000 .000 .000 .000 .000 .000 . 

N 17727 17727 17727 17727 17727 17727 17727 
**. Correlation is significant at the 0.01 level 
(2-tailed). 

      

 
Table 8 shows that other than one correlation, most of the correlations between 

the variables are either low or moderate, ranging from .05 to .396. High correlations exist 

between saying “Good job” and “I’m proud of you” (.728), which may indicate a threat 

of multicollinearity. High correlations between these two variables were expected. In the 

most general sense, parents who are more likely to be interested in child development 

tend to promote the child as much as possible. Therefore, it is possible that these two 

variables may covary to a certain extent. However, a correlation value of .728 is not 

much higher than the criterion of .70, and even less than the most of the criteria used in 
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the literature. Therefore, they were retained in the model; but the correlation value will be 

considered in the final data analysis. 

Table 9: The Correlation Matrix for the Youth Activities 

 Spearman's rho YESCHACT YECOMACT YEFAIACT YEOTHACT 
YESCHACT Correlation Coefficient 1.000    

Sig. (2-tailed) .    
N 17727    

YECOMACT Correlation Coefficient .579** 1.000   
Sig. (2-tailed) .000 .   
N 17727 17727   

YEFAIACT Correlation Coefficient .282** .337** 1.000  
Sig. (2-tailed) .000 .000 .  
N 17727 17727 17727  

YEOTHACT Correlation Coefficient .308** .351** .295** 1.000 
Sig. (2-tailed) .000 .000 .000 . 
N 17727 17727 17727 17727 

**. Correlation is significant at the 0.01 level (2-tailed).    
 

Table 9 shows the correlations between four indicators of the youth activities. All 

correlations are positive and significant at the .01 level. The highest correlation is 

between school-based and community-based activities, with a correlation value of .579.  

Most of the other correlations are low, ranging from .295 to .385. Therefore, there is no 

multicollinearity threat for this measurement scale 

 
Table 10: The Correlation Matrix for the Substance Use 

 Spearman's rho # OF DAYS 
USED 

ALCOHOL IN 
PAST YEAR 

# OF DAYS 
USED 

MARIJUANA 
IN PAST 

YEAR 

# OF DAYS 
USED 

INHALANTS 
IN PAST 

YEAR 

# OF DAYS 
USED CIG IN 
PAST MONTH 

# OF DAYS USED 
ALCOHOL IN PAST 
YEAR 

Correlation Coefficient 1.000    
Sig. (2-tailed) .    
N 17727    

# OF DAYS USED 
MARIJUANA IN PAST 
YEAR 

Correlation Coefficient .517** 1.000   
Sig. (2-tailed) .000 .   
N 17727 17727   

# OF DAYS USED 
INHALANTS IN PAST 
YEAR 

Correlation Coefficient .160** .155** 1.000  
Sig. (2-tailed) .000 .000 .  
N 17727 17727 17727  

# OF DAYS USED CIG IN 
PAST MONTH 

Correlation Coefficient .427** .521** .128** 1.000 
Sig. (2-tailed) .000 .000 .000 . 
N 17727 17727 17727 17727 

Correlation is significant at the 0.01 level (2-tailed). 
 

Table 10 shows the correlations between four indicators of substance use. All 

correlations are positive and significant at the .01 level. The highest correlation is 
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between using marijuana and smoking cigarettes, with a correlation value of .521. Most 

of the other correlations are moderate or low, ranging from .128 to .517. Therefore, it is 

safe to say there is no multicollinearity problem among predictors of youth activities.  

5.3. Reliability Analysis 

 Cronbach’s alpha was used to determine the internal consistency of the 

measurement instruments used in this study. For each of the measurement scales of the 

latent construct, Cronbach’s alpha was computed before and after the confirmatory factor 

analysis. As explained above, items with low factor loadings were removed from the 

model to obtain a better model fit. During this process, Cronbach’s alpha was 

recalculated after each removal to ensure that the reliability of the scale was not affected. 

Alpha coefficient ranges in value from 0 to 1. The higher the score, the more reliable the 

generated scale is. As a rule of thumb, 0.70 or higher values are regarded as satisfactory 

(Bland & Altman, 1997) but lower thresholds are sometimes used in the literature (J. R. 

A. Santos, 1999).  

 While Cronbach’s alpha for the measurement scale of substances was .690 before 

the confirmatory factor analysis, it was .759 in the final model when a predictor variable 

inhalant was removed. A similar process was held for family attachment. While 

Cronbach’s alpha was .691, after two predictors were removed in confirmatory factor 

analysis, it was .718 in the final model. On the other hand, none of the indicators deleted 

from the peer influence model and youth activities model during the confirmatory factor 

analysis. Therefore, Cronbach’s alpha for the measurement scale of peer influence was 

.879 and for the measurement scale of youth activities, it was .682.  
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 Except for the youth activities model, the Cronbach’s alpha scores of other 

models were above the recommended level. The low alpha score for the combined 

measures suggests concerns regarding the reliability of the scale to accurately measure 

youth activities. However, it was still considerably close to expected level. Overall, 

reliability analysis showed that both the instruments measuring social capital and 

substance use were satisfactory. 

5.4. Confirmatory Factor Analysis 

The aim of the confirmatory factor analysis (CFA) is to “identify latent factors 

that account for the variation and covariation among a set of indicators” (Brown, 2006, p. 

40).  The acceptability of specified model is analyzed by goodness-of-fit statistics and 

strength-of-parameter estimates (Brown, 2006).  

5.4.1. Peer Influence 

 The latent construct of peer influence is an exogenous variable in this study. As 

explained in the methodology section, four indicators were developed to measure peer 

influence. Using a four-point scale ranging from none of them to all of them, respondents 

were asked to report how many friends they know who use substances in the school. 

Confirmatory factor analysis was conducted to validate the measurement model of this 

latent construct using AMOS 16 statistical software. Figure 7 shows the revised 

measurement model for the peer influence (see Figure 3 for hypothesized model above). 
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In the first step of confirmatory factor analysis, critical ratios were examined to 

identify statistically significant and insignificant items in the model. Critical ratio is “the 

statistic formed by dividing an estimate by its standard error” (Hox & Becher, 1998, p. 

4). It basically operates as a Z statistic “in testing that estimate is statistically different 

from zero” (Byrne, 2001, p. 76). Based on a level of .05 (two-tailed test), the critical ratio 

must be 1.96 or higher or -1.96 or lower in order to consider it statistically significant 

(Brown, 2006). For our model, examination of the regression weights showed that all the 

critical ratios are higher than 1.96, which indicates statistically significant relationships at 

the 5% level (CR ≥ ±1.96, p ≤ .05). 

Factor loadings were evaluated in order to determine correlations between the 

latent construct and its indicators. Factor loadings are “the regression slopes (direct 

effects) for predicting the indicators from the latent factor” (Brown, 2006). As stated in 

the methodology section, a threshold level was determined for the factor loadings in order 

to retain best indicators of the construct that the scale is intended to measure. 

Accordingly, only items that load at .30 or higher can be retained in the model. In other 

words, items with factor loadings of less than .30 are eliminated from the model. For our 

peer influence 

YESTSDNK d8 

.77 
YESTSALC d7 

.81 
YESTSMJ d6 .83 

YESTSCIG d5 
.78 

Figure 7. Revised Measurement Model of Peer Influence 

.18 
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model, examination of the regression slopes showed that all factor loadings were higher 

than .30, which suggests that all factor loadings can be retained in the model. 

Although all regression weights and slopes were statistically significant, the 

model fit was still not within acceptable limits. The modification indices were used to 

identify structural paths for further improvement in model fit. The modification index 

“reflects an approximation of how much the overall model chi-square would decrease if 

the fixed or constrained parameter was freely estimated” (Brown, 2006). Model 

improvement can be done by correlating measurement error terms based on empirical, 

conceptual, or practical considerations (Brown, 2006). At each step, one pair of error 

terms that indicated the largest improvement in model fit was allowed to covary. The 

same process was repeated until achieving a reasonably good model fit. As shown in the 

figure 7, a path was added between the measurement errors of the third and fourth items. 

In the second step of CFA, the model was examined as a whole. Nevertheless, 

assessing model fitness has been discussed in a wide range of issues because dozens of 

model fit indices were described in the SEM literature (Kline, 2005). The availability of 

so many different indices is helpful in examining different models with different datasets. 

While some of indices are frequently reported, some of them were never mentioned 

(Kline, 2005).  The rationality of fit indices used in this study was discussed below while 

analyzing findings.  

Model chi-square , x2—also known as “likelihood ratio chi-square” or 

“generalized likelihood ratio”—is used as the most basic principal for assessing model 

fitness (Kline, 2005). The logic of chi-square refers that if x2=0, the model perfectly fits 

the data. When the value of chi-square increases, the fitness of model becomes worse. 
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However, the cutoff point for significance is determined by p statistics. For a given 

confidence level (i.e. .01 or .o5 level), the model fitness is tested.    

The ultimate aim of model testing is to investigate whether a hypothesized model 

fits to the data. In other words, “the null hypothesis being tested is that the postulated 

model holds in the population” (Byrne, 2001, p. 78). In contrast to “reject-support” 

traditional statistical procedure, the “accept-support context” represents the researcher’s 

belief in SEM (Kline, 2005).  Therefore, failure to reject the null hypothesis is the aim of 

research, which indicates that data supports the model.  

Nevertheless, chi-square model fit testing sometimes is very problematic. First of 

all, a “hypothesis tested by X2 is likely to be implausible” (Kline, 2005, p. 136). Since the 

main assumption is that the model fits to perfectly in the population, it may be unrealistic 

(Brown, 2006; Byrne, 2001; Kline, 2005). Moreover, “it is sensitive to the size of 

correlations: bigger correlations generally lead to higher values of X2 (Kline, 2005, p. 

136) because larger correlations may lead to greater differences between observed and 

model implied correlations. Finally, sample size affects chi-square testing (Byrne, 2001; 

Kline, 2005). If sample size is large, as in this study, the value of chi-square may lead to 

the rejection of the model even if there is a small difference between observed and 

predicted covariances (Kline, 2005). Since  X2 equals (N-1) F, (sample size minus 1, 

multiplied by the minimum fit function) “this value tends to be substantial when the 

model does not hold and sample size is large” (Byrne, 2001, p. 81). The effect of larger 

sample size was also very clear in this study; when sample size was reduced to 10% of 

the data, the model fit was within acceptable limits in confirmatory factor analyses and 

structural analyses, which is discussed in detail below.   
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To reduce the sensitivity of chi-square to sample size, normed chi-square statistics 

is also used for model testing. It is produced by dividing chi-square by degrees of 

freedom X2/df   and is represented in AMOS output as CMIN/DF (Byrne, 2001; Kline, 

2005). Although there is no clear consensus on the cut-off point of normed chi-square, 

“2.0, 3.0 or even as high as 5.0 have been recommended as indicating reasonable fit” 

(Kline, 2005, p. 137). Therefore, problems with chi-square have led to the development 

of numerous supplemental fit statistics, which are commonly referred to as “subjective,” 

“practical,” or “ad hoc” indices of fit and are used as “adjuncts to X2 statistics” (Byrne, 

2001; Kline, 2005). Because of the limitation of chi-square testing with big sample size, 

the study findings can be better examined with other fit indices. The most common 

indices were also provided for each measurement and structural equation model to show 

model fitness results.  
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Table 11: Goodness of Fit Statistics for the Peer Influence 

 
 

Goodness-of-fit statistics for hypothesized and revised models are provided in 

Table 11. Fit statistics improved in the revised model and the chi-square difference (Δ x2) 

between the two models is computed at 191,237, which indicates an improvement of data 

fit in the revised model. Other than the goodness-of-fit statistic, all other fit indices for 

the modified model indicate an acceptably good fit of the measurement model to the data.  

  

Fit Indices Criterion Generic Model Revised Model 

Chi-square (x2) Low 250.301 59.064 

Probability (p or p-close) ≥  .05 .000 .000 

Degrees of freedom (df) ≥  0  2 1 

Likelihood ratio (x2/df) <4  125.151 59.064 

Goodness of Fit Index  (GFI) >.90  .993 .998 

Adjusted GFI (AGFI) >.90 .965 .983 

Incremental Fit Index (IFI) >.90 .993 .998 

Tucker Lewis Index (TLI) >.90 .980 .990 

Normed Fit Index (NFI) >.90 .993 .998 

Comparative Fit Index (CFI)  >.90 .993 .998 

Root Mean Square Error of 
Approximation (RMSEA)  

≤.05  .084 .057 

Hoelter’s Critical N (CN) > 200 425 1153 
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Table 12: Parameter Estimates for the Peer Influence 

 Generic Model Revised Model 
Indicator U.F.W. S.F.W. S.E. C.R. P U.F.W. S.F.W. S.E. C.R. P 
YESTSDNK_1 <--- 
peer influence 

1.147 .803 .011 105.509 *** 1.083 .772 . 011 96.922 *** 

YESTSALC_1 <--- 
peer influence 

1.306 .838 .012 110.921 *** 1.238 .809 .012 103.227 *** 

YESTSMJ_1 <--- 
peer influence 

1.148 .808 .011 109.041 *** 1.153 .826 .011 108.952 *** 

YESTSCIG_1 1 .767    1.000 781    

d8 <--> d7      .035 .175 .003 13.595 *** 

Note: *** = Correlation significant @ p ≤ .05  
Note: U. R.W. = Unstandardized Regression Weights; S. R. W. = Standardized Regression Weights; S. E. = Standard 
Error; C. R. = Critical Ratio 
 
As seen in Table 12, all regression coefficients were statistically significant at p ≤ 

0.05, both in hypothesized and final models. Except for the goodness-of-fit statistics, 

goodness of fit index value of .998, adjusted goodness of fit index value of .983, normed 

fit index value of .998, Tucker Lewis index value of .990, comparative fit index value of 

.998, the root mean square error of approximation of .057, and Hoelter’s critical N value 

of 1153 were all well within acceptable limits. Therefore, a final revised model provided 

an adequate fit to the data and was confirmed as the measurement model for the latent 

construct of peer influence. 

5.4.2. Family Attachment 
 
The latent construct of family attachment is an exogenous variable in this study. It 

was measured by seven indicators, which were designed to reflect interactions between 

parent and child at home. On a four-point scale ranging from never to always, 

respondents were asked to specify their agreement level for each statement. Confirmatory 

factor analysis was conducted to validate the measurement model. Figure 8 presents the 

hypothesized measurement model. 
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As seen in table 14, parameter estimates for the hypothesized model shows that all 

critical ratios are higher than 1.96, which indicates statistically significant relationships at 

p ≤ .05 level. In the next step, factor loadings were examined to determine whether there 

were any weak correlations between the latent construct and its indicators. Three items 

loaded at lower than .30, which fell below the established threshold for this study. 

Starting from the lowest loading item, one loading was dropped at a time to control 

changes in remaining loadings. As a result, two items were eliminated from the model. 

The remaining five items loaded strongly on the common factor and were retained in the 

measurement model. 
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 attachment 
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Figure 8.  Hypothesized Generic Measurement Model of Family Attachment 
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Table 13: Goodness-of-Fit Statistics for the Family Attachment 

 
 

The model fit statistics showed significant improvement after removing the 

insignificant and low loading items (see Table 13). In the following process, the 

modification indices were used to identify paths to obtain a better model fit. Substantiated 

by theoretical evidence, measurement error terms were allowed to correlate. Figure 9 

shows the revised measurement model. 

Fit Indices Criterion Generic Model Revised Model 

Chi-square (x2) Low 5043.309 2.061 

Probability (p or p-close) ≥ .05 .000 .357 

Degrees of freedom (df) ≥ 0  14 2 

Likelihood ratio (x2/df) <4  360.236 1.0305 

Goodness of Fit Index  (GFI) >.90  .913 1.000 

Adjusted GFI (AGFI) >.90 .826 1.000 

Incremental Fit Index (IFI) >.90 .820 1.000 

Tucker Lewis Index (TLI) >.90 .730 1.000 

Normed Fit Index (NFI) >.90 .819 1.000 

Comparative Fit Index (CFI)  >.90 .820 1.000 

Root Mean Square Error of 
Approximation (RMSEA)  

≤.05  .142 .001 

Hoelter’s Critical N (CN) > 200 84 51523 
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As shown in Figure 9, the final measurement model for family attachment 

consisted of five indicators. In general, the items loaded well on the factor, at .62, 

.74, .33, 057, and .54 respectively. Three correlated error terms were added 

between the measurement errors. 

All regression coefficients were significant at p ≤ .05 level in the final 

model. Results for both generic and revised models are provided in Table 14. 
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Figure 9. Revised Measurement Model of Family Attachment 
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Table 14: Parameter Estimates for Family Attachment 

 Generic Model Revised Model 
Indicator U.F.W. S.F.W. S.E. C.R. P U.F.W. S.F.W. S.E. C.R. P 
YEPGDJOB_1 <--- 
family attachment 

3.925 .872 .178 22.086 *** .663 .575 . .013 49.411 *** 

YEPLMTTV_1 <--- 
family attachment 

1.453 .251 .080 18.270 *** .489 .327 .019 25.839 *** 

YEPHLPHW_1 <--- 
family attachment 

2.691 .527 .126 21.327 *** 1.000 .738    

YEPCHKHW_1 <--
- family attachment 

2.228 .447 .106 20.944 *** .797 .618 .016 50.691 *** 

YEPPROUD_1 <--- 
family attachment 

3.812 .838 .173 22.089 *** .626 .536 .013 47.218 *** 

YEPLMTSN_1 <--- 
family attachment 

1.000 .179         

YEPCHORE_1 <--- 
family attachment 

.472 .114 .040 11.727 ***      

d14 <--> d16      .298 .637 .006 52.935 *** 

d12 <--> d10      .064 .089 .008 7.616 *** 

d12 <--> d11      -.033 -.051 .009 -3.583 *** 

Note: *** = Correlation significant @ p ≤ .05  
Note: U. R.W. = Unstandardized Regression Weights; S. R. W. = Standardized Regression Weights; S. E. = Standard 
Error; C. R. = Critical Ratio 
 
Significant improvement in the model fit from the generic model to the revised 

model can be observed in the table. The goodness-of-fit statistics for the revised model, 

including chi-square-degrees of freedom likelihood ratio of 1.03, goodness-of-fit index 

value of 1.000, adjusted goodness-of-fit index value of 1.000, normed fit index value of 

1.000, incremental fit index value of 1.000, Tucker Lewis index value of . 1.000, 

comparative fit index value of 1.000, the root mean square error of approximation of 

.001, and Hoelter’s critical N value of 51523 were all well within their recommended 

values. Therefore, the final revised model provided a good fit to the data and was 

confirmed as the measurement model for the latent construct of family attachment. 

5.4.3. Youth Activities 

The latent construct of youth activities is the final exogenous variable in this 

study. It was measured by four indicators, which were designed to reflect adolescents’ 

participation in activities. On a four-point scale ranging from never to three or more, 
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respondents were asked to specify their agreement level for each statement. Confirmatory 

factor analysis was conducted to validate the measurement model. Figure 10 depicts the 

final measurement model. 

 
 

The critical ratios for all observed variables were significant at p ≤ .05 (see Table 

16) and all factor loadings were .52 or greater. However, the goodness of fit does not 

demonstrate an adequate measurement model. As a result, measurement errors were 

correlated for elevated modification indices which were theoretically sounded. According 

to the revised model, all critical ratios were significant at p ≤ .05. One correlated error 

term was added between the measurement errors of the first and second items. Table 16 

demonstrates the reported parameter estimates.  

youth activies 
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Figure 10. Revised Measurement Model of Youth Activities 
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Table 15: Goodness of Fit Statistics for the Perception of Youth Activities 

 
The goodness-of-fit statistics for the revised model demonstrate a very good fit. 

There is a substantial reduction in the chi-square value, the chi-square probability is non-

significant at p = .251, and the likelihood ratio is less than 4.0(1.318); all confirming the 

adequacy of the specified model. All goodness-of-fit measures are within the suggested 

range. This supports confirmation of the measurement model for youth activities.  

Fit Indices Criterion Generic Model Revised Model 

Chi-square (x2) Low 349.611 1.318 

Probability (p or p-close) ≥ .05 .000 .251 

Degrees of freedom (df) ≥ 0  2 1 

Likelihood ratio (x2/df) <4  174.806 1.318 

Goodness of Fit Index  (GFI) >.90  .990 1.000 

Adjusted GFI (AGFI) >.90 .951 1.000 

Incremental Fit Index (IFI) >.90 .972 1.000 

Tucker Lewis Index (TLI) >.90 .917 1.000 

Normed Fit Index (NFI) >.90 .972 1.000 

Comparative Fit Index (CFI)  >.90 .972 1.000 

Root Mean Square Error of 
Approximation (RMSEA)  

≤.05  .099 .004 

Hoelter’s Critical N (CN) > 200 304 51674 
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Table 16: Parameter Estimates for Perception of Youth Activities 

 Generic Model Revised Model 

Indicator U.F.W. S.F.W. S.E. C.R. P U.F.W. S.F.W. S.E. C.R. P 

YECOMACT_1 <--
- youth activity 

1.177 .805 .020 60.225 *** 1.215 .623 .022 54.879 *** 

YESCHACT_1 <--- 
youth activity 

1.000 .703    1 .527    

YEOTHACT_1 <--- 
youth activity 

.574 .446 .012 49.204 *** .957 .557 .028 33.565 *** 

YEFAIACT_1 <--- 
youth activity 

.667 .421 .014 46.730 *** 1.107 .523 .033 33.714 *** 

d1 <--> d2      .296 .372 .012 23.979 *** 

Note: *** = Correlation significant @ p ≤ .05  
Note: U. R.W. = Unstandardized Regression Weights; S. R. W. = Standardized Regression Weights; S. E. = Standard 
Error; C. R. = Critical Ratio 
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5.4.4. Substance Use 
  

The latent construct of substance use is an endogenous variable in this study. It 

was measured by four indicators, which were designed to reflect adolescents’ substance 

using behavior. On a six-point scale ranging from 0 to 300-365 days (30 days for 

smoking cigarettes), respondents were asked to state their frequency of substance use. 

Confirmatory factor analysis was conducted to validate the measurement model. Figure 

11 depicts the final measurement model. 

 
 

All critical ratios were statistically significant (p ≤ .05) with standardized 

regression weights ranging from .199 to .762 (Table 18).  Since the fourth item loaded at 

lower than .30, it was not removed from the model, because when degrees of freedom is 

equal to zero, AMOS software does not analyze the CFA. This happens when “the 

number of knowns equals the number of unknowns” in the model, which is also called as 

“just identified model” (Brown, 2006, p. 67). However, it was removed on the structural 

substance use 
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equation model. One correlated error term was added between the measurement errors of 

the second and third items. 

Table 17: Goodness-of-Fit Statistics for the Substance Use 

 
 

Goodness-of-fit statistics for both the generic and final measurement models were 

presented in Table 17. As seen in the table, fit statistics substantially improved in the final 

model after the modifications.  

  

Fit Indices Criterion Generic Model Revised Model 

Chi-square (x2) Low 42.379 8.787 

Probability (p or p-close) ≥ .05 .000 .003 

Degrees of freedom (df) ≥ 0  2 1 

Likelihood ratio (x2/df) <4  21.189 8.787 

Goodness of Fit Index  (GFI) >.90  .999 1.000 

Adjusted GFI (AGFI) >.90 .994 .999 

Incremental Fit Index (IFI) >.90 .997 .999 

Tucker Lewis Index (TLI) >.90 .991 .997 

Normed Fit Index (NFI) >.90 .997 .999 

Comparative Fit Index (CFI)  >.90 .997 .999 

Root Mean Square Error of 
Approximation (RMSEA)  

≤.05  .034 .021 

Hoelter’s Critical N (CN) > 200 2507 7750 
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Table 18: Parameter Estimates for the Substance Use 

 Generic Model Revised Model 
Indicator U.F.W. S.F.W. S.E. C.R. P U.F.W. S.F.W. S.E. C.R. P 
ALCYDAYS <--- 
substance use 

1000 .667    1 .762    

INHYDAYS <--- 
substance use 

.102 .186 .005 21.664 *** .096 .199 .005 19.876 *** 

CIGMDAYS <--- 
substance use 

1.002 .689 .014 69.639 *** .764 .600 036 21.029 *** 

MRJYDAYS <--- 
substance use 

1.076 .801 .016 68.944 *** .822 .699 .038 21.364 *** 

e2 <--> e3      .141 .234 .021 6.759 *** 

Note: *** = Correlation significant @ p ≤ .05  
Note: U. R.W. = Unstandardized Regression Weights; S. R. W. = Standardized Regression Weights; S. E. = Standard 
Error; C. R. = Critical Ratio 
 
 
Significant improvement in the model fit from the generic model to the final 

model can be observed in the table. Except for goodness-of-fit statistics, the goodness-of-

fit index value of 1.000, adjusted goodness-of-fit index value of .999, normed fit index 

value of .999, incremental fit index value of .999, Tucker Lewis index value of .997, 

comparative fit index value of .999, the root mean square error of approximation of .021, 

and Hoelter’s critical N value of 7757 were all well within their recommended values. 

Therefore the single-factor model as presented will be used to measure substance use. 
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5.5. Structural Equation Model 

After confirming the measurement models of the four latent constructs, the 

hypothesized structural equation model was revised according to the results of the 

confirmatory factor analyses. A generic structural equation model was developed with 

four latent variables: peer influence, family attachment, youth activities, and substance 

use. The hypothesized generic model as seen in Figure 12 was subjected to structural 

equation modeling using AMOS 16. 
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Parameter estimates for the generic structural equation model are presented in 

Table 20. All estimates were in the anticipated direction; however, a number of 

modifications were included to the model. In the first step, an insignificant factor, 

inhalant, was eliminated from the model due to low factor loading score (.19). SEM 

analysis was run again after removing the insignificant item from the model. All critical 

ratios were significant at p ≤ .05 level for the remaining  items in the second analysis. 

Parameter estimates for the generic and revised model are presented in Table 20. 
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Table 19: Goodness-of-Fit Statistics for the Generic and Revised SEM 

 
 

Model fit improved after removing the insignificant items from the model in the 

second analysis. In the following process, the modification indices were examined to 

identify correlated error terms to further improve model fit. The modification indices 

indicated that the addition of correlated measurement errors of several variables would 

significantly improve the model fit. Therefore, while one path was removed, three more 

paths were added in the final model (see Figure 13). 

Fit Indices Criterion Generic Model Revised Model 

Chi-square (x2) Low 2739.927 2506.291 

Probability (p or p-close) ≥ .05 .000 .000 

Degrees of freedom (df) ≥ 0  107 90 

Likelihood ratio (x2/df) <4  25.607 27.848 

Goodness of Fit Index  (GFI) >.90  .982 .982 

Adjusted GFI (AGFI) >.90 .974 .973 

Incremental Fit Index (IFI) >.90 .973 .975 

Tucker Lewis Index (TLI) >.90 .965 .966  

Normed Fit Index (NFI) >.90 .972 .974  

Comparative Fit Index (CFI)  >.90 .973 .975  

Root Mean Square Error of 
Approximation (RMSEA)  

≤.05  .037 .039 

Hoelter’s Critical N (CN) > 200 875 801 



145 
 

 
 

Goodness-of-fit statistics showed improvement in the revised model. The 

difference in chi-square values between the generic and final models was 233.636, which 

indicates an improvement in fit statistics for the revised model. The likelihood ratio and a 

probability score in the revised model does not support model adequately with the data. 

However, as mentioned above, large sample size has a greater impact on model fitness. 

To confirm, 10% of the data were selected randomly by using SPSS 16. When the same 
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model was tested with this sample size, chi-square score decreased from 2506.291 to 

357.505. Moreover, likelihood ratio (x2/df) was 3.972, which was in acceptable range 

(<4). The other fit indices were also within acceptable limits. 

The difference between model fits of the generic and the revised structural 

equation models can be observed in Table 19. Except for the goodness-of-fit statistics, 

the goodness-of-fit index value of .982, adjusted goodness-of-fit index value of .973, 

normed fit index value of .974, incremental fit index value of .975, Tucker Lewis index 

value of .966, comparative fit index value of .975, the root mean square error of 

approximation of .039, and Hoelter’s critical N value of 801 were all within their 

recommended levels in the SEM model. As a result, the revised structural equation model 

provided a good fit of the model to the data. Figure 13 shows the revised structural 

equation model. 
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Table 20: Parameter Estimates for the Generic and Revised SEM 

 Generic Model Revised Model 
Indicator U.F.W. S.F.W. S.E. C.R. P U.F.W. S.F.W. S.E. C.R. P 
Substance_Use <--- 
Youth_Activity 

-.146 -.091 .017 -8.562 *** -.162 -.090 .019 -8.768 *** 

Substance_Use <--- 
Peer_Influence 

.777 .429 .018 42.967 *** .853 .437 .020 41.834 *** 

Substance_Use <--- 
Family_Attachment 

-.267 -.204 .014 -18.624 *** -.254 -.196 .015 -18.006 *** 

MRJYDAYS <--- 
Substance_Use 

.715 .652 .013 55.963 *** .706 .639 .013 53.550 *** 

CIGMDAYS <--- 
Substance_Use 

.666 .561 .013 50.961 *** .660 .551 .013 49.100 *** 

INHYDAYS <--- 
Substance_Use 

.086 .193 .004 22.202 ***      

ALCYDAYS <--- 
Substance_Use 

1.000 .817    1.000 .832    

YESTSCIG_1 <--- 
Peer_Influence 

1.000 .774    1.000 .730    

YESTSMJ_1 <--- 
Peer_Influence 

1.166 .828 .011 109.777 *** 1.208 .810 .012 99.563 *** 

YESTSALC_1 <--- 
Peer_Influence 

1.257 .813 .012 104.529 *** 1.344 .821 .018 72.941 *** 

YESTSDNK_1 <--- 
Peer_Influence 

1.097 .775 .011 98.868 *** 1.200 .800 .018 68.211 *** 

YEOTHACT_1 <--- 
Youth_Activity 

.964 .553 .027 35.607 *** 1.187 .614 .065 18.346 *** 

YEFAIACT_1 <--- 
Youth_Activity 

1.163 .542 033 35.591 *** 1.446 .608 .079 18.317 *** 

YECOMACT_1 <--
- Youth_Activity 

1.203 .608 .022 55.487 *** 1.207 .550 .022 55.472 *** 

YESCHACT_1 <--- 
Youth_Activity 

1.000 .520   *** 1.000 .459    

YEPPROUD_1 <--- 
Family_Attachment 

.619 .513 .012 50.282 *** .623 .518 .012 50.659 *** 

YEPLMTTV_1 <--- 
Family_Attachment 

.697 .452 .019 36.989 *** .672 .437 .016 42.096 *** 

YEPHLPHW_1 <--- 
Family_Attachment 

1.000   .716    1.000 .717    

YEPCHKHW_1 <-- 
Family_Attachment 

.851 .640 .015 55.902 *** .843 .615 .015 57.015 *** 

YEPGDJOB_1 <--- 
Family_Attachment 

.654 .550 .012 52.885 *** .659 .554 .012 53.316 *** 

Youth_Activity <--> 
Family_Attachment 

.100 .259 .005 20.845 *** .088 .252 .005 16.739 *** 

Peer_Influence <--> 
Family_Attachment 

-.129 -.380 .004 -35.719 *** -.124 -.318 .004 -34.740 *** 

Peer_Influence <--> 
Youth_Activity 

-.030 -.031 .003 -10.058 *** -.024 -.102 .003 -9.373 *** 

d14 <--> d10 .315 .650 .005 58.970 *** .312 .648 .005 59.165 *** 

e1 <--> e2 .198 .300 .008 24.914 *** .212 .314 .008 26.177 *** 

d16 <--> d15 .311 .383 .011 27.221 *** .381 .431 .017 21.903 *** 

d2 <--> d1 .032 .161 .002 12.981 *** .018 .096 .004 4.423 *** 

d8 <--> d5 -.021 -.031 .008 -2.597 .009      

d8 <--> d6 -.116 -.184 .008 -13.758 *** -.105 -.166 .007 -14.717 *** 

d4<-->d3      .024 .136 .003 7.647 *** 

d4 <-->d2      .020 .106 .002 9.090 *** 

d18 <--> d17       -.096 -.130 .023 -4.155 *** 

Note: *** = Correlation significant @ p ≤ .05  
Note: U. R.W. = Unstandardized Regression Weights; S. R. W. = Standardized Regression Weights; S. E. = Standard 
Error; C. R. = Critical Ratio 
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The results show that peer influence has the highest regression weight (.44) 

among the three significant predictors of the substance use. On the other hand, family 

attachment has the second highest regression weight (-.20) and followed by youth 

activities (-.09) on substance use. There were also negative covariations between peer 

influence and family attachment (-.38), youth activities (.10). A positive covariation (.25) 

exists between family attachment and youth activities. Overall, these predictor variables 

accounted for 32% of the variance in youth substance use. 

 

5.6. Hypothesis Testing 
 

The following research hypotheses were proposed for the generic research model: 

H1: It is postulated that among three dimensions of social capital, the peer 

influence produces a higher correlation with substance use.  

Based on the analysis results, the research hypothesis was supported. With a 

correlation of .44, there was a statistically significant relationship between peer influence 

and substance use.  This positive correlation suggests that one standard deviation increase 

in peer influence results in a .44 increase in substance use. On the other hand, there was 

an inverse relationship between substance use and family attachment, youth activities. 

The regression weight of family attachment was (-).20 while the latent construct of youth 

activities was (-).09.  

A multi-group testing procedure was used to test other hypotheses. The aim of the 

multiple group comparison is to reveal potential group differences. Since age, gender, 

ethnicity, income level, and mobility are moderator variables, data was divided into 


