Forms and Frames: Mind, Morality, and Trust in Robots Across Prototypical Interactions

Jaime Banks¹, Kevin Koban², and Philippe de V. Chauveau¹

¹ College of Media & Communication, Texas Tech University, Lubbock, Texas, USA
² Department of Communication, University of Vienna, Währinger Straße 29, 1090 Vienna

Abstract

People often engage human-interaction schemas in human-robot interactions, so notions of prototypicality are useful in examining how interactions’ formal features shape perceptions of social robots. We argue for a typology of three higher-order interaction forms (social, task, play) comprising identifiable-but-variable patterns in agents, content, structures, outcomes, context, norms. From that ground, we examined whether participants’ judgments about a social robot (mind, morality, and trust perceptions) differed across prototypical interactions. Findings indicate interaction forms somewhat influence trust but not mind or morality evaluations. However, how participants perceived interactions (independent of form) were more impactful. In particular, perceived task interactions fostered functional trust, while perceived play interactions fostered moral trust and attitude shift over time. Hence, prototypicality in interactions should not consider formal properties alone but must also consider how people perceive interactions according to prototypical frames.
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Introduction

News and popular media depict potentials for social robots (embodied technologies that simulate contextually social behaviors; Duffy, 2003) to interact with humans as do other
humans. Those interactions comprise distinct orientations, dynamics, and outcomes that may fundamentally influence humans’ understandings of robots. In particular, since specific interactions may be understood as prototypical of common interaction types, people may draw on scripts or schema inherent to those forms when evaluating social robots. To better understand how interaction types may shape perceptions of robots, we draw on human communication literature to argue for an organizing framework of higher-order interaction forms and their prototypical features. We employ this framework to isolate the particular features of relational norms and aims and to empirically examine their influence on social perceptions of a robot.

Thus, the goals of this research are twofold: to (a) conceptualize interactions as prototypical of interaction forms and (b) investigate those forms’ impact on robot perceptions. To these ends, we explicate the notion of prototypicality and how it emerges in interactions, and then argue for three higher-order interaction forms (social, task, play) comprising distinct sets of commonly co-occurring features. On that foundation, we present hypothesis and formulate questions regarding interaction forms’ impacts on key social(-cognitive) evaluations of robots. After reporting experiment results, findings are discussed in relation to prior research on robot schemas, interactants’ individual frames for interaction forms, and temporality of social perceptions. Findings indicate that mind perception and moral judgment did not vary across interaction forms; trust differed mildly across manipulated interaction forms, but more strongly across perceived interaction forms, suggesting prototypicality is a matter of both formal and perceived properties.

**Literature Review**

Human communication scholarship indicates that individual-, group-, and societal-level differences can influence how meaning is made in communication processes. In order to find superordinate patterns that permit generalizable ideas about how communication unfolds, scholars often rely on the notion of prototypicality. Prototypicality is the extent to which an exemplar is a good representation of its category (Rosch, 1973). This tautological definition belies the construct’s dynamic nature as prototypicality relies on frequencies of exemplar encounters and perceptions of each exemplar’s representativeness (Nedungadi & Hutchinson, 1985). In other words, the more people encounter an exemplar and perceive it as representative of a category, the more likely that exemplar will emerge as prototypical of the category.

It may be tempting to consider prototypical exemplars, then, as comprising clear sets of features. For instance, one might say an interaction is “professional” if it has necessary features of formality, hierarchical relations, and workplace context. However, prototypicality in communication is better considered as having fuzzy-set criteria: an exemplar’s representativeness of a category varies with the degree to which it adheres to a collection of sufficient-but-not-necessary qualities (see Ragin, 2000). Thus, a “professional” interaction is instead one that is sufficiently formal, hierarchical, and/or workplace-situated. Non-prototypicality would equate to “0” and perfect prototypicality would equate to “1,” with grades between. Although prototypicality is principally examined in individuals’ perceptions of other people, the notion is a useful conceptual starting point for forms of interaction.
Prototypicality in Interaction

Prototypicality emerges through systematically shared features (Nedungadi & Hutchinson, 1985) that cumulatively guide people’s shared understanding of the world. Accordingly, specific interaction forms (i.e., higher-order categories) may be identified by considering features that commonly co-occur when agents interact in exemplar interactions. Identifying such features is perhaps best grounded in a long-standing definition of communication: Who says What to Whom in which Channel with what Effect (Lasswell, 1948). Who(m) refers to the agents involved, What is the content of the messages, Channel includes the structural features of an interaction, and Effect is the outcome. As all communication is embedded in social situations governed by contextual factors and social rules (Goffman, 1964), we add to the Lasswellian formula context and norms. Higher-order interaction forms can be identified, then, by common agents, content, structures, outcomes, context, and norms. Specific interactions are more or less prototypical of those forms as they are more or less adherent to the common features.

These six clusters of interaction features set the scope for further explicating systematic feature co-occurrence (see Figure 1). There is systematicity in agents in terms of their “kind,” where kind is discernible in demographics (e.g., gender expression), social category (e.g., blue-collar workers), or ontological category (e.g., robots; Guzman, 2020). Systematicity in content includes feature patterns in the subject matter and topic of interactions (Taboada & Wiesemann, 2010). Systematicity in structures comprise the composition of messages (How does an interaction unfold?) and channels (How is an interaction arranged?). Systematicity in outcomes is broadly construed as the individually or jointly (un)expected or (un)desired results of an interaction, such as goals (Homans, 1961) and effects (Altman & Taylor, 1973). Systematicity in context consists of the spatial and social environments (Bronfenbrenner, 1977). Finally, systematicity in norms are implicit or explicit social rules for how individuals have or ought to behave in an acceptable fashion (Lapinski & Rimal, 2005).
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Higher-Order Interaction Forms: Social, Task, Play

We have argued that six clusters of features have subsets that commonly co-occur across interaction exemplars. These co-occurrence patterns give rise to higher-order interaction forms—akin to how others have proposed operational user-agent interaction “cases” (e.g., deception, coercion) based on technical parameters choices, learning; Burr et al., 2018). We build on the notion of interaction-form prototypicality to argue for higher-order forms across which those cases (and others) may manifest. Prompted by exploratory work suggesting differential social-cognitive effects across social, task, and playful interactions (Banks, 2017), literature regarding those three interactions suggests variably co-occurring features and so candidacy as higher-order interaction forms.

Social interaction. Social interactions, broadly, are processes by which agents co-act (Mele, 2017). Under this definition, most interaction exemplars may be considered social. However, we refer specifically to interactions in which sociality is an end in itself. Co-occurring features manifest in relation to agents (widely varied, but generally of comparable power; Dahl, 1957), content (self- and other-relevant subjects such as life stories and opinions; see Mehl & Pennebaker, 2003), structures (reciprocity, turn-taking, increasing self-disclosures; Rubin & Shenker, 1978), outcomes (feelings of relatedness, closeness, familiarity, kinship; Aron et al., 1992), context (often third places or personal spaces during leisure time; Oldenburg, 2007), and norms (manners, attention, role-taking; Kurth, 1970).

Task interaction. Task interactions are those constellated around exertion of mental or physical resources, primarily in service of an interested entity (Burke, 1971). That interested entity may be oneself (a person training for a marathon with an AI coach), another (an electrician working for a homeowner) or an external entity (one performing cooperative labor for an employing company). Co-occurring features manifest in relation to agents (actors with complementary skill sets and authorities, generally motivated toward mutual benefit; see Cummings & Kiesler, 2008), content (goal- and process-relevant subjects; see Pickering & Garrod, 2006), structures (standardized communication protocols, efficient channels, established timelines for repeated contact; Bolton, 2015), outcomes (achievement of the aim, feelings of competence, rewards for performance; Weiss & Kahn, 1960), context (co-located or mediated work spaces, hierarchical social structures; Poole, 1978), and norms (shared or tiered responsibility, distribution of roles, collaboration; Teh et al., 2012).

Play interaction. Playful interactions are autotelic communications situated outside of (albeit in relation to) everyday work or social life (cf. Huizinga, 1949). Although the notion of play may invoke strong associations with games (i.e., [semi-]structured challenge systems with negotiable outcomes; Juul, 2005), playful interactions also include other autotelic communicative activities (e.g., those in leisure, work, education, or culture; Frissen et al., 2015) situated within a collectively pretended, superimposed system of rules (Frasca, 2007) and characterized by a mindset of gregariousness, frivolity, and reduced inhibition (see Barnett, 2007). Co-occurring features manifest in relation to agents (familiaris with shared justification for the activity; Deterding, 2018), content (subjects related to the activity itself or communication that is silly, whimsical, funny, or teasing; Mäyrä, 2012), structures (game- or participant-defined frameworks for collaboration, competition, or creation; Boyan &
Banks, Koban, and Chauveau (2018), outcomes (hedonic and eudaimonic gratifications; Rogers et al., 2017), context (private spaces or formalized public play spaces; see Foucault, 1986), and norms (e.g., accordance with or free from rules or boundaries, suspension of disbelief; Burke, 1971).

**Interaction Forms and Social Perceptions of Robots**

Social, task, and play interaction forms afford a tentative typology, and specific interaction exemplars (i.e., given conversations) variably fit into the higher-order categories based on adherence to some number of sufficient-but-not-necessary features. In this way, the forms are concrete enough to discern across more or less prototypical exemplars but still flexible enough to shift with emergent communication activities. Some exemplars are clearly and largely prototypical of an interaction form (most/all common features, closer to full prototypicality of “1”) while others have some degree of fit depending on the number of representative features (some features, prototypicality between 0 and 1). For instance, considering playful interactions, a robot playing soccer with a human in a park fits many aforementioned features for prototypical play interactions; however, the same pair playing in a grocery store has lesser fit (as the context is not prototypical). This concrete-yet-flexible typology is useful for systematically exploring the influence of interactions—as complex feature-sets—on relational outcomes.

Prototypicality informs individuals’ schemas and frames that guide their expectations for an interaction. Schemas are “superordinate knowledge structures that reflect abstracted commonalities across multiple experiences,” shaping how people interpret new experiences (Gilboa & Marlatte, 2017, p. 618). Individually held frames are schema-derived filters that organize immediate experiences (Goffman, 1974) and serve as interpretive lenses (Scheufele, 2000). In other words, sets of features held together in each higher-order interaction form are—through experience-derived schemas and frames—familiar and recognizable, guiding how people approach novel-but-familiar interactions.

Prototypical social, task, and play interactions foster evolving schemas that include descriptive and procedural scripts as each is encountered in everyday life. Scripts are abstract representations of stereotypical event-sequences, accessed in response to relevant situational cues (Abelson, 1981): sets of ideas about what one and others should do in a situation. People engage in similar social-cognitive processes (e.g., mind perception; Banks, 2020b) and interaction scripts (Edwards et al., 2016) when interacting with robots, though it is yet unclear whether the form of an interaction may influence these dynamics. In considering those potential effects, it is useful to first explore impacts on fundamental social judgments in relation to prototypical norms and outcomes.

**Mind perception.** People’s perception of another agent as having a mind unfolds through an inferential mechanism (Theory of Mind; Premack & Woodruff, 1978) by which they overtly or indirectly surmise the agent’s mental states from discernible cues. Three perceived mental capacities (Malle, 2019) are (a) reality-interaction capacity (mindful communication and action), (b) affective capacity (physiologically/emotionally experiencing emotional states), and (c) social-moral capacity (simulation of others’ minds and evaluating right/wrong). Social action often automatically promotes inferences of mindedness and since humans generally mentalize robots as they do humans (Banks, 2020a), making it likely that all three
interaction forms will promote some level of all three capacities, albeit with differential patterns. Because social interactions are grounded in self-relevant exchanges via norms for self-disclosure that engender relational intimacy outcomes (Altman & Taylor, 1973),

(H1a) social interaction will promote highest perceived affective capacity. Task interactions feature shared responsibility and cooperation norms (Wageman & Baker, 1997) leading to incremental progress and effective task achievement outcomes (Walliser et al., 2019), such that

(H1b) task interaction will promote strongest reality-interactive mentalizing. With norms for fair play (cf. Consalvo, 2009a) and outcomes of coordination-driven achievement and positive affect (Oliver et al., 2015),

(H1c) playful interactions will promote highest perceived social-moral capacities. Because this indirect mental inferencing operates independently of more conscious judgments, it is also useful to consider:

(RQ1) Does explicit mind ascription differ across interaction forms?

Moral evaluation. Perception of entities’ moral agency is key to a range of social cognitions (Moll et al., 2008) that may influence human-machine communication. Extrapolating from scholarship on media representations of morality, people show greater affinity for personas that express valued moral-character qualities (Tamborini et al., 2013) and desire punishment for those that deviate (Zillmann & Cantor, 1976). Such moral evaluations may vary by interaction form, as a form’s prototypical features make salient the behaviors considered normatively “good” in an interaction and the types of outcomes that excuse “bad” behaviors. For instance, robots telling lies to humans in social interactions may be seen as immoral due to expectations for authenticity but found acceptable or desirable in play interactions where lies are prototypical (e.g., “poker faces”).

In addition to discrete moral-character evaluations, explicit moral status ascription (overt decision on robots’ abilities to be or do good/bad) may vary across interaction forms. An interaction form’s prototypical norms and outcomes may give the human partner greater license for acknowledging moral status. However, because moral evaluations depend heavily on the content of messages conveyed, behaviors performed, and people’s emotional responses to it (Avramova & Inbar, 2013), neutral content (as in the present study’s stimuli) could also prevent variation. Given these conflicting potentials, we ask:

(RQ2) (How) does robot (a) character evaluation and (b) moral-status ascription differ across interaction forms?

Trustworthiness. Trust is a multifaceted construct understood as a weak induction (somewhere between full knowing and ignorance) that provokes surrender in the face of uncertainty (Simmel, 1908/1950, 1900/1990). Within human-machine communication research it is defined as feelings of faith and reliance that a robot will not exploit one’s vulnerability, and it is understood as key to social acceptance of robots (see Ullman & Malle, 2018) as it
may play out in socioemotional distancing and intentions to engage them. Although extant literature suggests playfulness may be associated with positive engagement (Moon & Kim, 2001), a robot’s performance may affect explicit ascription of trust (van den Brule et al., 2014), and linguistics may influence social distance (Kim et al., 2013). However, it is yet unclear whether higher-order interaction forms may engender differences in trust. Therefore, we ask:

(How) do (RQ3a) explicit trust ascription and (RQ3b) trust-related intentions (i.e., future engagement and preferred social distance) vary across interaction forms?

In social judgments of robots, trust as a feeling-state is different from trustworthiness as the perception of another actor’s abilities or character (Colquitt et al., 2007). Robot trustworthiness is multidimensional (Ullman & Malle, 2019), comprising considerations of capacity (whether a robot is functionally capable and operationally reliable) and morality (whether it is inherently ethical and sincere). We predict that both types of trustworthiness will vary by interaction form. As social interactions rely on norms of authentic self-disclosure and outcomes of relational closeness (Altman & Taylor, 1973) and play interactions rely on norms of rule-following and fairness (Consalvo, 2009a), we hypothesize that

(H2a) social and play interactions will promote highest levels of moral trustworthiness. Regarding capacity trustworthiness, competence is known to precede trust in another’s capabilities (Sherwood & DePaolo, 2005) and capacity trustworthiness manifests partly through cooperative decision-making (McCabe et al., 2001), which is common to both task and play interactions. Following, it is likely that in comparison to social interactions,

(H2b) task and play interactions will promote highest capacity trustworthiness perceptions.

Method

The study implemented three exemplars prototypical of the three higher-order interaction forms (social, task, play) as a between-subjects factor. Participants were randomly assigned to one of these conditions, resulting in \( n = 40 \) participants in the social condition, \( n = 38 \) in the task condition, and \( n = 39 \) in the play condition. All study materials are available in online supplements: [https://osf.io/n87bg/](https://osf.io/n87bg/).

Participants

A convenience sample of students was invited to participate in a study on “interacting with robots in different situations” for course credit and US$5 compensation. After excluding three participants due to technical issues, impaired vision, and missing survey responses, the final sample comprised 117 participants aged \( M = 20.38 \) years (\( SD = 3.45 \), range: 18–40). In total, 43 participants identified as male and 74 as female. Ethnicities included Caucasian
(n = 75), Hispanic (n = 19), African (n = 9), Asian (n = 6), native American (n = 1), and mixed ethnicities (n = 7).

**Procedure**

The study’s procedure consisted of three stages. First, participants completed a pre-session online survey capturing covariates: robot experience, existing robot and technology attitudes, and demographics.

Second, they participated in an in-person lab session to complete the robot-interaction procedure (see supplements for lab configuration). After giving informed consent, the experimenter guided participants into another room and briefly introduced them to the humanoid robot “Ray” (RoboThespian with “Pris” face and “Heather” American English voice, addressed with female pronouns); they were given the chance to introduce themselves. The experimenter briefly left the room as they “got to know each other” to minimize immediate novelty effects; Ray asked participants about academic majors, current studies, and hobbies, followed by a short description of Ray’s alleged leisure activities (“reading the news on the internet”). The experimenter then stepped back into the room and provided instructions for the assigned interaction that would unfold (sans experimenter) over the next 5 minutes.

Finally, after those 5 minutes, the experimenter returned and led the participant back to the first room to complete a post-interaction survey out of sight of both robot and experimenter. That survey included items capturing initial impression of Ray and of the interaction, and scales for perceptions of mind, morality, and trust. Participants were thanked, compensated, and dismissed.

**Stimulus Interactions**

The robot was controlled using Wizard of Oz methodology: although we told participants that Ray could “do a lot of things, like sensing its environment, listening and responding in conversations,” the robot was fully controlled from a hidden lab room. One of three student assistants controlled Ray using 36 pre-defined interaction scripts consisting of verbal and non-verbal responses—including affirmatives (e.g., “Oh, very good.”), negatives (e.g., “No, I don’t think so.”), and ambiguous statements (e.g., “Interesting.”), as well as several condition-specific responses. A cover story rationalized limitations when participants wanted to talk with Ray beyond the predetermined script, explaining that Ray was still “learning how to speak to humans well,” that some “speech may be a little limited,” and they should not “be surprised if she doesn’t give the perfect answer to what you say.” The controllers were trained for 6 hours and ran tests with naive training participants. Form features associated with agents, structures, content, and context were controlled while prototypical features for norms and outcomes were manipulated (Table 1; see supplements for complete scripts and stimuli).

**Social interaction.** In the social condition, participants engaged in “friendly conversation” with Ray about everyday triangle-shaped things (a morally neutral topic). Instructions emphasized self-disclosures through talk about everyday experiences. Both interlocutors
were instructed to use a keyboard to type out topics discussed (typing was shown via Microsoft Word on a wall-mounted screen) to visibly display Ray’s agency in parallel with on-screen activities in other conditions. Ray’s condition-specific speech included requests to name triangles, think about a favorite triangle, explain an unfamiliar triangle, and speculate about triangles’ importance.

**Task interaction.** In the task condition, participants “completed a task together” with Ray: cooperating on a CAPTCHA-like task to find hidden triangles in photographs. Instructions emphasized coordination and accuracy as goal outcomes. Ray’s actions were shown on-screen by a moving cursor and clicking identified triangles. Ray’s condition-specific speech included task-relevant suggestions, action narrations, and requests for help.

**Play interaction.** In the play condition, participants were asked to “play a game” with Ray. The game was DeRu (InkKit, 2018): a puzzle game in which players cooperate to navigate triangles through obstacles to respective goal states. Instructions outlined game rules, goals, and emphasized turn-taking and having fun. Ray’s actions were shown on-screen through the control of the triangle game piece, and condition-specific speech included movement suggestions and narratives of actions.

**Measures**

All within-scale items responses were presented in a randomized order on 7-point Likert scales and averaged by subscale for further statistical analyses, unless otherwise indicated.
Mind perception. Participants were asked to complete the updated 20-item version of the multidimensional mental capacity scale (Malle, 2019) comprising three dimensions: reality-interaction capacity (α = .86), affective capacity (α = .86), and social/moral capacity (α = .86). Participants also rated the robot on the four-item dependency (i.e., mindlessness) subscale of the perceived moral agency scale (α = .53; Banks, 2019) and were asked to explicitly indicate whether or not “Ray has a mind” (no/yes). Due to low internal reliability, the dependency subscale was excluded from further analyses.

Moral evaluation. The perceived moral agency scale’s six-item moral-capacity subscale (α = .89; Banks, 2019) was employed, complemented by the extended character morality questionnaire (Grizzard et al., 2020) consisting of four-item moral-foundation subscales: care (α = .85), fairness (α = .77), loyalty (α = .77), authority (α = .88), purity (α = .69). The purity subscale was adapted (in cooperation with the scale developer), replacing one item about smoking with one about a computer virus. Two items were dropped from analysis (“healthy lifestyle” from the purity set, “loyalty to friends” from the loyalty set) for low intra-dimension correlations (r ≤ -.02). Explicit moral status was measured by asking whether or not “Ray can be moral or immoral” (no/yes).

Trustworthiness. Participants’ trust in Ray was operationalized as both trustworthiness and trust-related intentions. Trustworthiness was captured via the multidimensional measure of trust (Ullman & Malle, 2019) with two dimensions: capacity trustworthiness (α = .85) and moral trustworthiness (α = .91). Participants also responded to a single dichotomous measure, asking “whether or not they trust Ray” (no/yes). Trust-related intentions were captured via two measures concerning comfort with future interactions. First, physical, relational, and conversational indicators of social distance were employed using three Guttman-scale items (Banks & Edwards, 2019), range 0–6 with lower scores indicating more distance. Second, participants indicated degrees of willingness to meet with Ray again in three different scenarios: “to have a friendly chat,” “to work on a difficult problem,” or “to play a game.”

Manipulation check. Although stimulus interactions were carefully constructed according to prototypicality criteria, interactions within laboratory settings may be seen as a task in itself, irrespective of its features. Following, a single-item manipulation check was used to capture perceptions of the interaction as most similar to “having a conversation,” “completing a task,” or “playing a game.” Participants also were asked to describe their experience in an open-ended format.

Control measures. Participants documented attitudes toward robots via the Godspeed questionnaire likability subscale (α = .90; Bartneck et al., 2009) and prior experience with robots via a single Likert-style item. General attitudes regarding novel technologies were captured using technophobia (α = .77) and technophilia scales (α = .88; Martínez-Córcoles et al., 2017). Specific to the stimuli, Ray’s perceived humanlikeness and amiability were captured using the Godspeed anthropomorphism (α = .83) and likeability subscales (α = .88).
Results

Analyses draw from a sample of \( N = 117 \); however, due to survey randomization error, the first 44 cases collected were only shown two of three dependent variable sets, so they suffer from data missing at random. See supplements for specific missing cases, descriptive statistics, and zero-order correlations. In checking effectiveness of the manipulation, participants perceived all conditions as most similar to completing a task (see supplements). However, Chi-Squared testing across conditions demonstrated that no misaligned perceptions were significant (\( p \geq .150 \)). Based on these discrepancies between assigned and perceived interaction form, analyses evaluated both manipulated and perceived interaction forms as between-subjects factors.

Hypothesis Testing

In multivariate and univariate tests (as appropriate, given [non]correlations between dependent variables), when significance was approached (\( p \text{ range .051–.100} \)), moderate or larger effect sizes (Cramér’s \( V \geq .21 \) [given \( df = 2 \)] and univariate part. \( \eta^2 \geq .06 \)) were interpreted, given smaller sample sizes inappropriately punish \( p \) values (Bowman, 2017).

Mind perception (H1a–c, RQ1). MANCOVA compared mental capacities across dimensions; participants’ general technology and robot attitudes and Ray’s perceived humanlike-ness and amiability were covariates. There was no significant multivariate effect for mental capacities, Wilks’ \( \lambda = .97, F(6,192) = 0.46, p = .837 \). Therefore, hypotheses H1a, H1b, and H1c were not supported. A Chi-Square test compared explicit mind ascription across conditions, with no significant differences, \( \chi^2(2) = 3.08, p = .215, V = .171 \). Answering RQ1, then, explicit mind ascription did not significantly differ across interaction forms.

Moral evaluation (RQ2). A MANCOVA compared moral character and ANCOVA compared moral status across conditions, with the same covariates as above. There was neither a significant multivariate effect, \( \lambda = .86, F(10,188) = 1.45, p = .161 \), nor a significant main effect, \( F(2,98) = 1.29, p = .279 \), part. \( \eta^2 = .026 \). Concerning explicit moral-status ascription across conditions, analysis again revealed no significant differences, \( \chi^2(2) = 0.30, p = .860, V = .053 \). Answering RQ2, neither implicit nor explicit moral evaluations varied across manipulated interaction forms.

Trust(worthiness) (H2a–b, RQ3a–b). MANCOVA (with covariates as above) compared trustworthiness across conditions. Although there was a significant multivariate effect, \( \lambda = .87, F(4,194) = 3.44, p = .010 \), subsequent univariate testing revealed no significant differences (capacity trustworthiness: \( F(2,98) = 2.82, p = .064 \), part. \( \eta^2 = .054 \); moral trustworthiness: \( F(2,98) = 2.94, p = .058 \), part. \( \eta^2 = .057 \)), offering no support for H2a or H2b. A Chi-Square test comparing trust ascription across conditions indicated differences approaching significance and meeting the effect-size benchmark, \( \chi^2(2) = 5.31, p = .070, V = .224 \). Participants in the task condition were most likely to explicitly express trust in Ray (71.43%) compared to those in the play (57.58%) or social (44.74%) conditions.
Concerning trust-related intentions, the three social distance and three intention parameters were strongly correlated, warranting MANCOVAs (with covariates as above). There was a significant multivariate effect for social distance, $\lambda = .88$, $F(6,214) = 2.34$, $p = .033$. Univariate testing showed a significant effect only for physical distance, $F(2,109) = 4.86, p = .010$, part. $\eta^2 = .082$. Participants in both task ($M = 4.16, SD = 0.92$) and play ($M = 4.08, SD = 1.18$) conditions felt more comfortable with being physically near Ray than did those in the social condition ($M = 3.40, SD = 1.65$). Concerning participants’ willingness to interact with Ray again, there was no significant multivariate effect, $\lambda = .89$, $F(6,214) = 2.04, p = .061$. However, univariate testing revealed a significant effect for people’s intention to return for a play interaction, $F(2,109) = 3.77, p = .026$, part. $\eta^2 = .065$. Mirroring the results for physical distance, participants in both task ($M = 5.55, SD = 1.57$) and play ($M = 5.79, SD = 1.89$) conditions showed stronger willingness compared to those in the social condition ($M = 4.85, SD = 1.98$).

**Post-Hoc Analysis: Differences Across Perceived Interaction Forms**

Due to discrepancies between assigned and perceived interaction forms, data were re-analyzed using perceived interaction form (social [$n = 20; 17.09\%$] vs. task [$n = 66; 56.41\%$] vs. play [$n = 31; 26.50\%$]) as a between-subjects factor. This re-analysis used the same statistical methods as used in the initial analysis, typically robust against unequal group sizes (barring homogeneity issues not present here; see supplements).

**Mind perception.** MANCOVA again showed no significant multivariate effect on three mental capacities, $\lambda = .90, F(6,192) = 1.69, p = .126$. Thus, no support is offered for H1a–c. Conversely, the Chi-square test to check for explicit mind ascription approached significance and met the effect-size benchmark, $\chi^2(2) = 5.22, p = .074, V = .222$. In contrast to manipulated interaction’s null effects (RQ1), participants perceiving a task interaction were least likely to ascribe mind (37.29%) compared to the other conditions (play 59.26%, social 60.00%).

**Moral evaluation.** A multivariate effect approached significance and met the effect-size benchmark for perceived moral character, $\lambda = .83, F(10,188) = 1.78, p = .067$, but there were no significant univariate effects for any moral character parameter. No significant main effect was found for moral capacity, $F(2,98) = 1.24, p = .295$, part. $\eta^2 = .025$. Explicit moral-status ascription also did not differ by perceived form, $\chi^2(2) = 4.21, p = .122, V = .199$.

**Trust(worthiness).** In line with original analysis, there was a multivariate effect for trustworthiness, $\lambda = .81, F(4,194) = 5.49, p < .001$, and a significant univariate effect for moral trustworthiness, $F(2,98) = 10.08, p < .001$, part. $\eta^2 = .171$. Those perceiving social interactions scored highest in moral trustworthiness ($M = 5.08, SD = 1.10$), followed by the play ($M = 4.50, SD = 1.10$) and task groups ($M = 4.02, SD = 1.45$). There was no difference in explicit trust ascription across perceived interaction forms, $\chi^2(2) = 0.02, p = .988, V = .015$. Thus, re-analysis is interpreted to offer partial support for H2a only when considering perceived interaction forms.
Regarding social distance, there was no multivariate effect, $\lambda = .94$, $F(6,214) = 1.10$, $p = .362$. However, participants’ openness to future interaction varied across conditions, $\lambda = .84$, $F(6,214) = 3.25$, $p = .004$. A significant univariate effect was exhibited only for willingness to return to play a game with Ray, $F(2,109) = 9.78$, $p < .001$, part. $\eta^2 = .152$. Participants perceiving a playful interaction showed greatest willingness ($M = 6.42$, $SD = .89$) to play again, compared to those perceiving task ($M = 5.02$, $SD = 2.02$) and social ($M = 5.05$, $SD = 1.88$) interactions.

**Post-Hoc Analysis: Themes in Interaction Experiences**

Although preceding analyses allow for statistical comparisons of measured responses, a limitation of this approach is that comparisons are determined *a priori*. Inductive analysis of participants’ open-ended experience descriptions complements findings above by considering patterns in subjective experiences. Open answers to the post-interaction survey question “What was it like to spend time with Ray as you did?” were subjected to inductive thematic analysis (Braun & Clarke, 2006; see supplements). This analysis extracted three themes:

- **Affective reflections** ($n = 150$ mentions). Participants recounted emotional reactions to their own role in the interaction (e.g., “I felt kind of silly talking to a robot”) and/or reflection of their own emotions felt during the interaction (e.g., “being with Ray did not make me feel comfortable”). Some reflections were clear and manifest (e.g., emotion words: angry, sad, happy) but others were more complex or latent (e.g., fascination, implications of awe).

- **Robot capacities** ($n = 147$). Some responses included mentions of what Ray was possibly or actually able to do during interactions in terms of *non-physical capacities*, including social and mental capabilities, but not personality or physical traits or specific behaviors. Mentions included (a) interactive capacities, (b) functional capacities, and (c) capacities to act or think independently. For instance, some mentioned that “Ray’s response time was slow” or that Ray had strong or poor “people skills.”

- **Temporality** ($n = 125$). Participants also mentioned the role *time* played in their experiences. These included: (a) (lack of) prior expectations for robots, suggesting before/after shifts in mindset (e.g., “I did not know what to expect when I walked in”), (b) mentions of how feelings/thoughts changed over the interaction (e.g., “at first, I felt scared”), and (c) concrete mentions of time-related concepts (e.g., minutes, a long time passed, or wishing for more time).

**Experience themes across forms.** To evaluate whether themes were differentially salient in specific interaction forms, a coding scheme was developed from the inductive analysis results (see supplements) and used in coding for absence/presence of themes. Two independent coders achieved interrater reliability on a 10% subset of data: affective $\alpha = 1.00$, capacities $\alpha = -.045$ (83.3% agreement, acceptable due to infrequent codes; Krippendorff, 2011), and temporality $\alpha = .83$. One rater coded the remaining data.
Across the manipulated interaction-form conditions, there were no significant differences ($ps \geq .142, \eta^2 \geq .034$; see supplements for detailed results). For perceived interaction forms, no difference emerged for the presence of affective reflection, $F(2,114) = 2.11$, $p = .126, \eta^2 = .036$, or robot capacity, $F(2,114) = 0.38, p = .686, \eta^2 = .007$. However, mentions of temporality differed significantly, $F(2,114) = 6.11, p = .003, \eta^2 = .097$. Participants who perceived game-like interactions were more likely to mention temporal concepts compared to those perceiving task-like interactions ($\Delta M = -0.36, SD = .10, p = .003$). Notably, not all mentions of time were equal; some participants noted time in a strictly factual way (“we spent time together”) while others mused (wishing for “more time” with Ray). This analysis did not discriminate among valences or semantics, such that claims here are limited to mentions as indications of salience.

**Discussion**

On the theoretical ground that interactions take three higher-order forms (social, task, play) based on prototypical features (agents, norms, structures, content, outcomes, context), we predicted and questioned the nature of interaction forms’ influence on social evaluations of robots. To summarize, we found no statistically meaningful differences in perceived mental or moral evaluations across manipulated interaction forms. However, there was a greater tendency to explicitly express trust after task interactions (versus social or play) and willingness to be physically closer after task or play interactions. Since perceptions of interactions differed from the manipulated form, reanalyzing social judgments for perceived interaction forms again showed no effects on moral capacity evaluations. However, explicit mind ascription was less frequently ascribed in perceived-task interactions, moral trustworthiness highest in perceived-social interactions, and willingness to return for playful interactions in a perceived-playful interaction. Temporal dynamics were most salient to individuals perceiving the interaction as a game. Results indicate (a) likely importance of task-form features in promoting trust, (b) divergence of interactions’ formal features and individuals’ perceptions thereof, with an influence on trust, and (c) a relative non-importance of interaction form for social cognitions.

**Task Interactions as Robot Schema-Consistent**

The manipulated features of norms and outcomes manifested in the task condition as functional cooperation, action and productivity guidelines, and outcome accuracy. Task interactions promoted explicit trust and comfort with physical closeness, suggesting its prototypical features are more aligned with common mental models for what a robot is (a function-driven machine; Banks, 2020a), how it should behave (completing tasks; Takayama et al., 2008), and what its skills are (unbiased information processing; Sundar, 2008). This schema-consistency may have facilitated a working intuition of how the robot could complete the task, in contrast to a lack of understanding for capacities to socialize or play. In other words, when robots do what is ostensibly appropriate for robots to do (i.e., efficient work) through normative, discernible mechanisms (i.e., simple input/output loops), people may move closer to knowing than not-knowing (cf. Simmel, 1908/1950) and trust them more—even to the extent of welcoming them in less task-oriented future interactions.
In tandem, participants in the play and social interaction conditions may have formed expectations about the robot’s functionality and performance that exceeded its actual capabilities. While its humanoid appearance might have already raised performance expectations from the outset (Duffy, 2003), each interaction-form prime may have uniquely emphasized different robot functionalities (Lohse, 2011). Some expectations were easier to fulfill during the short, pre-scripted scenarios (i.e., purely functional expectations in the task condition) than others (i.e., elaborate social-cognitive/socio-emotional expectations in play and social conditions). Typically, such expectancy violations result in participant disappointment and reduced acceptance of (Komatsu et al., 2012) and trust in robots (Kwon et al., 2016).

These interpretations point to task interactions as suitable starting points toward more social interactions, facilitating utilitarian trust in advance of socioemotional trust (see Van-neste et al., 2014). By adhering to task-form norms and aims, robot interactions may avoid eliciting anxieties typically associated with social (i.e., less schema-consistent) implementations of embodied artificial intelligence (Cave et al., 2019). Notably, adherence to schema (superordinate knowledge structures that shape new experiences; Gilboa & Marlatte, 2017) may only be applicable to the kinds of novel and short-term interactions in this study. As schemas evolve with continuous experience, expectations for interactions may also evolve—potentially to allow for less structured, more social interactions.

**Interaction Forms Versus Interactant Frames**

Interaction forms’ influence on trust indicators differed between manipulated and perceived interaction forms. Manipulated task interactions promoted explicit trust ascription and acceptance of physical vulnerability, while perceived social engagement promoted impressions of moral trustworthiness and perceived playful exchange promoted willingness to play again. This finding suggests trust emerges differentially in relation to actual interaction dynamics compared to an individual’s frame (i.e., interpretive lens) toward an interaction. Frames are understood to organize people’s immediate experiences by filtering in relevant and filtering out irrelevant information (Goffman, 1974), such that what “counts” for trust appears to emerge differently based on perception. Specifically, when an interaction is perceived as social it may engender moral trustworthiness through mutual self-disclosure (Martelaro et al., 2016); when it is perceived as playful, autotelic engagement may engender positive affect toward anticipated future play (cf. Dragan et al., 2014). This sits in contrast to the influence of task-interaction formal features as they influenced indicators of less socioemotional and more functional trust orientations. The aims and norms associated with tasks (i.e., completion, accuracy, order) appear to have promoted a type of operative trust that emphasizes a conscious and overt risk-acceptance orientation. In other words, the robot proved it could be effective in task in a co-present context, therefore it is likely safe to be around. Speculatively, then, both subjectively felt and practically applied trust may be most effectively fostered when an interaction is effectively task-oriented but is understood to be social and/or playful.

**Play as Transitional Interaction**

Participants who perceived their interaction as playful and expressed greatest willingness to engage in another playful interaction also described their experiences with prevalent
mentions of time-related concepts. Thus, temporality may be important in fostering future-oriented and agent-focused orientations toward robots. Playful interactions could be an effective gateway for promoting self-motivated engagement with social robots, which might eventually lead to long-term acceptance. The greater prevalence of time-related notions in perceived play interactions suggests that—although all three forms were inherently cooperative—something about the nature of play may promote shifts in robots’ perceived social status. This could be a function of shifting from belonging to an ontological outgroup (i.e., robot, not human; Guzman, 2020) to becoming a teammate in an autotelic activity and, thus, member of an ingroup (Fraune et al., 2017). It is unclear whether competitive, playful interactions would result in an opposite effect—a potential that should be explored further. The prevalence of temporality notions in post-play reflections may also be indicative of a shifted experiential frame. Even though playful activity may have not resulted in different post-hoc evaluations, participants perceived Ray differently (i.e., more favorably) during playful interactions. That is, they may have entered a “magic circle”—a playful space in which rules, norms, and realities are held apart from everyday life (Consalvo, 2009b)—together with a robot, where the frame shift made the robot’s ontological class irrelevant to the interaction. Play may thus foster non-conscious, in situ attitudinal and behavioral changes that become noticeable after time has passed and they have left the circle.

**Limitations and Future Directions**

This investigation has inherent limitations that should be addressed in future research, inclusive of the missing data challenge that necessitates replication. Despite evidence that different interaction forms would likely make distinct features of robots-as-agents salient to humans, adherence to forms’ fuzzy-set criteria may have been too subtle. By experimentally controlling agent behaviors, content, structure, and context, we may have inadvertently controlled form-features that influence social judgments. The purposefully neutral content (triangles) may not have been sufficiently meaningful, and the laboratory environment evidently fostered perceptions of tasked interaction. Varying the physical and social context may mitigate this challenge. Said another way, interaction forms may matter for mind and morality, but their prototypicality may need to be closer to 1 than to 0. Even at the expense of ecological validity, future research may benefit from implementing highly prototypical interaction forms in order to first gain coarse-grained insights into form dynamics before engaging more detailed inquiries.

It is also likely that the novelty and constrained structure of the interaction (i.e., five minutes) influenced findings. Different patterns may emerge in longer interactions and also as a function of the robot’s morphology. The use of an anthropomorphic robot was based on both theoretical and practical grounds. Theoretically, evidence indicates it is more likely that people transfer humanlike representations to humanoid agents (cf. Epley et al., 2007) such that if differences emerged, they were more likely to be detectable for an android; practically, a humanoid robot allowed us to engage participants in more convincing and elaborated scenarios, reducing the risk of shallow interactions. Nevertheless, future inquiries should investigate how morphological cues may promote relatively different expectations for each interaction form: mechanomorphic robots may be suitable for task interactions (due to expectations of a goal-relevant design), zoomorphic robots for playful interaction...
(due to expectations of fantasy and frivolity), and anthropomorphic robots for social interactions (due to expectations of shared experiences).

From these findings, there are also nuances to be explored pertaining to all six feature clusters of interaction forms. For instance, regarding agents, the convenience sample of predominantly young, White college students may have impacted findings as young people are often more enthusiastic toward novel technologies (Hauk et al., 2018) than are older adults commonly exposed to robots in clinical contexts. Additionally, the lab setting may allow for sufficient control of contextual factors but at the cost of everyday influences like noise and ambiance. Moreover, we have argued for a tentative set of feature-clusters but there may be other clusters inherent to interaction forms that advance the theoretical and practical utility of the framework. It may also be that discrete feature-sets are differently impactful than the ways in which interaction-form features co-occur or impact one another, as when a context may influence the norms. Future work should unpack the relational potentials for interaction forms and their constitutive features to impact human-machine communication.

**Conclusion**

Data indicate prototypical task interactions are most impactful in fostering functional trust while the perception of interactions as social and playful foster anticipatory and moral trustworthiness; playful engagements also make one’s attitudes (and attitude shifts) salient over time. Findings are interpreted to suggest that schema-aligned task interactions and perceived playfulness are gateways for building trust in robots. We also interpret these findings as offering initial evidence that higher-order interaction forms serve as a meaningful framework for considering human-machine relations, as social technological agents are increasingly integrated into human social spheres.
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