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Abstract

As educational organizations increasingly consider supporting or replacing human chat 
advisors with chatbots, it is crucial to examine if users perceive a chatbot differently from 
a human. Chatbots’ conversational features may signal responsiveness and thus improve 
user responses. To explore this, we conducted three online experiments (Ntotal = 1,005) 
using a study advising setting. We computed pooled data analyses because the individ-
ual study results did not provide clear support for our hypotheses. Results indicate that 
users prefer human agents regarding competence and intention to use but not perceived 
enjoyment. Responsiveness increased likability, warmth, and satisfaction. Perceptions of 
the interaction mediated the responsiveness effects. Our findings suggest that educational 
organizations can support their study advising departments with well-functioning chat-
bots without eliciting negative user responses.
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Introduction
Chatbots are text-based automated agents interacting with users through natural lan-
guage (Shawar & Atwell, 2007). They increasingly rely on artificial intelligence (AI-)based 
technologies, including large language models (LLMs) like GPT-3 (Kasneci et al., 2023). 
Already a part of many organizations’ communication policies, AI-based chatbots are also 
increasingly used in educational contexts (e.g., for learning support or academic advis-
ing; Karrenbauer et al., 2021; Kasneci et al., 2023). Academic advising can be prescriptive, 
providing information about administrative issues, or developmental, aiming at defining 
and exploring study or career goals (Gordon, 1994; Mottarella et al., 2004). Developmen-
tal advising holds great potential for using AI-based chatbots but has received little atten-
tion in previous research (Meyer von Wolff et al., 2020). However, because developmental 
advising entails more than simply answering information requests, we deem it crucial to 
systematically investigate whether potential students prefer to be advised by a human or a 
chatbot (Sundar, 2020). Although developers have made significant technological progress 
in developing conversational agents, increasing chatbot acceptance among users remains a 
challenge (Neururer et al., 2018). Responsiveness, in the form of backchanneling cues, is a 
promising conversational feature that has been positively linked to organizational and rela-
tional outcomes in prior research on human-human (Davis & Perkowitz, 1979; De Ruyter 
& Wetzels, 2000) and human-robot interactions (Birnbaum et al., 2016) but has hardly been 
studied in chatbots, as shown in a recent systematic review by Van Pinxteren et al. (2020). 
We thus consider it important to examine the effects of chat agents’ responsiveness on user 
responses. In three online vignette experiments, we aim to answer the research question: 
“To what extent do agent type (chatbot vs. human) and responsiveness influence users’ 
responses to chat advisors?” Additionally, we look at the underlying mechanisms from 
three levels relating to different aspects of the interaction (i.e., the interaction in general, 
the dialogic nature, and the content of the conversation).

Related Research and Theoretical Background
User Responses to Chat Agents

Before turning to prior work on agent type and responsiveness, we want to introduce the 
user responses that form our dependent variables. Following previous work in human-
agent interaction (e.g., Diers, 2020; S. Lee & Choi, 2017; Lou et al., 2021) and academic 
advising (e.g., Mottarella et al., 2004), we examine users’ general attitude toward the way of 
communicating with an organization. To gain a deeper understanding, we look at specific 
cognitive components; for example, the extent to which the advisor is perceived as likable 
(b), intelligent (c), warm (d), and competent (e). These perceptions are basic dimensions in 
evaluating new actors (Bartneck et al., 2009; Fiske, 2018). Likability and perceived intelli-
gence are concepts stemming from human-robot interaction research. Warmth (i.e., good 
social intentions) and competence (i.e., the ability or expertise of the advisor) play a crucial 
role in evaluating human study advisors (Lou et al., 2021; Mottarella et al., 2004). Likability 
and warmth cover the social aspect of agent perception, while intelligence and competence 
are rather task-related (Bartneck et al., 2009; Fiske, 2018). We also capture users’ affec-
tive and behavioral ratings of chat advisors to provide a comprehensive picture. Perceived 
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enjoyment (f) constitutes the affective component. It refers to the extent to which interact-
ing with a system is perceived as pleasurable and fun (Diers, 2020). We conceptualize sat-
isfaction (g) as participants’ perceived performance of the advisor they see in the vignette. 
In line with the Technology Acceptance Model, a prominent model to explain users’ accep-
tance and usage of emerging technologies (Venkatesh, 2000), attitude, perceived enjoyment, 
and satisfaction are considered to be antecedents of user acceptance in terms of intention to 
use the way of communication with the organization (Diers, 2020; S. Lee & Choi, 2017). We 
also include the intention to use the communication medium (h), which, in turn, is consid-
ered to predict actual usage behavior (Venkatesh, 2000), but we were unable to measure this 
in our vignette studies.

We use the Media Are Social Actors (MASA) paradigm as an overarching theoretical 
framework for examining the impact of social cues on user responses to media (Lombard 
& Xu, 2021). The MASA paradigm extends the Computers Are Social Actors (CASA) para-
digm, which states that people apply social rules to their interactions with computers (Nass 
& Moon, 2000) by considering a medium’s social cues and the social signals these elicit to 
users as crucial for activating user responses. Lombard and Xu adopt Fiore et al.’s definition 
of social cues as “features salient to observers because of their potential as channels of useful 
information” (2013, p. 2). In contrast, social signals refer to the interpretation of a sender 
medium’s social cues by the receiver (Fiore et al., 2013). Examples of a medium’s social cues 
include gestures, motion, and language use. These can send out social signals of social iden-
tity, interactivity, and responsiveness to users (Lombard & Xu, 2021). This research focuses 
on cues signaling identity (agent type: human vs. chatbot) and responsiveness (i.e., the use 
or nonuse of verbal backchanneling cues).

A helpful model for investigating the impact of such cues is the Modality-Agency- 
Interactivity-Navigability (MAIN) model (Sundar, 2008). The MAIN model postulates that 
cognitive heuristics about an interaction’s character and content are triggered when visual 
and identity cues are used in the interface (Sundar, 2008). The features of an interface can 
thus shape users’ interaction experience (Sundar, 2020). The model identifies four affor-
dances, which are present in most media: Modality, Agency, Interactivity, and Navigability. 
In this research, we focus on agency, which refers to the information source whose identity 
is communicated by an interface, in our case, an agent, to the user (Sundar, 2008). Visual 
or verbal cues (e.g., a human-like picture or backchannel utterances) can communicate 
an interface’s identity (Sundar, 2008). These cues can trigger cognitive heuristics, like the 
machine heuristic and the social presence heuristic, which likely affect users’ responses to 
chat advisors (Sundar, 2008).

Agent Type: Chatbot vs. Human

According to the MAIN model, machines are expected to lack emotions and, thus, be 
objective, rule-governed, and invariant on the one hand (Sundar, 2008). Machine-like cues 
can positively influence credibility perceptions by triggering the machine heuristic (Sundar, 
2008). For instance, Sundar and Nass (2001) found that news displayed by machine-like 
systems is perceived as more objective than news displayed by humans. On the other hand, 
machines are stereotyped as unemotional and cold (Sundar, 2020).
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If the positive or negative impact of the machine heuristic prevails (i.e., whether people 
favor humans or machine agents) strongly depends on the task at hand (M. K. Lee, 2018). 
We argue that in developmental study advising, people might expect to talk to a human 
because they consider machines as “unfit for ‘human tasks’ that involve subjective judg-
ments and emotional capabilities” (Sundar, 2020, p. 80). Advising prospective students about 
degree programs requires not only rational data processing but also intuitive judgments 
and interpersonal competencies (Mottarella et al., 2004). The outcome of developmental 
study advising can have decisive consequences for a person’s life. Thus, in this context, peo-
ple might prefer communicating with a human because they consider them more flexible, 
adaptable, and sympathetic than a machine—in our case, a chatbot. Previous studies found 
that machine-like cues hinder positive agent evaluations, while human-like cues promote 
positive assessments; for example, users rated human agents (vs. chatbots) higher regard-
ing expected likability and social presence (Spence et al., 2014) and social attraction (Lew 
& Walther, 2023). Given theory and prior research, we expect participants to have a more 
positive attitude toward a human advisor. They should also consider a human more likable, 
intelligent, warm, and competent than the chatbot (Lou et al., 2021). Moreover, we expect 
perceived enjoyment, satisfaction, and use intention to be higher for the human advisor 
(Prahl & Van Swol, 2021):

H1: Human identity cues have a positive effect on (a) attitude, (b) likability,  
(c) perceived intelligence, (d) warmth, (e) competence, (f) perceived enjoyment, 
(g) satisfaction, and (h) intention to use (μhuman identity cues > μchatbot identity cues).

Responsiveness

The general concept of responsiveness stems from the interpersonal relationship literature, 
where it refers to the likelihood of each partner responding to the other and the propor-
tions of relevant and adequate responses (Davis, 1982). In close interpersonal relationships, 
responsiveness refers to “the processes through which relationship partners attend to and 
respond supportively to each other’s needs, wishes, concerns, and goals, thereby promoting 
each other’s welfare” (Reis & Clark, 2013, p. 400). It is considered pivotal for human attach-
ment processes. Responsiveness depends on how partners perceive and respond to each 
other’s needs (Reis & Clark, 2013). When a partner feels that their needs are being met, 
feelings of closeness and mutual sympathy emerge. Partners who are responsive (i.e., psy-
chologically empathetic, attentive, and supportive of one another) benefit in terms of liking, 
well-being, and satisfaction (Birnbaum et al., 2016; Davis & Perkowitz, 1979; Reis & Clark, 
2013). Responsive behavior manifests itself in asking questions, paralinguistic behavior in 
the form of backchannel utterances, summarizing and paraphrasing what has been said, 
and expressing understanding (Maisel et al., 2008). Backchannel cues signal “attention to, 
support or encouragement for, or even acceptance of the speaker’s message” (Mulac et al., 
1998, p. 647). In service encounters, responsiveness has been shown to increase outcomes 
such as customer satisfaction and trust (De Ruyter & Wetzels, 2000). In human-machine 
communication (HMC), positive responsiveness effects on perceived competence, sociabil-
ity, and willingness to use have been found for social robots (Birnbaum et al., 2016). There 
is first evidence that backchanneling increases the intention to use a chatbot (S. Lee et al., 
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2020). Taken together, we expect that responsive (vs. not responsive) advisors increase cog-
nitive, affective, and behavioral user responses (Birnbaum et al., 2016; De Ruyter & Wetzels, 
2000):

H2: Responsive verbal cues have a positive effect on (a) attitude, (b) likability,  
(c) perceived intelligence, (d) warmth, (e) competence, (f) perceived enjoyment, 
(g) satisfaction, and (h) intention to use (μresponsive verbal cues > μno responsive verbal cues).

The Interplay Between Agent Type and Responsiveness

We do not know yet whether the effect of responsiveness is the same across both types of 
agents or not. According to expectation violation theory (Burgoon & Hale, 1988; Grimes 
et al., 2021), initial user expectations of an agent’s performance and whether they are con-
firmed or violated matter. Users attribute more attention to violated expectations than con-
firmed ones (Burgoon & Hale, 1988). Expectation violations can be positive or negative: A 
positive violation is seen as beneficial (e.g., when the user perceives a conversational agent 
as better than expected). In contrast, a negative violation indicates that the user expected 
more of the agent than they received (Burgoon & Hale, 1988). By telling users they are about 
to chat with a chatbot, compared to a human, expectations of the agent are reduced (Grimes 
et al., 2021). When the chatbot employs responsive cues and thus strongly resembles the 
human agent in its conversational characteristics, a responsive chatbot might receive more 
positive user responses than a chatbot without responsive verbal cues. As overly anthropo-
morphic chatbots are often perceived as eerie (Mori et al., 2012), users might feel uncom-
fortable talking to a responsive chatbot. Therefore, one could also expect the responsive 
chatbot to receive more negative user responses than the chatbot without responsive verbal 
cues. Given these conflicting lines of reasoning and the lack of previous research (except, 
e.g., Beattie et al., 2020; Sundar et al., 2016), we formulate an exploratory research question:

RQ1: Is there an interaction effect between agent type (human vs. chatbot iden-
tity cues) and responsiveness (responsive vs. no responsive verbal cues) on  
(a) attitude, (b) likability, (c) perceived intelligence, (d) warmth, (e) competence, 
(f) perceived enjoyment, (g) satisfaction, and (h) intention to use? 

Underlying Processes of Agent Type and Responsiveness Effects

To contribute to a more comprehensive understanding of the effects of agent type and 
responsiveness on user responses, we consider the processes underlying this relationship 
from three levels of analysis that relate to different aspects of interaction believed to be 
important in virtual interactions with social actors (Go & Sundar, 2019; Van der Goot & 
Etzrodt, 2023): the interaction in general, the dialogic nature, and the conversation content.

When looking at the interaction in general, we examine the mediating role of social 
presence. Social presence is defined as the perception of “being with another” (Biocca et 
al., 2003, p. 468). In HMC, it refers to the user’s perception of interacting with a social 
entity rather than a machine (Sundar, 2008). The concept has been shown to positively 
impact attitudinal and behavioral outcomes in virtual interactions (Gefen & Straub, 2004; 
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Oh et al., 2018). Social presence is a fleeting judgment of an interaction influenced by the 
medium (Biocca et al., 2003). For instance, agents that provide human-like visual and ver-
bal cues lead to stronger perceptions of social presence than agents that do not (S. Lee et al., 
2020; Sundar, 2008). We thus expect human and responsive advisors to elicit higher levels 
of social presence, resulting in higher cognitive, affective, and behavioral user-related out-
comes (Biocca et al., 2003; Go & Sundar, 2019).

H3: The effects of agent type on (a) attitude, (b) likability, (c) perceived intel-
ligence, (d) warmth, (e) competence, (f) perceived enjoyment, (g) satisfaction, 
and (h) intention to use are mediated by social presence.

H4: The effects of responsiveness on (a) attitude, (b) likability, (c) perceived 
intelligence, (d) warmth, (e) competence, (f) perceived enjoyment, (g) satisfac-
tion, and (h) intention to use are mediated by social presence. 

Next, we look at the dialogic nature of the conversation. Dialogue is a fundamental 
feature of human conversations and provides the interlocutors with a sense of reciprocity, 
cooperation, and support (Kent & Taylor, 2002), also attributed to responsiveness (Reis & 
Clark, 2013). Conversations with responsively communicating agents should be perceived 
more as a dialogue than ones with an agent not using responsive verbal cues. Similar effects 
have been found for verbal cues signaling message contingency (Go & Sundar, 2019; Sundar 
et al., 2016). Perceived dialogue has been shown to increase advisor perceptions and usage 
intention (Go & Sundar, 2019). We argue that responsive verbal cues positively affect user 
responses via perceived dialogue:

H5: The effects of responsiveness on (a) attitude, (b) likability, (c) perceived 
intelligence, (d) warmth, (e) competence, (f) perceived enjoyment, (g) satisfac-
tion, and (h) intention to use are mediated by perceived dialogue.

Closely related to the concept of perceived dialogue but focused more on the actual 
content of the conversation is the concept of feeling heard, defined as “the feeling that 
one’s communication is received with attention, empathy, respect, and in a spirit of mutual 
understanding” (Roos et al., 2023, p. 5). Responsive verbal cues could reinforce the user’s 
feeling of being heard, leading to more positive evaluations of the advisor and the inter-
action. As feeling heard is a new and under-researched concept, we want to answer the 
following research question:

RQ2: Does feeling heard mediate the effects of responsiveness on (a) attitude,  
(b) likability, (c) perceived intelligence, (d) warmth, (e) competence, (f) per-
ceived enjoyment, (g) satisfaction, and (h) intention to use? 

All three potential mediating mechanisms are considered to play important roles in 
virtual interactions with social actors (Go & Sundar, 2019), which is why we believe they 
could operate in parallel (see Ischen et al., 2020 for a similar approach). Feelings of social 
presence and being heard as well as the perception of dialogue in an interaction all involve 
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notions of reciprocity, responsiveness, and mutual understanding (Roos et al., 2023; Sundar 
et al., 2016). Therefore, we will simultaneously investigate whether social presence, per-
ceived dialogue, and feeling heard mediate the responsiveness effects on our outcomes of 
interest. Entering all three mediators in the same model controls for shared variance and 
provides stronger evidence for conclusions about the underlying processes (Hayes, 2022).

Overview of the Current Studies
In three online vignette experiments conducted in 2021, we investigated the extent to which 
agent type and responsiveness influence users’ responses to chat advisors. Vignette designs 
are common in HMC research (Greussing et al., 2022; e.g., Abendschein et al., 2021; Beattie 
et al., 2020). The local ethics committee of the Leibniz-Institut für Wissensmedien, Tübin-
gen, approved the studies. Informed consent was obtained from participants before their 
participation. Preregistrations, materials, data, and additional results are freely accessible 
on OSF: https://osf.io/w8dzv.

Study 1
Method

We conducted a 2 (agent type: chatbot vs. human) × 2 (responsiveness: absence vs. presence 
of responsive verbal cues) between-subjects experiment. Participants were recruited via the 
online sampling platform Prolific. Of the 280 participants who completed the study, 253 
passed the agent type manipulation check and were retained (nfemale = 101, age: M = 28.18, 
SD = 9.25, range = 18–69) (power analysis in Appendix A). Participants were randomly 
assigned to one of four conditions. After providing informed consent, all participants saw 
a vignette in the form of a pre-recorded animated chat conversation between the study 
advisor, Sophie, and Marc, a prospective student at Sophie’s university. The advisor asked 
the user several questions during the conversation to find out his interests. Based on Marc’s 
answers, Sophie recommended suitable degree programs. Finally, we asked participants to 
complete a survey about their perceptions of the interaction and key demographics. The 
design of the chat interface resembled the design of contemporary messenger interfaces 
used in practice (Appendix B). A robot icon was used to represent the chatbot, and it intro-
duced itself as “Sophie, the chatbot of the student advisory service.” The human advisor was 
represented with the portrait of a businesswoman, and she introduced herself as “Sophie, 
a student advisor” (see Go & Sundar, 2019 for a similar approach). All conversations were 
equal in content and without disruptions. Responsiveness was manipulated using short 
backchanneling cues and tokens like questions, paraphrases, and expressions signaling 
thinking processes (Maisel et al., 2008). Specifically, the responsive agents responded to the 
user’s inputs with utterances like “Mhm,” “Got it,” and “Hmm, let me think.” The responsive 
agent also asked the user for his name and repeated it in the following input.

To measure the attitude toward the means of communication, we used a scale by Diers 
(2020). Specific cognitive user responses were assessed using the likability and perceived 
intelligence scales from the Godspeed Questionnaire (Bartneck et al., 2009) and the warmth 
and competence scales from Fiske (2018). Affective user response was assessed using a 

https://osf.io/w8dzv
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perceived enjoyment scale, and the behavioral aspect was reflected with an intention to use 
scale, both by Diers (2020). We asked participants to rate whether they would have found 
the advisor’s behavior satisfactory if they had been in the student’s position using Lagace et 
al.’s satisfaction scale (1991). We adopted the scales for social presence, perceived dialogue, 
and feeling heard from Gefen and Straub (2004), Sundar et al. (2016), and Roos et al. (2023), 
respectively. We included manipulation checks for agent type (adapted from Go & Sundar, 
2019) and responsiveness (adapted from De Ruyter & Wetzels, 2000) to ensure effective 
manipulations. We assessed the same variables in all studies (Appendix C, descriptive statis-
tics in Appendix D). Bivariate correlations were rather strong (Appendix E), ranging from 
r = .39 to r = .89 (p < .001). Attitude and intention to use, both drawn from the Technology 
Acceptance Model literature (Venkatesh, 2000) and relating to the communication with the 
organization, were strongly correlated (r > .86). Perceived dialogue and feeling heard also 
correlated strongly, potentially due to similarity in item content. Internal consistency of all 
constructs was satisfactory (Cronbach’s α > .80).

Results

As intended, participants in the responsive conditions perceived the agent as significantly 
more responsive (M = 5.89, SD = 1.03) than those in the conditions without responsive 
verbal cues (M = 5.15, SD = 1.36), as a Welch two-sample t-test showed (t(237.59) = 4.88,  
p < .001, d = 0.61). To test H1 and H2 and to answer RQ1, we carried out a two-way mul-
tivariate analysis of variance (MANOVA). Using Pillai’s trace, there was a significant main 
effect of agent type on the outcomes (V = 0.15, F(1, 248) = 5.40, p < .001). Separate univariate 
analyses of variance (ANOVA) only revealed a significant agent type effect for satisfaction 
(g) (F(1, 248) = 6.72, p = .010): Participants in the chatbot conditions tended to be more 
satisfied (M = 5.56, SD = 1.24) than participants in the human conditions (Satisfaction:  
M = 5.13, SD = 1.48; t(239.74) = −2.51, p = .013, d = −0.32). Neither the responsiveness 
effect (V = 0.04, F(1, 248) = 1.16, p = .324) nor the interaction between agent type and 
responsiveness (V = 0.02, F(1, 248) = 0.74, p = .657) were significant. We rejected H1 and 
H2. We did not perform mediation analyses to test H3–H5 and to answer RQ2 because 
neither agent type nor responsiveness positively impacted the outcomes. We thus rejected 
H3–H5.

Discussion

Contrary to the hypotheses, neither human identity cues nor responsive behavior positively 
affected user responses. The zero effects of responsiveness are striking, given the signifi-
cant responsiveness effects on the manipulation check. Moderation analyses did not yield 
significant results. The sample size was slightly below the target size due to our exclusion 
criterion. As we had based our power considerations on a small interaction effect that Go 
and Sundar (2019) found in a study where participants directly interacted with chat agents, 
the effect sizes in our vignette design could be even smaller. Hence, we decided to replicate 
our study with a larger sample.
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Study 2
Method

The experimental design and measures were equal to those in Study 1. We aimed to recruit 
403 participants via university mailing lists. A total of 520 participants completed the study. 
We excluded 118 participants because they failed the agent type manipulation check and 
one who admitted to not having answered the questionnaire reliably, which led to a final 
sample of N = 401 (nfemale = 287, age: M = 24.26, SD = 6.11, range = 18–69).

Results

As intended, participants in the responsive conditions scored significantly higher on the 
responsiveness manipulation check (M = 5.86, SD = 1.20) than participants in the condi-
tions without responsive verbal cues (M = 4.67, SD = 1.54) as a Welch two-sample t-test 
showed (t(357.33) = 8.51, p < .001, d = 0.86). We conducted a two-way MANOVA to test H1 
and H2 and answer RQ1. Using Pillai’s trace, there was a significant main effect of agent type 
(V = 0.06, F(1, 394) = 3.36, p = .001). The responsiveness effect (V = 0.03, F(1, 394) = 1.58, 
p = .129) and the interaction between agent type and responsiveness (V = 0.02, F(1, 394) = 
0.95, p = .388) were not significant in the multivariate model. Separate ANOVAs revealed a 
significant agent type effect for likability (b) (F(1, 394) = 4.92, p = .036). Participants in the 
chatbot conditions rated the agent more likable (M = 5.63, SD = 1.05) than participants in 
the human conditions (M = 5.41, SD = 1.07; t(397) = −2.21, p = .035, d = −0.21). Although 
the responsiveness effect was not significant, we computed separate ANOVAs, revealing 
positive responsiveness effects on warmth (d) (F(1, 394) = 6.32, p = .012) and satisfaction 
(g) (F(1, 394) = 6.53, p = .011). We rejected H1 and accepted H2d), g). We computed par-
allel multiple mediator models (Hayes, 2022) predicting warmth and satisfaction using the 
R package lavaan (Rosseel et al., 2021) but did not find significant indirect effects (OSF).

Discussion

Like in Study 1, human identity cues did not significantly improve user responses in Study 
2. However, we found significant effects of responsive conversational cues on warmth and 
satisfaction. We conducted a third study to clarify our findings from Studies 1 and 2.

Study 3
Method

We collected data from 418 participants via the crowdsourcing platform Clickworker. Three 
hundred fifty-one participants passed the agent type manipulation check and were retained 
(nfemale = 127, age: M = 38.53, SD = 12.28, range = 18–73). The experimental design and 
measures were equal to those we used in Studies 1 and 2.1

1.  Study 3 was designed to additionally explore the impact of agent response time on users’ responses, so 
response time (immediate or dynamically delayed) was included as a third experimental factor. However, 
because the results were not vital to answering our research question, we decided to move them to OSF.
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Results

Participants in the responsive conditions scored significantly higher on the responsive-
ness manipulation check (M = 6.08, SD = 0.88) than participants in the conditions without 
responsive verbal cues (M = 5.54, SD = 0.96), as shown in a two-sample t-test (t(349) = 
5.54, p < .001, d = 0.59). To test H1–H2 and to answer RQ1, a two-way MANOVA was 
carried out. Using Pillai’s trace, there was a significant main effect of agent type (V = 0.08, 
F(1, 347) = 4.11, p < .001) on the outcome variables. The responsiveness effect (V = 0.04, 
F(1, 347) = 1.66, p = .108) and the interaction between agent type and responsiveness  
(V = 0.02, F(1, 347) = 1.04, p = .403) were not significant in the multivariate model. Separate 
ANOVAs only revealed a significant agent type effect on competence (e) (F(1, 347) = 12.49,  
p < .001) and a marginally significant responsiveness effect on likability (b) (F(1, 347) = 3.85,  
p = .051). Follow-up tests yielded that participants in the human conditions rated the 
agent more competent (M = 5.76, SD = 0.93) than participants in the chatbot conditions  
(M = 5.36, SD = 1.12; t(349) = 3.54, p < .001, d = 0.01). We, therefore, accepted H2e) and 
rejected H2. As we did not find significant positive agent type or responsiveness effects 
(H2), we did not compute parallel multiple mediator models.

Discussion

Participants perceived the human agent as more competent than the chatbot, but no sig-
nificant responsiveness effects were found. Still, a considerable proportion of participants 
did not recognize the alleged human, reducing the sample and resulting in a power loss 
for estimating interaction effects (posthoc power = 74.40%, N = 351, α = .05, f = .14). To 
mitigate the potential power issues of Studies 1 and 3, we conducted analyses based on the 
pooled data from all studies.

Additional Analyses: Pooled Data
Using the pooled data (N = 1,005) and controlling for study number, we performed an 
exploratory MANCOVA to clarify the main effects on the outcomes. Using Pillai’s trace, 
the inclusion of study number as a control variable indicated differences between studies  
(V = 0.11, F(2, 995) = 7.19, p < .001). Specifically, participants in Study 2 showed lower val-
ues on all outcomes than those in Studies 1 and 3, pointing to a generational effect. Study 
2 comprised university students who were younger on average than participants in Studies 
1 and 3 and, thus, may have had more experience with chat advisors. In contrast to the 
individual study results, using Pillai’s trace, we found significant main effects of agent type 
(H1; V = 0.07, F(1, 995) = 9.10, p < .001) and responsiveness (H2; V = 0.03, F(1, 995) = 3.25, 
p = .001). The interaction between agent type and responsiveness (RQ1) was not signifi-
cant (V < .01, F(1, 995) = 0.59, p = .783). Univariate ANCOVAs and pairwise comparisons 
yielded significant positive effects of human identity cues on competence (e) and intention 
to use (h). Participants perceived the interaction with the human agent as less enjoyable 
than the interaction with the chatbot. In addition, significant positive responsiveness effects 
emerged for likability (b), warmth (d), and satisfaction (g), strengthening the individual 
study findings (Table 1, with adjusted means in Table 2).
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TABLE 1  Two-Way ANCOVA Statistics and Effect Sizes for Study Variables (Pooled Data)

Variable Effect F ratio p η2
partial

Attitude Study 15.80 < .001 .03

AT 3.27 .071 .00

R 0.64 .422 .00

AT × R 0.44 .510 .00

Likability Study 3.23 .040 .01

AT 3.79 .052 .00

R 6.12 .014 .01

AT × R 0.10 .755 .00

Perceived intelligence Study 16.43 < .001 .03

AT 2.41 .121 .00

R 1.97 .161 .00

AT × R 0.34 .558 .00

Warmth Study 10.45 < .001 .02

AT 0.51 .475 .00

R 8.93 .003 .01

AT × R 0.71 .400 .00

Competence Study 7.02 < .001 .01

AT 7.32 .007 .01

R 0.04 .847 .00

AT × R 0.25 .616 .00

Perceived enjoyment Study 26.27 < .001 .05

AT 4.95 .026 .01

R 2.67 .102 .00

AT × R 0.01 .927 .00

Satisfaction Study 14.29 < .001 .03

AT 3.28 .070 .00

R 6.09 .013 .01

AT × R 1.11 .293 .00

Intention to use Study 21.83 < .001 .04

AT 6.90 .009 .01

R 0.48 .487 .00

AT × R 0.15 .694 .00

Note. N = 1,005. ANCOVA = analysis of covariance. Study = study number, AT = agent type,  
R = responsiveness. df = 1,995, except dfStudy = 2,995.
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TABLE 2  Adjusted Means and Effect Sizes for Study Variables (Pooled Data)

Variable
Agent Type Responsiveness

Chatbot Human p η2
partial Absent Present p η2

partial

Attitude 4.45 4.64 .068 .00 4.50 4.58 .435 .00

Likability 5.70 5.57 .050 .00 5.55 5.71 .013 .01

Perceived intelligence 5.58 5.68 .125 .00 5.58 5.67 .175 .00

Warmth 5.21 5.17 .481 .00 5.09 5.29 .003 .01

Competence 5.47 5.64 .006 .01 5.55 5.54 .844 .00

Perceived enjoyment 4.27 4.06 .029 .00 4.10 4.26 .089 .00

Satisfaction 5.20 5.04 .076 .00 5.01 5.24 .012 .01

Intention
to use 4.35 4.65 .009 .01 4.45 4.52 .517 .00

Note. N = 1,005. One-way ANCOVAs controlled for study number.

To analyze the underlying relationship processes between agent type and responsiveness 
and the outcomes, we computed three parallel multiple mediator models predicting the 
outcomes significantly impacted by responsiveness; for example, likability (b), warmth 
(d), and satisfaction (g), using the R package lavaan (Rosseel et al., 2021). Including social 
presence, perceived dialogue, and feeling heard allowed us to model our three potential 
mediation levels simultaneously. We operationalized the latent constructs using reflective 
measurement models composed of the corresponding items.2 All standardized factor load-
ings were sufficiently strong (λ > .50) and significant (p < .001). Knowing the mediators to 
be strongly correlated, we specified their covariances. We controlled the models for study 
number. Model fit was acceptable (Westland, 2015). As expected, we found high correla-
tions between social presence and perceived dialogue (r = .67 in the likability, r = .66 in the 
warmth and satisfaction models), social presence and feeling heard (r = .61), and perceived 
dialogue and feeling heard (r = .95) throughout the models. Figures 1–3 display the results 
of the mediation models predicting likability, warmth, and satisfaction. Significant posi-
tive indirect effects emerged for likability via social presence, for warmth via social pres-
ence and feeling heard, and for satisfaction via social presence and perceived dialogue. The 
direct effects (i.e., the effects of responsiveness on the outcomes when the mediators were 
included in the model) were not significant, suggesting full mediations.

2.  The standardized factor loadings of the two inversely coded feeling heard items were < .50. We thus followed 
Roos et al. (2023) in specifying the covariance between the residuals accounting for different response behaviors 
for inversely coded items. The error terms correlated moderately (r = .42, p < .001).
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FIGURE 1  Parallel Multiple Mediator Model for the Effect of Responsiveness  
on Likability (Pooled Data)
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Note. df = 261. Χ2 = 1592.500, p < .001, CFI = .914, RMSEA = .071, CIRMSEA(.068, .075), SRMR = .063. 
Unstandardized coefficients. Controlled for study number. R2

Likability = .473, R2
Social presence = .054, R2

Perceived dialogue = 
.014, R2

Feeling heard = .009.
* p < .05, ** p < .01, *** p < .001.

FIGURE 2  Parallel Multiple Mediator Model for the Effect of Responsiveness  
on Warmth (Pooled Data)
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Unstandardized coefficients. Controlled for study number. R2
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* p < .05, ** p < .01, *** p < .001.
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FIGURE 3  Parallel Multiple Mediator Model for the Effect of Responsiveness  
on Satisfaction (Pooled Data)
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Note. df = 238. χ2 = 1552.062, p < .001, CFI = .918, RMSEA = .074, CIRMSEA(.071, .078), SRMR = .063. 
Unstandardized coefficients. Controlled for study number. R2

Satisfaction = .592, R2
Social presence = .054, R2

Perceived 

dialogue = .015, R2
Feeling heard = .010.

* p < .05, ** p < .01, *** p < .001.

General Discussion
We conducted three vignette experiments to answer the question: To what extent do agent 
type and responsiveness influence users’ responses to chat agents? Three key findings and 
subsequent implications emerged.

First, no study clearly supported our hypothesis on the positive impact of human iden-
tity cues on user responses (H1). The pooled analyses, however, suggested that participants 
considered the human agent more competent and indicated a higher intention to use it 
compared to the chatbot. This aligns with our hypothesis and suggests the machine heu-
ristic does not hold for human tasks like developmental study advising (Sundar, 2020). 
Still, participants preferred the chatbot in terms of perceived enjoyment. There were no 
effects on the other outcomes, aligning with prior research suggesting little overall differ-
ence in the perception of humans and anthropomorphic chatbots (Beattie et al., 2020; Nass 
& Moon, 2000). Only the pooled analyses yielded small effects of human identity cues, 
although statistical power was high. The agents’ error-free answers and suitable program 
recommendations to the user might be the reason for the small effects. Data were collected 
before ChatGPT was launched, so the high quality of the answers allegedly stemming from 
a chatbot might have been surprising for the participants. Considering the rapid improve-
ment of generative AI, the question of whether and how small identity cues affect chatbot 
evaluations gets even more important. We can conclude that regardless of how well a chat-
bot performs and how much people enjoy it, human agents seem to be preferred as study 
advisors of a university.

Second, we found significant positive responsiveness effects on warmth and satisfaction 
in Study 2 (H2). The pooled analyses confirmed these findings and yielded an additional 
significant positive responsiveness effect on likability. We showed that a responsive com-
munication style elicits positive responses in contexts where agents must provide support 
and understanding. Positive responses were elicited regarding the agent’s social traits like 
likability, warmth, and satisfaction, corresponding to earlier findings from interpersonal 
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communication research (Davis & Perkowitz, 1979). Responsive cues alone might be too 
subtle to tell whether people will want to be advised by an agent and not as decisive for 
perceptions relating to the successful completion of a task. Once high efficiency, the pri-
mary reason for using chatbots (Følstad & Skjuve, 2019), is reached, these softer cues might 
become more important.

Third, perceptions of the agent mediated the relationship between responsiveness and 
likability, warmth, and satisfaction (H4-H5, RQ2). Social presence consistently mediated 
the effects on likability, warmth, and satisfaction, whereas perceived dialogue and feeling 
heard only mediated the effect on satisfaction and warmth, respectively. Overall, this is 
consistent with our theoretical assumption that responsive verbal cues from an interlocutor 
signal understanding and support, thereby leading to more positive user responses (Reis & 
Clark, 2013). However, because perceived dialogue and feeling heard were highly correlated 
and had similarities in item content (Appendix C), controlling for one construct eliminated 
the respective other’s effect. This raises the question of whether the variables represent dif-
ferent constructs. We showed that verbal cues have the potential to make users feel more 
socially present and heard (Lombard & Xu, 2021). How the interaction is perceived appears 
to be more critical to perceptions of the advisor’s social attributes and satisfaction than 
individual aspects (e.g., its dialogic nature and conversation content).

Interestingly, responsiveness did not interact with agent type. Responsive cues seem 
equally important to peoples’ perception of chatbots and humans. Future research could 
employ other interindividual moderators that could affect the effect of agent type on user 
outcomes (e.g., affinity for technological interaction; Franke et al., 2019). Context-specific 
differences could also be explored; for example, responsive cues might matter more when 
a chatbot serves as an emotional support tool (e.g., Birnbaum et al., 2016 for social robots).

Agent type influenced certain outcomes, while responsiveness influenced others. The 
machine heuristic suggests machine actors are viewed as more objective, rule-based, and 
competent than humans (Sundar, 2008). Our results challenge this, as competence and 
intention to use were higher in the human conditions. The task of study advising, which 
we consider a human task at its core, might be the reason (Sundar, 2020). Additionally, the 
items used to assess intention to use referred to the way of communication with an orga-
nization. Thus, even if chatbots perform just as well as humans, a preference for talking to 
humans and an aversion to the use of automation and algorithms in universities’ communi-
cation remain (Dietvorst et al., 2015).

We aimed to investigate users’ perceptions of the agent and the interaction as well as the 
classical technology acceptance variables attitude and intention to use (Venkatesh, 2000). 
Agent and interaction perceptions are established antecedents of attitude and use intention, 
whereas the latter can predict actual usage (i.e., adoption; Diers, 2020; S. Lee & Choi, 2017; 
Venkatesh, 2000). Responsiveness, in contrast, is more likely to impact social perceptions 
and seems relevant to users’ satisfaction. For researchers more interested in the processes 
underlying chatbot adoption, the variables affected by responsiveness become relevant as 
they might mediate responsiveness effects on user satisfaction, which in turn might influ-
ence intention to use (Lou et al., 2021).

Our research contributes to the emerging research field of HMC regarding the impact 
of social cues on the perception and evaluation of machine agents (Gambino et al., 2020; 
Lombard & Xu, 2021). The different user responses to humans and chatbots suggest that 
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the media equation does not apply to all social interactions with machines (i.e., not all 
machines are always perceived as social actors; Van der Goot & Etzrodt, 2023). There is 
reason to believe that users mindfully evaluate the source depending on situational fac-
tors (e.g., the interaction context) and dispositional factors (e.g., personality) (E.-J. Lee, 
2023). Van der Goot and Etzrodt (2023) recommend conducting more qualitative research 
to unravel these processes and to understand “how users negotiate the blurring boundar-
ies between humans and machines” (p. 27). This question will become more important as 
human-like chatbots based on generative AI continue to gain traction.

Previous research on study advising has shown that a warm and supportive advising 
style is an influential factor for satisfaction and is even more important than the advising 
approach (Mottarella et al., 2004). A warm communication style is often associated with 
developmental advising. Although prescriptive advising is task-oriented and focuses on 
explaining requirements and procedures, a more responsive style could improve student 
acceptance. We suggest that researchers investigating the differences between various advis-
ing approaches should pay more attention to the advisor’s communication style, whether 
human or chatbot.

The results have implications for university practitioners considering using chatbots in 
developmental advising. While perceived competence and intention to use were higher for 
the human advisor, chatbot scores for these variables were above the scale means. So, chat-
bot support for student advising might be an efficient addition when financial resources or 
staff shortages are an issue. Leveraging the benefits of automated communication can thus 
be feasible without eliciting negative user responses. Yet, developers must ensure that the 
chatbots work well (e.g., by adequately exploiting the advantages of LLMs; Kasneci et al., 
2023). But the way the chatbot presents the information is also critical. Study advising chat-
bots should be designed to evoke feelings of warmth and support, which have been shown 
to facilitate successful advising (Mottarella et al., 2004). Integrating responsive features into 
chat interactions may help universities and schools build and maintain warm and support-
ive relationships with their (potential) students. A well-thought-out dialogue design can 
help integrate responsive verbal cues without too much financial or human effort.

Limitations and Future Research

Although vignette designs have high internal validity and give participants a unique per-
spective (Abendschein et al., 2021), they cannot offer as much ecological validity as exper-
iments where participants directly interact with an agent. In our studies, participants were 
mere observers of the interaction, which could have increased their distance from the inter-
action, decreasing their involvement and identification with the user. The high nonrandom 
dropout rates due to failed agent type manipulation checks could have been related to the 
study design. To ensure experimental control, we kept the layout and content across all con-
ditions constant. We thus manipulated agent type only in terms of the agent’s introduction 
and avatar, which may have led participants to perceive the human agent as an anthropo-
morphic chatbot. Future studies could examine participants’ direct interactions with chat 
agents to increase ecological validity. To ensure the comparability of our results, we used the 
same stimulus materials in all studies, which might have affected the validity of our results 
in case the stimuli did not optimally manipulate our independent variables. Future studies 
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could use stimulus sampling (i.e., employ a variety of user-agent conversations) to reduce 
the impact of the unique features of a particular stimulus on the results and strengthen the 
conclusions (Jackson & Jacobs, 1983).

Our studies focused on investigating the effects of agent type and responsiveness on 
a wide range of dependent variables, including cognitive, affective, and behavioral user 
responses, but not on the relationships between the outcomes. As there is a plethora of 
scales from different disciplines that measure similar constructs (e.g., human-likeness per-
ceptions; Ischen et al., 2023), researchers call for common conceptualizations and mea-
surement scales for key outcomes (Følstad et al., 2021; Greussing et al., 2022). A systematic 
assessment and confirmatory factor analysis of common scales used in HMC research could 
shed light on what makes each construct unique, how the constructs are empirically related, 
and how they contribute to chatbot adoption.

Conclusion
In three experiments, we investigated the impact of agent type and responsiveness on a 
wide range of user-related outcomes in the context of study advising. Our results suggest 
that human agents are favored in terms of competence and intention to use but not in terms 
of perceived enjoyment. Further, the results indicate that responsiveness positively impacts 
users’ perceptions of agent likability, warmth, and satisfaction, mainly by increasing percep-
tions of the interaction. Our studies add novel insights to the literature on human-machine 
communication and offer two practical implications: First, our findings may encourage 
educational organizations to support their study advising departments with chatbots. Sec-
ond, the use of responsive language by human agents and chatbots could help organizations 
build and maintain healthy and sustainable relationships with their (potential) students. 
Due to significant advances in generative AI, we can expect that people will increasingly be 
unable to distinguish whether they are interacting with a human or a chatbot in the future. 
Therefore, it will continue to be crucial to systematically investigate the role of relatively 
small social cues in the perception and evaluation of AI-based chatbots.
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Appendices
Appendix A—Power Analyses

The sample size of Study 1 (N = 256) was determined by an a priori power analysis (f = .18, 
α = .05, 1−β = .80) for an interaction effect resulting from an ANOVA. The power analysis 
was based on the small interaction effect (η2

partial = .03) found by Go & Sundar (2019) in an 
experiment on the effects of identity and conversational cues on attitude toward the website 
where the chatbot is placed, using real interactions with chat agents. As we expected effects 
in Studies 2 and 3 to be smaller than Go and Sundar’s interaction effect, we determined a 
sample size of N = 403 a priori for a significant interaction effect of f = .14 (α = .05, 1−β = 
.80).

Appendix B—Screenshots of Exemplary, Translated Chat Conversations in 
Chatbot and Human Conditions

Appendix B



96  Human-Machine Communication 

Appendix C—English Translations of Items and Alpha Values for Variables 
Across Studies

Variable and Items
Cronbach’s α  

in Study

1 2 3

Attitude
1.  I find it attractive to communicate with an organization in this way.
2.  I find it useful to communicate with an organization in this way.
3.  I find this way of communicating with an organization interesting.
4.  I find it helpful to communicate in this way with an organization.
5.  Communicating in this way with an organization helps me to meet  

my needs.

.95 .95 .91

Likability
Please rate your impression of Sophie on these scales: [dislike– 
like, unfriendly–friendly, unkind–kind, unpleasant–pleasant,  
awful–nice].

.92 .87 .90

Perceived intelligence
Please rate your impression of Sophie on these scales: [incompetent–
competent, ignorant–knowledgeable, irresponsible–responsible, 
unintelligent–intelligent, foolish–sensible].

.88 .90 .92

Warmth
How [warm, trustworthy, friendly, honest, likable, sincere] do you  
think Sophie was?

.87 .88 .91

Competence
How [competent, intelligent, skilled, efficient, assertive, confident]  
do you think Sophie was?

.88 .86 .91

Perceived enjoyment
1.  The conversation evokes positive feelings in me.
2.  I found the conversation entertaining.
3.  I enjoyed reading the conversation.

.90 .89 .91

Satisfaction
1.  I would be happy with Sophie’s recommendations for courses  

of study.
2.  I would be satisfied with the way Sophie spoke to Marc.
3.  I would be satisfied with the information Sophie gave Marc.
4.  I would be satisfied with the conversation Marc had with Sophie.

.92 .91 .94

Intention to use
1.  If an organization offers this possibility of communication, I will use 

it.
2.  If I have the opportunity to communicate with an organization in 

this way, I will.
3.  I am very likely to use this way of communicating with an 

organization.
4.  Once this way of communicating with an organization is 

established, it will be my preferred method.

.96 .96 .97
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Variable and Items
Cronbach’s α  

in Study

1 2 3

Social presence
1.  There was a sense of human contact in the interaction.
2.  There was a sense of personalness in the interaction.
3.  There was a feeling of sociability in the interaction.
4.  There was a feeling of human warmth in the interaction.
5.  There was a feeling of human sensitivity in the interaction.

.94 .94 .96

Perceived dialogue
1.  I had the feeling that Sophie was in an active dialogue with Marc.
2.  Marc’s interactions with Sophie felt like a back-and-forth 

conversation.
3.  I felt that Sophie and Marc were involved in a joint task when 

choosing a program.
4.  Sophie was quick to respond to Marc’s input and requests.
5.  I felt that Sophie took Marc’s individual wishes into account.

.85 .82 .86

Feeling heard
1.  Marc felt heard.
2.  Marc was able to say what he really wanted to say.
3.  Sophie seemed to care more about something else than what Marc 

said.
4.  Sophie listened to Marc.
5.  Sophie tried to put herself in Marc’s shoes.
6.  Sophie seemed insensitive to Marc’s thoughts and feelings.
7.  Sophie treated Marc with respect.
8.  Sophie and Marc understood each other.

.84 .82 .86

Agent type manipulation check
If you think back to the chat interaction you just saw: Who was Marc 

talking to?
1 = the study advisor Sophie, 2 = the professor Sophie, 3 = the chatbot 

Sophie, 4 = the doctor Sophie, 5 = don’t know

— — —

Responsiveness manipulation check
1.  Study 1: Sophie used affirmative expressions to indicate that she 

was really listening to Marc.
2.  Studies 2, 3: Sophie used affirmative expressions to indicate that 

she was listening to Marc.
3.  Study 1: Sophie appropriately picked up on what Marc said in her 

response.
4.  Studies 2, 3: Sophie picked up on what Marc said in her response.

.77 .65 .59

Note. 7-point Likert-type rating scales (1 = do not agree at all, 7 = fully agree), except likability, perceived 
intelligence (7-point semantic differentials) and the agent type manipulation check.
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Appendix D—Means and Standard Deviations for Variables Across Studies

Variable
Study 1 Study 2 Study 3 Pooled Data

M SD M SD M SD M SD

Dependent Variables

Attitude 4.79 1.58 4.18 1.67 4.76 1.61 4.53 1.65

Likability 5.68 1.08 5.53 1.06 5.72 0.96 5.63 1.04

Perceived intelligence 5.90 0.88 5.43 1.13 5.66 1.00 5.63 1.04

Warmth 5.35 0.99 5.01 1.11 5.29 1.11 5.19 1.09

Competence 5.73 0.90 5.43 0.98 5.54 1.06 5.54 1.00

Perceived enjoyment 4.29 1.42 3.78 1.51 4.55 1.50 4.18 1.52

Satisfaction 5.34 1.38 4.83 1.52 5.30 1.39 5.12 1.46

Intention to use 4.74 1.76 4.04 1.84 4.80 1.67 4.49 1.80

Mediators

Social presence 3.80 1.52 3.58 1.51 4.35 1.52 3.91 1.55

Perceived dialogue 5.28 1.16 5.13 1.19 5.49 1.10 5.29 1.16

Feeling heard 5.43 0.92 5.30 0.95 5.48 0.97 5.39 0.95

Note. N1 = 253, N2 = 401, N3 = 351, Ntotal = 1,005.
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Appendix E—Bivariate Correlations Between Variables Across Studies

Variable 1 2 3 4 5 6 7 8 9 10 11

1.  Attitude —

2.  Likability
.39
.43
.49

—

3. � Perceived 
intelligence

.47

.38

.54

.70

.59

.73
—

4.  Warmth
.57
.56
.60

.69

.68

.74

.63

.52

.71
—

5.  Competence
.48
.50
.59

.44

.49

.64

.67

.54

.76

.66

.67

.80
—

6. � Perceived 
enjoyment

.61

.57

.65

.57

.46

.59

.49

.31

.56

.65

.61

.73

.45

.49

.60
—

7.  Satisfaction
.61
.65
.70

.58

.58

.63

.66

.52

.64

.72

.72

.76

.68

.68

.73

.61

.63

.71
—

8.  Intention to use
.89
.86
.91

.36

.38

.48

.41

.32

.50

.48

.49

.57

.44

.42

.54

.56

.54

.59

.53

.57

.63
—

9.  Social presence
.54
.51
.59

.51

.53

.52

.48

.42

.50

.68

.63

.67

.50

.50

.55

.71

.66

.70

.49

.46

.57

.57

.61

.59
—

10. � Perceived 
dialogue

.52

.49

.51

.56

.56

.61

.51

.46

.64

.73

.69

.72

.61

.59

.73

.55

.54

.59

.50

.43

.48

.71

.64

.68

.57

.63

.57
—

11.  Feeling heard
.52
.43
.46

.56

.55

.66

.53

.42

.62

.71

.67

.74

.59

.58

.72

.46

.47

.53

.45

.36

.42

.67

.59

.66

.53

.41

.51

.74

.79

.79
—

Note. Pearson’s correlations r. Grey shaded cells: 1st line = Study 1 (N = 253), 2nd line = Study 2 (N = 401), 
3rd line = Study 3 (N = 351). All correlations are significant at p < .001.




