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Mediatization and Human-Machine Communication: 
Trajectories, Discussions, Perspectives
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Abstract

As research fields, mediatization and Human-Machine Communication (HMC) have dis-
tinct historical trajectories. While mediatization research is concerned with the fundamen-
tal interrelation between the transformation of media and communications and cultural 
and societal changes, the much younger field of HMC delves into human meaning-making 
in interactions with machines. However, the recent wave of “deep mediatization,” charac-
terized by an increasing emphasis on general communicative automation and the rise of 
communicative AI, highlights a shared interest in technology’s role within human interac-
tion. This introductory article examines the trajectories of both fields, demonstrating how 
mediatization research “zooms out” from overarching questions of societal and cultural 
transformations, while HMC tends to “zoom in” to approach the concrete situatedness of 
the interaction between humans and machines. It is argued that we need to combine both 
perspectives to better understand how the automation of communication transforms the 
social construction of culture and society. This article offers an overview of the key themes 
explored in this thematic issue, highlighting the productive intersection of HMC and medi-
atization within each article. Additionally, it identifies potential avenues for future research 
emerging from this fruitful intersection.

Keywords: human-machine communication, mediatization, communicative AI,  
media theory
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1. Looking at Trajectories
Despite their distinct approaches and traditions, mediatization and HMC research share a 
key area of interest: the role of technology in human communication. The ongoing discus-
sion surrounding communicative AI exemplifies this shared ground. In engaging with this 
emerging class of technologies, both fields offer valuable and complementary contributions. 
While taking into account various kinds of mediated communication, the core principal of 
mediatization research is to investigate the broader relationship between the transforma-
tion of media and communications on the one hand and culture and society on the other 
(Couldry & Hepp, 2013; Hjarvard, 2017; Lundby, 2014). Despite varied approaches and 
empirical foci, both mediatization research and HMC share the core tenet that “the media”— 
encompassing organizations, communication technologies, and symbolic systems—do set 
their mark on society, and give character to the cultural environments in which we live 
(Bolin & Hepp, 2017; Ekström et al., 2016; Hjarvard, 2013; Krotz, 2009). HMC, a younger 
field, emerged in response to the increasing ability of machines to act independently or sim-
ulate human-like behavior. It focuses on how humans create meaning in communication 
with such machines and the implications for both individuals and society (Guzman, 2018b; 
Guzman et al., 2023b; Spence, 2019). HMC centrally involves rethinking the ontological 
assumptions surrounding the nature of communication and media theory (Gunkel, 2012a; 
Guzman & Lewis, 2020). As this special issue demonstrates, the contrasting approaches 
of mediatization research and HMC can serve as a starting point for a productive mutual 
enrichment. To understand this better, a brief look back at the trajectories of both research 
fields is helpful.

Mediatization research originally grew out of a media environment dominated by the 
mass media—the printed press, radio, and television. The original idea of mediatization 
theory, emerging from its origins in mass communication research, was to understand 
media as an independent domain, with its own “media logic” (Altheide & Snow, 1979; Asp, 
1990; Mazzoleni, 2008), increasingly influencing other societal domains, systems, or fields, 
often in tension with other logics. According to a frequently quoted definition, media logic 
is understood as a “shorthand for the various institutional, aesthetic, and technological 
modus operandi of the media, including the ways in which the media distribute material 
and symbolic resources, and operate with the help of formal and informal rules” (Hjarvard, 
2013, p. 17). Beyond its theoretical development, mediatization research received a sig-
nificant boost through its institutionalization when incorporated into a working group in 
2011 and then a section (2016) of the European Communication Research and Education 
Association (ECREA), maintaining research-led links with Latin American mediatization 
scholars (Scolari & Rodriguez-Amat, 2018).

Given its focus on the media’s role in social and cultural change, it is unsurprising that 
mediatization theory itself adapts alongside the evolution of media technologies and com-
munication forms. In response to these developments, mediatization research underwent a 
fundamental reformulation over the years. After initial criticism for not sufficiently integrat-
ing the digitization of media into its own analysis (Finnemann, 2011), the original concepts 
of mediatization theory, originating from mass communication research, were increasingly 
called into question (Couldry & Hepp, 2016; Lundby, 2014). The rapid rise of social media 
and digital platforms necessitated a closer examination of the relationship between media 
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and communication, and their role for culture and society. However, the evolving media 
landscape demanded analytical concepts beyond those tailored for traditional mass media. 
Consequently, the concept of a singular “media logic” was called into question as it failed 
to capture the diverse forms and functionalities of digital media’s institutionalizations and 
materializations (Hepp, 2020b, pp. 59–67; Lundby, 2009). Arguably there was never one 
media logic, but a plurality of media logics (Thimm et al., 2018; van Dijck & Poell, 2013). 
The assumption that digital media existed as a distinct sphere of society became increas-
ingly tenuous as it became deeply integrated into the production of journalistic content. 
The spread of platforms, for example, has fundamentally transformed journalism as a spe-
cific social domain (Kramp & Loosen, 2018; Loosen, 2018), and similar impacts are felt 
across various other domains such as health care and sports, although the specific dynam-
ics of change differ in each case. Digital media and their infrastructures uniquely “weave” 
themselves into all domains of society, with varying transformation dynamics in each case. 
Additionally, since these media inherently generate data and that parts of their cultural 
and social influence are based on the processing of this data, the examination of datafica-
tion became an integral part of mediatization research (Bolin & Schwarz, 2015; Couldry & 
Hepp, 2016; Kaun, 2023; Livingstone, 2019). Expanding its scope, mediatization research 
now delves into a wider range of cultural and societal domains, including fashion, war, 
sports, finance, and everyday life (Kopecka-Piech & Bolin, 2023a).

Within mediatization research, the technologies, interactions, and implications of 
human-machine communication have largely played a subordinate role. This might be 
attributed to the field’s inherent focus on “media” rather than “communication” (see Bolin 
in this issue). However, this has also changed with the evolving understanding of media 
that has emerged with digitalization. Reflecting this shift, mediatization research has begun 
engaging with the concept of “communicative machines,” which share some clear parallels 
with the field of HMC. Even in the early days of mediatization research, with the first men-
tions emerging in the mid-1990s, individual scholars explored the communicative role of 
robots (Krotz, 2014; Nowak, 1996). A concrete example is Friedrich Krotz’s investigation 
into the appropriation of a Sony robot dog AIBO and the Tamagotchi. Krotz argued that 
communication with such systems involves the “projection of the [ . . . ] interacting human” 
that deviates from typical human to human communication (Krotz, 2007, p. 147). Krotz 
saw both as “interactive media,” which he described as a manifestation of the progress-
ing mediatization of everyday life. Building on this foundation, mediatization research has 
expanded to understand “communicative robots” within the broader context of automated 
communication (Hepp, 2020a; Hepp, 2020b, pp. 77–82), a term that encompasses various 
systems including artificial companions, social bots, and workbots used in automated jour-
nalism. These examples demonstrate that mediatization research approaches HMC’s field 
of interest with two key distinctions: first, by contextualizing automated communication 
within long-term societal transformations; and second, by emphasizing its connections to 
wider societal changes like individualization and commercialization. While proceeding 
along different trajectories, with mediatization following a much longer arch given its sta-
tus as a more established line of inquiry, both mediatization and HMC meet in the techno-
logical advances of “communicative AI” (Guzman & Lewis, 2020; Hepp et al., 2023; Natale, 
2021; Ng, 2022; Stenbom et al., 2023).
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Human-machine communication as a recognized area of research within the study of 
communication is much newer than mediatization. Mediatization research dates back to 
the 1920s (Averbeck-Lietz, 2014),1 while Human-Machine Communication traces its ori-
gins to 2015 when efforts began to formalize it as a distinct field within communication2 
(Guzman et al., 2023a, p. xl). However, as demonstrated in reviews of the developing field 
(e.g., Fortunati & Edwards, 2021; Guzman, 2018a; Makady & Liu, 2022; Mays & Katz, 2023; 
Richards et al., 2022), research within HMC is influenced by and builds upon rich scholarly 
trajectories within communication and media studies dating back to the mid-20th century, 
including cybernetics (e.g., Wiener, 1948), medium theory (e.g., McLuhan, 1994), com-
puter-mediated communication (e.g., Walther, 1996), and Human-Computer Interaction 
(HCI) research (e.g., B. Reeves & Nass, 1996; Sundar, 2008). It also builds upon founda-
tional works in cognate fields such as HCI and Science and Technology Studies (e.g., Latour, 
2007; Suchman, 1987) as well as computing and engineering (e.g., Weiser, 1991) which, 
interestingly, have, in part, the same historical origin (Tinnell, 2023).

The techno-cultural context in which HMC was formed and has begun to evolve is 
different from that of mediatization; although both find their roots in historical moments 
of significant and inextricably intertwined media, technology, and cultural change. It was 
the interactive elements of computers that prompted scholars to shift their thinking toward 
computers as a type of message source (e.g., Nass et al., 1994; Rafaeli, 1988). As applications 
and devices became increasingly agentic, scholars began to theorize media more fully in the 
role of a communicator, closer to the human sense of the term, while also considering the 
larger disciplinary, philosophical, and cultural implications of such a shift from people as 
communicators and machines as channels to machines as channel and communicator (e.g., 
Gunkel, 2012a; Jones, 2014; Zhao, 2006). Efforts to develop HMC as a subfield of commu-
nication were in response to advances in artificial intelligence and robotics that enabled the 
development of technologies with sophisticated and increasingly human-like communica-
tive abilities and their integration into everyday life (Guzman, 2018a; Spence, 2019).

HMC has positioned itself as a subfield that values philosophical, theoretical, and meth-
odological diversity, including research that spans the social sciences and humanities. The 
chapters of the recently published SAGE Handbook of Human-Machine Communication 
reflect the significant breadth of this currently institutionalizing area of media and commu-
nication, which results not least from the diversity of its interdisciplinary relations (Hepp & 
Loosen, 2023). As HMC is evolving, certain approaches and theories are more pronounced 
than others (Makady & Liu, 2022; Richards et al., 2022). The Computers Are Social Actors, 
or CASA, paradigm (Nass et al., 1994) and the media equation (B. Reeves & Nass, 1996) 
have been particularly influential as HMC scholars consider new ways of theorizing inter-
actions with more sophisticated forms of media (e.g., Gambino et al., 2020; Lombard & Xu, 
2021). In line with CASA’s influence are a focus on social science theories and methods, 
particularly experiments, investigating a myriad of aspects regarding people’s use and per-
ceptions of chatbots, robots, and related technologies (Makady & Liu, 2022; Richards et al., 
2022). Interpretivist and qualitative approaches are valued but are represented to a lesser 
degree, leading some scholars to advocate for their increased presence given their poten-
tial to provide insights into people’s everyday encounters with communicative technologies 
(e.g., Fortunati & Edwards, 2020; Guzman, 2023; Richards et al., 2022). The need to under-
stand the critical and cultural implications of the “automation of communicative labor” 
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(J. Reeves, 2016, p. 150), the development of human-machine relationships (e.g., Gehl & 
Bakardjieva, 2016), and to consider the larger philosophical and ethical questions (e.g., Ess, 
2018; Gunkel, 2012b) also served as a key motivator in the establishment of HMC. While a 
preponderance of HMC scholarship focuses on direct encounters between people and tech-
nology, scholars working from feminist and critical cultural paradigms also are examining 
larger societal questions and issues (e.g., Coleman, 2023; Iliadis, 2023).

Considering their historical development and research trajectories in relation to one 
another, we can say that while mediatization research is concerned with “zooming out” to 
overarching questions of societal and cultural transformations, HMC has largely formed 
around “zooming in” to an examination of the concrete situatedness of the interaction of 
humans and machines. And while mediatization research has developed particularly in 
the European and Latin American tradition of media and communication research, HMC 
emerged particularly in the Anglo-American context.

Our descriptions up to this point make clear where research on mediatization and HMC 
differ, but above all, where they can complement each other productively. Both formed in 
response to significant technological and cultural change and seek to illuminate the impli-
cations of media in everyday life as it gains a greater and more powerful presence. In both 
traditions, we share the argument that “communicative AI” stands for a comprehensive 
current thrust of change in our media environment and is evident in the increasing automa-
tion of communication—which is why we need an intensive dialog between the two areas of 
media and communication research. From mediatization research, we need the perspective 
on and the competence to critically investigate the long-term transformation of culture 
and society. From HMC, we need the perspective on and the competence to investigate 
human-machine interactions. And, indeed, at certain points, we can already identify shared 
roots from which to bridge the gaps between. If we combine both—which is advocated 
here—then we will be able to better understand how the automation of communication 
transforms the social construction of culture and society.

2. Themes of Discussions
If we look at the contributions to this thematic issue, they converge in the argument that 
communicative AI and the automation of communication point to the need to further 
advance the conceptual tools of mediatization research. HMC offers great potential for 
achieving this goal. A total of five concepts are introduced into the academic discussion or 
accentuated anew by the articles: That of the “human fix” as a characteristic of the current 
deep mediatization; “machine agency” as an experiential dimension of the mediatization of 
family; arguments to develop an approach of “technological mediatization”; an understand-
ing of “artificial sociality” in automated communication not as its property but as a human 
attribution; and the urge for “mediatized immediacy” in the use of systems. Each article 
elaborates on these themes at the intersection of HMC and mediatization.

The article “Smoothing Out Smart Tech’s Rough Edges” by Christian Katzenbach, 
Christian Pentzold, and Paloma Viejo Otero ties in directly with current research on deep 
mediatization and the discussion regarding the automation of communication. The main 
argument of the contribution at this point is that although mediatization research has 
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generally pointed to the revelation gain of automated communication, there is also “a lack 
of understanding with respect to the practical implications of automated media.” The objec-
tive of this article is to be a step toward filling this gap. To this end, two case studies are 
combined that from a HMC perspective focus on interactions with machines and from the 
tradition of mediatization research concern completely different domains: the front end of 
self-service checkouts and the back end of content moderation. Such a comparison shows 
first of all that what is described as the automation of communication is subject to different 
dynamics in each case, which refer to the respective situational and social context. At the 
same time, however, three overarching patterns also become clear: the ad-hoc sociality in 
situated practices of automation, the capture of mundane expertise, and the inverted assis-
tance of humans to machines. In this sense, the so-called “human fix” is not a temporary 
repair of malfunction, but a permanent and constitutive feature of automated systems and 
therefore a characteristic of a deeply mediatized society.

Giovanna Mascheroni explores whether smart speakers in family life are mere inter-
faces or if they begin to represent new family members. As she argues, today, voice assis-
tants and other conversational agents are common, and human-machine communication 
is “domesticated” into family settings, which makes questions of communication, and how 
the activity of communication should be understood, defined, and theorized, unavoidable. 
Mascheroni analyzes how family members, that is, young families with small children, 
communicate through as well as with smart speakers in the home, and how the family fig-
urations change with the domestication of these technologies. On this basis, she reflects 
on what this means for our understanding of “machine agency” as a characteristic of deep 
mediatization. She comes to the conclusion that smart speakers acquire a form of agency by 
intensifying the datafication and algorithmization of everyday life, thus entailing a shift in 
the power dynamics between humans and machines.

The concept of the “machine” also plays a role in the article “Communicative AI and 
Techno-Semiotic Mediatization: Understanding the Communicative Role of the Machine” 
by Göran Bolin; although, he gives it a different twist in the context of mediatization research. 
His argument is that mediatization research has so far focused primarily on an institutional 
or social-constructivist approach, which means that the focus has been more on “the media” 
rather than on “communication.” By contrast, Bolin locates his arguments more strongly 
in an approach that focuses on the technology itself and its communicative affordances 
and limitations. He argues that this will make it possible to integrate findings from HMC 
research into mediatization research to a much greater extent than before. Using the exam-
ple of an automated recruitment interview, it is shown what this could look like. In parallel 
to social constructivist approaches, Bolin argues that mediatization research should focus 
much more on questions of communication instead of overemphasizing an institutional 
perspective. Including the HMC perspective, however, is particularly about an appropriate 
examination of the automation of communication. All this could be better understood in a 
framework of “techno-semiotic mediatization” (i.e., in situations where technology and the 
semiotic codes and procedures of communication are taken into account).

The central concept of Simone Natale and Iliana Depounti’s contribution is “artifi-
cial sociality.” Unlike existing literature focused on new forms of machinic sociality, their 
research delves into the emergence of a new type of social interaction, one that takes on 
new “appearances.” It is therefore about “mechanisms of projection” that encourage users 
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to assign social meanings to interactions with social robots and communicative AI. To 
make their case, Natale and Depounti employ several examples of the anthropomorphiza-
tion of automated communication systems: the public discourse around Alphabet/Google’s  
LaMDA-based chatbot that is supposed to have reached sentience, the use of humanlike 
voices for voice assistants, and the functionality of the GPT-4-based chatbot Replika, to 
name a few. Working from these examples, Natale and Depounti conclude that “artificial 
sociality” is an important dimension of today’s broader mediatization processes, the analy-
sis of which should also consider questions of anthropomorphization.

Drawing on their expertise in HMC, Fortunati, Edwards, and Edwards offer a distinct 
perspective in their contribution. Under the title “The Perturbing Contribution of Virtual 
Assistants to Mediatization,” they deal with the case of Alexa. The empirical basis of the 
article is a survey of 655 university students in the US and Italy on how they use Alexa to 
access news. This empirical evidence opens up a new perspective on current mediatization 
processes. Their findings highlight the desire for “mediatized immediacy” in Alexa’s news 
delivery that is expressed in expectations on virtual assistants to function as reliable provid-
ers of news and information “in an instantaneous, personalized, and potentially interactive 
manner.” This type of direct real-time interaction with a voice-based assistant’s news deliv-
ery service may have implications for the representational dimensions of human-machine 
communication that adds another mediatized layer to social reality.

3. Future Perspectives
As demonstrated in the contributions to this thematic issue—“human fix,” “machine agency,” 
“technological mediatization,” “artificial sociality,” and “mediatized immediacy”—reveal that 
the intersection of mediatization research and HMC is indeed highly productive. But what 
further-reaching perspectives result from these individual points? In our view, raising this 
question leads to three perspectives, into which the individual arguments of the articles in 
this thematic issue can also be integrated. These perspectives result from the combination 
of “long-term” and “in-depth” approaches, from relating “sensitizing” and “definitive” con-
cepts to one another, and from the fusion of research on “domain-specificity” and “actor- 
relatedness.”

The first perspective emerges by combining “long-term” and “in-depth” approaches on 
automated communication. Mediatization research has gradually come to move toward a 
long-term view on media and communication-related transformations (Bolin, 2014; Krotz, 
2001; Lunt & Livingstone, 2016;  Nowak, 1996; Petersen, 2023), something that can also be 
said to have influences from Latin American mediatization research where a “the longer 
the better” (Verón, 2014, p. 164) position dominates. Current phenomena are therefore 
contextualized in a much broader historical perspective. With regard to communicative AI 
this means that the changes associated with this phenomenon can be seen in a sequence 
of “waves of mediatization” (Couldry & Hepp, 2016, p. 34), starting with mechanization, 
across electrification culminating ultimately with digitalization—which has subsequently 
made the datafication and automation of communication possible, for example in the form 
of GPT-4 and comparable large language models (Hepp et al., 2023, pp. 44–45). From the 
perspective of mediatization research, it would therefore be a matter of embedding the 
study of automated communication in broader historical processes, and slightly refocusing 
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to more clearly include aspects of communication that have gradually faded into the back-
ground for most mediatization scholarship. HMC—as the name already makes clear—is 
emerging and has established its foundations around the current techno-cultural moment 
(Guzman, 2018a, pp. 11–14). Despite its recent emergence, HMC has rapidly established 
a strong foundation in its field. Notably, it draws upon existing theories and paradigms 
shaped by earlier technologies, contributing to the evolving understanding of media as 
active communicators. Therefore, we believe that effectively investigating communicative 
AI, a key driver of communication automation, necessitates employing both comprehen-
sive historical and contemporary lenses. As Richards et al. (2022) suggest, HMC’s expertise 
offers a valuable current in-depth perspective. However, a thorough understanding also 
requires examining the broader historical and societal context that has shaped the develop-
ment of communicative AI.

A second perspective emerges by placing “sensitizing” and “definitive” concepts in rela-
tion to one another. “Definitive concepts,” according to Herbert Blumer, are those that refer 
“precisely to what is common to a class of objects, by the aid of a clear definition in terms 
of attributes or fixed bench marks” (Blumer, 1954, p. 7). By contrast, “sensitizing concepts” 
are those that provide “a general sense of reference and guidance in approaching empirical 
instances” (Blumer, 1954, p. 7). However, we need both concepts for productive research. 
And here, mediatization research opens up the “sensitizing” perspective in particular. As 
Klaus Bruhn Jensen (2013) has made clear, mediatization itself is a “sensitizing concept.” 
It offers guidance toward focusing on questions of transformation, namely on mutual rela-
tionships and processes. However, as various mediatization researchers have noted, medi-
atization research also requires “definitive concepts” in order to operationalize its own 
studies (Hepp, 2020b, pp. 62–67; Hjarvard, 2013, p. 5; Kopecka-Piech & Bolin, 2023b, p. 1). 
These have already been taken from general media and communications research. Exam-
ples include concepts such as “affordance” (Gibson, 1967), “media logic” (Altheide & Snow, 
1979) or “media practice” (Couldry, 2004), all of which have made it possible to conduct 
concrete empirical research on questions of mediatization. This is exactly what HMC offers 
for the field of automation of communication. Examples include the adaptation of CASA 
(Gambino et al., 2020) or “media-as-social-actor presence” (Lombard & Xu, 2021; Xu & 
Jeong, 2023). Other “definitive concepts” such as “affordance” (Nagy & Neff, 2023) are rede-
fined in HMC. It is precisely this encounter between “sensitizing” and “definitive concepts” 
that is important to us when investigating the automation of communication.

A third perspective emerges from considering the relationship between “domain spec-
ificity” and “actor relatedness.” Media and information studies research has consistently 
shown that the spread of (digital) media and their infrastructures does not lead to a uni-
form transformation across all domains; instead, the impact is always specific to the domain 
in question. In education (e.g., Rawolle & Lingard, 2014), politics (e.g., Esser & Strömbäck, 
2014), religion (e.g., Lundby, 2023) or sport (e.g., Frandsen, 2023), for example, the medi-
atized transformations operate quite differently, meaning that one cannot assume a uni-
form process of change. One of the particular achievements of mediatization research can 
be seen in investigating such differences and their underlying patterns (Hepp et al., 2018; 
Hjarvard, 2013; Livingstone & Lunt, 2014). Much HMC scholarship focuses on questions 
involving direct interactions among humans and machines (Mays & Katz, 2023) while tak-
ing into account the context for those interactions, such as newsrooms (Lewis et al., 2019). 
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The domain is important, and in some instances may come to the fore, but often it is the 
point of contact between human and machine that is given primacy. Given their comple-
mentary nature, we believe this perspective of relating mediatization research and HMC 
holds significant value for developing a nuanced understanding of the automation of com-
munication.

While these three perspectives—focusing on historical context, current dynamics, and 
the interplay between domain specificity and actor relatedness—only represent a starting 
point, they effectively illustrate the immense potential of the intersection between medi-
atization research and HMC. This fruitful dialogue holds immense promise for advancing 
our understanding of communicative AI and the broader phenomenon of communication 
automation. Our hope is that this thematic issue can be a starting point for further joint 
conversations.

***
This thematic issue has its roots in a panel we organized at the European Communi-

cation Research and Education Association (ECREA) conference in October 2022 under 
the title “What is automated communication ‘enabling’? Communicative AI, deep medi-
atization and the good life” and at which some of the papers now available in essay form 
were presented. At the conference productive discussion arose around the question of how 
mediatization research and HMC can be more closely allied, which then led to the idea of 
this thematic issue. We would like to thank various people who made this possible, first of 
all the chairs of the ECREA section “Mediatization,” for their encouragement in hosting 
this panel. We would also like to thank the reviewers for both the ECREA conference and 
the articles in this thematic issue, especially as it is not easy to review articles that bring 
together different strands of research. Finally, we would like to thank the editors of the 
journal Human Machine Communication, who have opened up the space to continue this 
discussion as a publication.

Notes
1.  As Averbeck-Lietz (2014) concludes, the first use of the concept of mediatization 

in a similar way as it is used today dates back to the 1920s. Other early uses include  
Baudrillard (1971, 1981), who used it for a more technological and semiotic approach. 
The general role of media in culture and society has, from processual perspectives as 
well, been discussed broadly throughout communication studies’ history, not least in 
medium theory (e.g., McLuhan, 1964), although the specific mediatization concept has 
not been used.

2.  The term “human-machine communication” is not unique to the study of communica-
tion. Indeed, along with the oft-used “man-machine communication,” human-machine 
communication can be found within the literature on early computing and ergonomics 
and within fundamental texts of HCI and STS (e.g., Suchman, 1987). Within comput-
ing, the terminology fell out of use and was replaced by human-computer interaction. 
See Guzman (2018a) regarding the centrality of the concept of communication in early 
computing and the purposeful decision by communication scholars to reclaim “human- 
machine communication.”
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Abstract

In this article, we take issue with an idea of autonomous and efficient automation that is 
upheld through the paradoxical conjunction of a flawed vision of the technological fix and 
the under-acknowledged human work required to fill in the gaps between machines and 
users. Our argument is based on two case studies that sit at opposite tails of automation 
processes: the front end of self-service checkouts and the back end of content moderation. 
This juxtaposition allows us to surface three themes on how the hype around automation is 
enabled by human interventions: the ad-hoc sociality in situated practices of automation, 
the capture of mundane expertise, and the inverted assistance of humans to machines. We 
argue that this human fix is not a temporary repair of malfunction, but a permanent and 
constitutive feature of automated systems.
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Introduction
Automation is everywhere. Hardly anything can withstand its allure. The substitution of 
manual processes and cognitive procedures by machine operations promises to obliviate 
tiresome and dangerous tasks; automation is said to be the beacon of economic revitaliza-
tion and the fuel for exploding productivity (Andrejevic, 2019; Benanav, 2022). Unsurpris-
ingly, automation has become a prominent feature of today’s media infrastructures where it 
is believed to do, for instance, the heavy lifting in content moderation and the fight against 
hate speech in addition to absorbing communicative labor in customer care, help desk 
duties, and retail services (Hepp, 2020; Katzenbach, 2021).

The current hype, which only increased with the advent of automatic driving, domes-
tic robots, and the new generation of chatbots like ChatGPT, has a long prehistory (Kang, 
2011; Rifkin, 1995). The abiding enticement of life-like machines was propelled by tech-
nological advancements up to the dawn of algorithms and artificial intelligence (AI), yet 
at the same time it hinges on an ineradicable misconception: the fascination of automa-
tion implies to purposefully marginalize the human efforts that are required to perpetuate 
the illusion of seemingly self-maintaining automatons. “Seeing machines as autonomous, 
then, has historically meant not seeing certain kinds of labor and the people performing it,” 
writes Jones-Imhotep (2020, p. 10). Thus, automation is not only an engineering problem 
but a sociomaterial fiction that requires the unseen but effective contributions from users, 
service workers, and facilitators. In order for automation to work, and to enchant public 
imagination, scientific inquiry, and commercial investments, it has to rely on their diligence 
as well as on the willful ignorance or obliviousness of those such imperfect automation was 
meant to cater for.

For sure, there are now myriad AI-driven applications of automated decision-making 
processes that showcase the power and potential of smart machines (Bassett & Roberts, 
2019). In fact, they have come to serve as panacea to all kinds of social ills—as a techno-
logical fix (Johnston, 2018; Katzenbach, 2021). Here, automation tends to amaze when it 
seemingly blurs ontological boundaries, an operation that makes it difficult to tell apart 
humans and nonhumans. But even with the tremendous technological progress in compu-
tation and modeling, humans are still in the loop. They may not be like Jefferson’s servants 
toiling behind magic dumbwaiters, yet automation still commonly rests on people assisting 
machines, not only the other way around. Today these are, for instance, remote operators 
of delivery robots, freelancers on Amazon’s Mechanical Turk, moderators sifting through 
the user-generated content, or the customers asked to do the machine-assisted check-out 
themselves (Altenried, 2022; Gray & Suri, 2019; Posada et al., 2023; Smith, 2020).

In this article, we build on concepts from science and technology studies (STS), 
human-computer interaction, and mediatization research around the technological fix, the 
idea of humans in the loop, and ghost work, to scrutinize how a belief in effective automa-
tion is upheld through the paradoxical conjunction of a flawed vision of the technological 
fix and the under-acknowledged human work required to fill in the gaps between machines 
and users. We argue that the current enthusiasm for smart devices and services is driven 
not by technological progress alone. Instead, it is the decoupling of imperfect automation 
and operators that engenders the chimera of smoothly running and powerful facilities. We 
therefore follow the call to “rehumanise automation” (Pink et al., 2022, p. 3) by looking at 
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how apparently automated technologies are propped up by people. That turns the ques-
tion from what automation does to people to what people do with automation. We tenta-
tively call this the human fix which is not an analytical term but rather a sensitizing concept 
(Blumer, 1954) that helps us to emphasize the irreducible human part in maintaining auto-
mated processes.

Empirically, we revisit two case studies to illustrate the vital nexus of humans and 
machines. First, in self-service checkout, terminals have come to reconfigure the jobs of 
retail workers and customers alike. Second, in content moderation of social media plat-
forms both increasing forms of automation as well as growing teams of human content 
moderators are tied together to fight harmful content and behavior. Based on these empir-
ical illustrations, we engage with three key themes on how the hype around automation is 
enabled by human intervention: the ad-hoc sociality in situated practices of automation, 
the capture of mundane expertise, and the inverted assistance of humans to machines.

From the Technological Fix to the Human Fix
Arguably, automation encompasses not only functional and technological developments 
but a broader and more complex transformation that is inherently intertwined with media 
and communication. In many ways, the increasing automation of communication and 
media can be considered another stage of mediatization (Bolin & Hepp, 2017). It is the 
moment of “deep mediatization [. . .] in which all elements of our social world are intricately 
related to digital media and their underlying infrastructures” (Hepp, 2020, p. 5). Here, the 
communicative implications of algorithms and automation of data and AI turn into a key 
concern for contemporary societies.

Guided by the notion of a deep mediatization, the profound changes that come with 
the increasing datafication have been the focus of a mushrooming literature (Hepp et al., 
2023; Kopecka-Piech & Bolin, 2023). For instance, Andersen (2018) has traced how search 
engines and their algorithms have become part and parcel of everyday life and shape rou-
tine cultural practices of searching, archiving, ordering, and filtering. In the same vein, 
Burgess et al. (2022) speak of everyday data cultures. Many of these efforts share sensibil-
ities for the nonbinary relations between humans and machines in order to escape deter-
minisms, both technological and social. This often happens in connection to traditions in 
relational sociology, microsociology, and STS and revolves around notions of figuration or 
arrangement (Couldry & Hepp, 2016). We particularly tie in with approaches that spell out 
how deep mediatization becomes both recognizable and is brought forward on the ground, 
though there is a lack of understanding with respect to the practical implications of auto-
mated media.

The turn to automation is not simply a change in the design and functionality of com-
munication and media. Instead, it implicates a discursive turn in its own right (Katzenbach, 
2021). Through this discursive turn, automation and AI are routinely positioned as catch-all 
solutions to vast areas of social problems ranging from hate speech and misinformation on 
social media platforms to service duties in public administration and customer care. We 
take our start from the apparent disconnect between the discursive enticements of auto-
mated cures on the one hand and the mundane practices and realities of the human efforts 
that are required to keep machines running on the other.
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With this, we are not the first to depart from solutionist thinking. Indeed, it is no news 
that automation sputters and there is no smooth transition between situated actions and 
automated processes. Thus, Wynne (1988) for example already criticized the simplistic 
image of machine operations as following a rule which, he posited, “belies a far less clearly 
rule-bound and determined world of real technological practices” (p. 148). We do not line 
up to prove this true once again (Mindell, 2015; Pelegrin, 1980; Wajcman, 2017). Rather, 
despite the widespread awareness of the limitations of automation there is, on the one hand, 
still an emphatic—and it seems: inexhaustible—expectation of technological perfection; on 
the other, there is scant discussion of what happens in the meantime (i.e., how people cope 
with processes deemed automatic yet prone to get stuck or to require human decisions and 
intervention).

AI and the Technological Fix

The discourse around efficient automation builds on a long-lasting motif that has accom-
panied the stages of mediatization and technological development: the technological fix. 
Alvin Weinberg coined the term in 1965 in a mostly affirmative and even enthusiastic tone. 
Transforming social problems into technological ones, Weinberg (1965) argued, is a bene-
ficial strategy as it reduces complexity, increases the speed of responses, and reduces costs. 
Weinberg himself pioneered the improvement of safety car engineering as a better solution 
than changing driving behaviors, but he also proposed fixes that may sound absurd today, 
for example “the use of air conditioning to cooling urban tensions” (Johnston, 2018, p. 13). 
Since then, businesses have been engineering their way into society by commercializing 
technological solutions that promise, for example, to save the environment (Katz, 1992), to 
help us overcome sociopolitical boundaries (Barbrook & Cameron, 1996), or put an end to 
our loneliness (Marston et al., 2020).

Particularly in the context of the US-dominated digital industry, the technological fix 
has become a key narrative of solutionist thinking (Daub, 2020). In that regard, Morozov 
(2013) describes how the industry offers ever new services and apps that promise to opti-
mize processes and social interactions: “Recasting all complex social situations either as 
neat problems with definite, computable solutions or as transparent and self-evident pro-
cesses that can be easily optimized—if only the right algorithms are in place!” (Morozov, 
2013, p. 5). The rhetoric for AI solutionism is therefore twofold: we need to use faster and 
more high-level tools to face digital transitions; this is the opportunity to replace manual 
processes and cognitive procedures with machine operations to obliviate tiresome and dan-
gerous tasks for laborers.

The turn to AI as a solution to social problems has been driven by the massively 
increased attention for the technology across all sectors since the mid-2010s. In media 
reporting on AI, new products and innovations, business actors and tech entrepreneurs 
clearly dominate the coverage (Brennen et al., 2018; Chuan et al., 2019; Fischer & Pus-
chmann, 2021). It ventilates narratives that attribute magical properties to technologies, 
and specifically to AI (Bory, 2019; Cave & Dihal, 2019). Such “enchanted determinism” in 
the AI discourse, as Campolo and Crawford (2020, p. 1) call it, has also entered governmen-
tal strategies and regulation by positioning AI as an inevitable and massively disrupting 
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technological development with high economic opportunities (Bareis & Katzenbach, 2021; 
Zeng et al., 2022) and a solution for regulatory challenges (Katzenbach, 2021).

Humans in the Loop, Ghost Work, and Imperfect Automation

The vision of the technological fix sits uncomfortably with another recurring motive: that 
full-scale automation just does not work, that it is always imperfect. From the perspective 
of computer science and human-computer interaction (HCI), the notion of humans in the 
loop entails a wide range of literature discussing human-machine collaboration and inter-
action (Dickel, 2021; Gibbs et al., 2021; Johnston, 2018; Mosqueira-Rey et al., 2023). In the 
context of AI and automation, the phrase commonly refers to training data and integrat-
ing human domain knowledge at the service of machine learning in order to optimize, for 
example, accurate prediction models, ideally at low cost (Bansal et al., 2019). In a division 
of labor, humans may directly complete activities that are challenging for computers, and in 
the pipeline humans will give training data for machine learning applications (Bansal et al., 
2019; Khashabi et al., 2022; Lee et al., 2022; Wu et al., 2022).

Yet, empirical research also shows that in such human-computer interactions humans 
tend to conform to affordances of the system, increasing the internal accuracy of task 
completion but decreasing unique human knowledge and thus complementarity between 
humans and AI (Fügener et al., 2021). For these reasons, scholars in the field of human- 
machine cooperation strive to identify factors of creating a beneficial collaborative envi-
ronment between human and machine learning systems taking into account that contexts 
of AI and automation such as the stock exchange, industrial facilities, and airplanes are 
marked by uncertainty and dynamic changes that are beyond our control (Hoc, 2000). Con-
sequently, degrees of freedom must be preserved so that both humans and machines can 
adjust to unanticipated developments; function allocation between humans and machines 
becomes a key issue (Flemisch et al., 2019; Hoc, 2000; Ishowo-Oloko et al., 2019).

Besides these debates, much of the buzz around automation clings to the expecta-
tion that it will replace human labor. To some, this comes with plenty of opportunities to 
unleash economic growth, provide unimaginable insights, and safe scarce labor (Brynjolfs-
son & McAfee, 2014). Others fear the loss of jobs, and anxieties to control the powers of 
automation prevail (Rifkin, 1995). In-between such scenarios, some have noted that auto-
mation is complementing human work, not replacing it (Pasquale, 2020). This is what Bain-
bridge (1983) has dubbed the “ironies of automation” (p. 775) where human discernment 
and intuition are required and cannot be substituted even by the most advanced machine- 
learning algorithms. In effect, automation is neither complete nor fully substitutive. It 
restructures divisions of labor, yet it does rarely nullify whole occupations; “automation 
replaces tasks, not jobs,” as Smith (2020, p. 118) posits, and the decision to delegate a certain 
task to machines is often more complex than only driven by optimization and efficiency.

Against this background, it becomes ever more important to foreground the role and 
specifics of human labor involved in automation, specifically as there is a particular form of 
politics of valuation and discrimination involved. This then touches, Star and Strauss (1999) 
argue, upon the definition of what counts as work and what not, and yields the creation of 
nonpersons, a state of being where the work is visible but those performing it, their needs 
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and efforts, are overlooked. In this disembedding of work, workers themselves disappear 
and only their endeavors remain visible. Such “ghost work,” as Gray and Suri (2019, p. ix) 
call it, often includes the human performance of automation; that is, actions are atomized 
into routine and repetitive tasks.

Imperfect automation, then, is not a momentary and, at a future point of time, van-
quished state, but a lasting trait. It is not the opposite of perfect automation as that is ulti-
mately a fantasy. Rather, the notion points us to the ways automated processes implicate 
humans and their work in order to run and deliver outcomes. “This is not simply a matter 
of using human labor for small tasks unable to be automated away,” Munn (2022) high-
lights, “but instead a deeper enmeshment of machinic and anthropocentric work” (p. 23). 
Yet despite the constitutive texture of machine capacities and human capabilities, there is 
nevertheless the tendency to obfuscate the human part and maintain the mirage of per-
fect self-contained automation. It can degenerate to bare window dressing, for instance 
when some of Siri’s more clever responses are pre-crafted by its engineers (Natale, 2021) or 
when a Tesla’s allegedly autopilot maneuvers were in fact staged (Jin, 2023). More generally, 
that camouflage and under-appreciation of those sustaining machine-driven processes and 
smoothing out its rough edges contributes to the excitement around automation by con-
cealing its limits, flaws, and inherent dependence. Consequently, Taylor (2018) refers to a 
“fauxtomation” that rests on the false belief into a technological fix.

In proposing the notion of the “human fix,” we do not want to gloss over the profound 
differences of what technology does and what people do. The “human fix” is no analytical 
term and in fact the notion of the “fix,” technological or human, is no precise reference that 
denotes a machine function or a human activity which can be neatly captured. Instead, 
the rhetoric of the “human fix” is gesturing to some sort of human intervention and it is 
exactly this imprecision and lack of scrutiny that facilitates the term’s utility. Hence we use 
the omnibus term “human fix” as an intervention as it is indicative of the widespread indif-
ference of those seeking to further implement it for the effort of the people confronted with 
automation with little to no training. The human fix enfolds and at the same time shrouds 
the subtleties of human tinkering which we seek to unpack here.

Case Sites: Studying the Human Fix  
From the Ends of Automation
As we have discussed, automation is not one process, but many. They are not confined to a 
self-contained machine that runs with little intervention or attendance but usually medi-
ate between different actors. Hence, automation is not an end in itself but an increasingly 
pervasive mode of maintaining and ordering connections which is experienced quite dif-
ferently depending on the part people come to play in these operations and the type of 
involvement and agency which become available from their position.

In communication, automated decisions and procedures structure the ways people 
interact with devices and services. On a more mundane level, they prefigure all kinds of 
digital communication by modifying, augmenting, or creating messages (Hancock et al., 
2020). People have, for example, come to rely on auto-correct, predictive text prompts, and 
smart replies which form part of their routine communicative repertoire. The same applies 
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to controlling and moderating the thus generated mass of content with the help of automa-
tion (Gorwa et al., 2020; Roberts, 2019). All such instances, from colloquial everyday inter-
actions to professional sequences of work, lend themselves to automation since they are to 
a great part conventionalized; they form patterns and follow templates.

With automation being such a vast phenomenon, we suggest approaching the auto-
mation of communication from two tails: On the one hand, we investigate the front end of 
interfaces where users come to engage with machine instructions and outputs. Our case site 
for this endpoint of automation are self-checkout systems in supermarkets. On the other 
hand, we observe the back end accessed by those tasked with managing and monitoring the 
streams of input. Our case site for this perspective is content moderation.

This juxtaposition of two ends of automation with the help of two separate case studies 
allows us to appreciate and surface the operators’ tacit knowledge and mundane experi-
ence which often go unacknowledged. The comparison across differences captures a great 
many technologies and processes that in one way or the other are about machines running 
without human intervention—though the degrees of autonomy and the extent to which 
processes run independently vary a lot. Our examples are purposely dissimilar—we bring 
together two studies that take their start from two very different ends of automation. It is 
neither the same process nor the opposite ends of the very process. Rather, in their diver-
sity, the two cases allow us to elucidate common aspects that pertain, we argue, to today’s 
everyday automation that has left the factory workplace.

There is little spectacular about the cases—semi-attended customer-activated termi-
nals, or SACATs, are an increasingly ubiquitous though overlooked feature of today’s brick-
and-mortar shopping whose beginnings date back to the 1960s (Andrews, 2018; Meuter 
et al., 2000); content moderation has co-evolved with the growth of user-generated con-
tent on social media platforms (Gillespie, 2018). While there are some technological fea-
tures in place that ex ante check the upload of materials and the generation of content, the 
bulk of policing happens ex post. This has from the start been a mix of human sifting and 
machine inspection. Different to that, the introduction of terminals for self-checkout is in 
part propelled by ambitions to replace some human clerks. In both sites, well-known tropes 
of efficiency and speed accompany the roll-out of automated features, either for reshuffling 
retail around unpaid customer labor or as instruments for low-income content moderators 
(Mateescu & Elish, 2019; Roberts, 2019).

Both cases also epitomize a stage of “deep mediatization” (Hepp, 2020) where digitally 
networked media are not only pervasive features of all social sectors but where everyday 
communication and mundane affairs interlace with data collection and automated pro-
cedures. SACATs are the tangible elements of mediatized retail that are connected to vast 
infrastructures of transaction and information (Jacobson & Gorea, 2023; Turow, 2017). 
Content moderation, in turn, is indicative of a major long-term shift in which everyday 
conversations rely on digital services and thus become an element of surveillance and con-
trol (Gillespie, 2018).

Given the excitement around innovations in machine learning and modeling deemed 
to be at the heart of automation, these are in a way trivial sites where people are confronted 
with some more or less articulate and assessable service or device. However, rightly because 
of being somewhat pedestrian, this human element of automation risks to slide from view 
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when automation is reduced to advancements in technology. But these mundane realities of 
automated technologies, as Pink et al. (2022) argue, in fact “characterise the overwhelming 
majority of people’s actual encounters with them” (p. 1). Despite the considerable differences 
between self-service checkouts and content moderation in social context, accessibility, the 
nature of activities, involved parties, and the skills needed, they both shed light on recurring 
patterns in how automation is made to function. However, this is not intended to be a com-
parative analysis; instead, the insights from these distinct case studies are employed to iden-
tify and give nuance to recurrent themes in human intervention and imperfect automation.

In order to achieve this, we worked with field notes, observation protocols, and tran-
scripts of interviews from both studies using a coding procedure informed by Braun and 
Clarke’s reflexive theme analysis (2019) and Glaser and Strauss’s Grounded Theory (1967). 
Iterative steps of open, axial, and selective coding led to conceptualizations based on the 
empirical data. The analytical work included the tentative formulation of coding ideas 
and their subsequent discussion and adaptation, followed by the compilation of general 
categories. These were matched against the data and the evolving set of categories until 
they captured the theoretical essence and significance of the material (Strauss & Corbin, 
1990), resulting in the identification of three shared themes in human-machine relations 
(cf. results section “Themes: Human Intervention and Imperfect Automation”).

Case Site on the Front End of Automation: Self-Service Checkout

The study was conducted in 2019 and early 2020 and involved participant observation in 
two German supermarkets (Pentzold & Bischof, 2023). These observations were docu-
mented through field notes and repeatedly discussed in the team of researchers. Besides 
observation of customers using the SACATs and autoethnographic experimentation with 
the facilities by student researchers, the extensive visits to the field sites also included 
nine interviews with shoppers, usually upon completion of their purchase through self- 
checkout. Three of the interviews conducted in mid-2019 involved customers from 20 to 
about 35 years of age, thus capturing responses from young shoppers. Another six inter-
views were completed in January 2020 and involved older customers aged between 45 and 
approximately 85.

The eight questions which guided the post-shopping reflections revolved around the 
experience and frequency of using self-checkout terminals, the willingness to use them 
in the future, and the main advantages and disadvantages that customers associated with 
the devices. One of the supermarkets was in a downtown area of an Eastern German city 
mainly frequented by urban customers, while the other was located on its outskirts, with 
customers coming from the rural environs too.

Case Site on the Back End of Automation: Content Moderation

This study was conducted between 2021 and 2022. It included participant observation at a 
human moderators’ social event, seven in-depth interviews, and one focus group. All these 
methods involved the same cohort of human content moderators who range in age from 23 



Katzenbach, Pentzold, and Otero 31

to 37 years. The dominant language at a social gathering was Spanish, whereas interviews 
were run in both English and Spanish and the focus group in English. In addition, partic-
ipants of the focus group spoke Spanish, English, German, and some of the regional and 
local vernaculars from the Spanish territory which contributed to understanding the com-
plexity of the activity of moderation in terms of culture and content. The social gathering 
served to better understand the social dynamics between participants. Regarding the social 
gathering, the researcher was introduced at the beginning and encompassed notes and per-
sonal introductions that led to the series of in-depth interviews.

In-depth interviews took place between November 2021 and July 2022. They served to 
explore human reviewers’ approach to their place of work, daily activity, sentiments about 
their workplace, and their relation to automated systems. Information was also gathered on 
how humans actively generate input for AI systems.

The focus group involved participants with 10+ years of experience in the industry. The 
conversations centered around the role of automated moderation, but also the long-term 
dynamics that automatization might imprint on the activity of moderation. Interviews were 
transcribed verbatim and names have been changed to protect informants. They all previ-
ously signed informed consent, and at all times the researcher was aware of their nondisclo-
sure clauses; therefore, the interviews, focus groups, and transcriptions were navigated so 
informant jobs were not compromised. All processes followed ethical clearance.

Themes: Human Intervention and Imperfect Automation
In the following, we discuss three themes that we attribute to the quite different case stud-
ies. Following are the three common themes that characterize how the human fix operates 
both at the front end as well as the back end of automation that we discuss in the following 
sections: We surface the mundane and error-prone experiences and expertise of those han-
dling machines and their pre-set courses of actions; we observe the genuinely social situa-
tions enfolding around acts of use and decisions prompted by system signals in contrast to 
the routine assumption of a single user facing machine interfaces; and we finally rephrase, 
in an ironic twist, machine assistance to denote humans in aid of deficient automation, not 
the other way round. We develop all three aspects along conceptual considerations and 
vignettes taken from the two case studies. In result, we show that the human fix is a core 
and fundamental practice in the automation of communication rather than the exemption 
in single cases of failure.

In our analysis, we do not want to re-stage the outdated dualism that puts automated 
technology on the one side and human communication and interaction on the other. Such 
dualism has been shed by mediatization research and connate approaches in STS for years 
in favor of relational and figurative conceptions. So our analysis follows Lipp and Dick-
el’s (2022) invitation to take seriously the interfaces between humans and machines where 
“humans and machines are gradually rendered available for one another—by being held 
apart” (p. 2). Imperfect automation characterizes this relation that is not suspended for a 
more autonomous technological sphere or less human intervention.
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Ad-Hoc Sociality and Sociotechnical Control

The first common theme that we have identified with regard to the relation between 
automation and humans in our case studies is about ad-hoc sociality and sociotechnical 
control. It responds to a shortcoming in much of the scholarship on human-computer 
interaction and specifically on human labor in automated processes that narrows its focus 
on solitary situations, with isolated single humans facing a screen or other kind of inter-
face (Orr, 1996; Suchman, 2007). In contrast to this limited setup, we observed in both 
cases the spontaneous interaction and communication among human operators that were 
highly relevant for their engagement with the machine and the formation of the overall 
sociotechnical system.

In the case of self-service check-out, businesses and developers have envisioned and 
designed these terminals as one-to-one devices, with an isolated customer doing groceries 
and payment. Yet this conception is at odds with shopping being a fundamentally social and 
potentially public affair (Douglas, 1997; Mason, 1998). In the study, we repeatedly observed 
voluntary encounters and teamwork around check-out where this ephemeral social situ-
ation had a profound impact on the interaction with the machine. For example, when a 
machine was signaling errors or called for a clerk, which it did through lights and sounds, 
customers responded with two different, but both socially shaped patterns: they either 
embraced the situation and sought help and commentary by fellow customers; or they 
sensed uncomfortably the views of others, yielding moments of awkwardness and insecu-
rity. Take, for instance, the conversation of two student shoppers, Tina and Valerie, during 
payment (speech protocol II, November 12, 2019, lines 25–36, our translation):

. . .
Valerie: Where does the cash go now? Ahh.
Tina: You have to choose cash first, right?
V: Oh . . . no she (sic!) said: ‘Introduce cash or choose payment method.’
T: Ahh, okay.
V: It sounds like this thing is shredding it.
(Machine sound: Please take your change.)
V: Oh gross . . . okay. Well, it is a bit funny.
T: Yes, I think so too . . . especially she looks at us so already (nods to a nearby 
woman)
V: Yes, she looks all the time as if you now . . .
T: As if we want to steal.
VC: . . . is a most evil criminal
. . . 

In the case of content moderation, it was the office space that mattered as a social con-
text. The everyday activity of moderation could not be brought home, even during the core 
phase of the pandemic companies stuck to that principle (Magalhães & Katzenbach, 2020). 
In general, human content moderators are grouped by teams who work together in open 
office spaces in cities such as Dublin, Miami, or Singapore, with teams usually organized by 
languages, not necessarily by regional or cultural expertise (Roberts, 2019).
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Each human reviewer had a workstation with specific software provided by the com-
pany. The software consisted of queue systems with videos arriving in a specific order. 
Human moderators had access to two types of queues: the general queue in which all human 
reviewers worked, and a protected queue where the most complicated or high-profile pieces 
of content were piled up to be reviewed by team leaders or senior members of the client 
themselves. In their decisions on content items, interviewees reported that they routinely 
made use of the open office. They talked to each other about ensuing issues and looked out 
for immediate team support and advice. This proved especially valuable when operators 
like Ana (focus group, May 3, 2022, p. 3, lines 66–69) needed to make decisions on content 
items that spoke to contexts outside of her own expertise and culture.

. . . and it also happens as well, in the market that I work in there are a lot of  
expressions from another country, that I don’t know, even if I am Spanish I do 
not understand a lot of Latino American slang, so some of my colleagues, they 
say, ok . . . I might ask some of my colleagues . . .

Likewise, interviewees reported many examples and situations where their colleagues were 
discussing slang from Mexico, Iranian music, or obscure vernacular words from different 
regions in Spain in order to come to a decision.

In sum, both case studies foreground the oft-neglected ad-hoc sociality of human- 
machine interaction which has already invited a number of investigations (Pentzold & Bis-
chof, 2023). Since Suchman’s (1987) analysis of the frictions between plans and situated 
actions, numerous approaches have been gravitating around the forms of spontaneous 
interaction that emerge during use situations among co-present people. Yet despite the 
long-standing interest, interface design and use arrangements are still struggling to fully 
account for these encounters and the highly dynamic interactions they entail (Schubert & 
Kolb, 2021). Interacting with automated procedures is much more than a single human fac-
ing a machine, but it is situated in specific situations that were, in our cases, the office or the 
supermarket. These contexts were providing the vital settings for dealing with the prompts 
and requests generated at different points throughout the process.

Capturing and Marginalizing Mundane Expertise:  
The Nothing That Matters

The second theme that we have identified relates to the ambivalences of situated expertise. 
The discourse on automation and AI strongly foregrounds the high-level expertise of those 
involved in programming and installing systems, where it usually sidesteps expertise offered 
by those operating, supervising, and interacting with automated systems. Clickworkers are 
deemed to merely execute simple tasks and supervise the smooth operation of the system. 
In our case studies, this motif was interestingly both perpetuated and clearly challenged as 
it became evident that there is rich situated expertise needed for the functioning of those 
systems.

Looking at supermarkets, self-service check-outs are becoming a standard feature of 
shopping, within a much larger context of reorganizing and digitalizing brick-and-mortar 
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retail that, for example, envisions fully cashier-free stores as a next step (Ives et al., 2019). 
It is marketed as a service feature that will save time, increase comfort, and give shoppers 
more control. Yet in our observation and interviews, customers were less enthralled, and 
many tried to avoid the machines when possible. This resulted in overcrowded and ill-fitted 
cashier areas with people queuing in-between shelves while the machines took away much 
of the limited space.

In case people chose to use one of the machines, error was a taken-for-granted and 
ongoing occurrence. In consequence, human help and intervention were regularly needed; 
they were not the exception but formed part of the common experience. For sure, people 
get to know the machines and required procedures once they decide to use them more 
frequently. This, however, was not so much about mastering the protocol and producing 
less errors; it also meant to anticipate hiccups, learn to simply expect some sorts of alarm 
messages, and get accustomed to ring a clerk and recapitulate what made the process stop. 
Yet despite the essential role of such mundane expertise—both on the side of the clerks as 
well as the customers—this goes unacknowledged. Hence, shopkeepers have for example 
reported about their feelings of alienation with customers treating them as mere machine 
prostheses without really communicating to them; in turn, some shops refuse to assign 
clerks to the self-checkout areas resulting in constant back-and-forth between their other 
duties and customers in need of help (Mateescu & Elish, 2019). Meanwhile, customers are 
expected to get to know how to operate the devices on the spot without much guidance or 
introduction let alone time and testing.

In the case of content moderation, the initial understanding of human labor replicates 
the automation discourse: “To get in, you need nothing,” Raul told us, “all I needed to know 
was the language, nothing else. You got the language, you get it, anyone can do it, even 
if you are from Norway but speak Spanish” (focus group, May 3, 2021, p. 2, line 4). So it 
is apparently nothing that one needs to offer to become a human content moderator. Yet 
upon closer inspection, it is clearly this nothing that matters. In the decision upon contested 
content, moderators strongly build on their own lived experiences and cultural knowledge. 
For the context of copyright, Ragavan (2001) has juxtaposed such traditional or public 
knowledge with codified and institutionalized knowledge. This type of knowledge includes 
understanding of slang language and local expressions, as well as ad-hoc awareness and 
knowledge of specific political situations. While it was evident for all people working in the 
office, that such kind of knowledge was fundamental for the smooth functioning of these 
systems, referring to this as nothing clearly signals that it was neither appreciated as an 
expertise nor was it valued in the labor relation between employees working on minimum 
wage and employers.

In sum, automated systems are strongly reliant on situated and contextual expertise on 
the spot. Usually, companies installing those systems are unable to capture this mundane 
expertise of operators thus leaving them without appreciation and remuneration. In effect, 
seeing machines as autonomous not only means “not seeing certain kinds of labor and the 
people performing it” (Jones-Imhotep, 2020, p. 10) but also not seeing, valuing, and com-
pensating for their expertise. Although it is clearly essential for the success of those systems, 
it remains a nothing for everyone involved. A nothing that matters.
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Humans Assisting Machines: The Irony of Human-Machine Assistance

The need for situated human expertise preludes the third and final theme of our analysis: 
as much as machines might be of assistance to humans in one way, these very machines 
are just as much in need of human assistance in another way. They need a human fix. For 
sure, most research on automation has abandoned the idea of a wholesale replacement of 
human labor, but there is nevertheless a dominant vision of machines assisting humans. For 
example, Tarleton Gillespie is suggesting in a critical piece on machine learning (ML) and 
content moderation that platforms should be “designing ML tools to support human teams 
rather than supplant them” (Gillespie, 2020, p. 4). In the vast area of human-robot inter-
action from elderly care to industry shop floors, robots are commonly treated as assistive 
technologies (Darling, 2021).

In one way, the reverse perspective put forward here—humans assisting machines—is 
about practical help and support. Automated processes are rarely self-contained and autar-
kic but implicate humans who intervene, take over, or step in. This can be a safety feature yet 
often it is the standard way of interlacing automated steps of procedure with interventions 
and stops that ask for human discernment or manual handling. In that sense, automation 
is imperfect as it implicates human operators, paid and unpaid, skilled and unskilled. The 
more automation takes hold in quotidian life and mundane encounters, the more essential 
the texture of machines and humans will become. Again, this is not about the usual bugs 
and malfunctions which require repair but rests to be an inevitable element of everyday 
automation.

More fundamentally, automation is built around human capacities to flexibly align our 
expectations and actions in a given situation. This tacit understanding of indexical mean-
ings and gestures, that make sense in a particular spatio-temporal context, characterizes 
people as sociable and adaptive beings. Such capability is hard to be fully standardized 
and put into protocols. There is a gap and potential mismatch between plans and situated 
actions, as Suchman (2007) has it. To some, like Collins (2018), it will ultimately hinder 
automated technologies to get ahead of humans. Others have proposed more nuanced 
accounts of this entanglement where the at times enchanting eloquence and prowess of 
automated technologies is predicated on humans willing to condone and compensate for 
the evident limitations of smart machines (Natale, 2021).

For sure, in the assistive relationship between humans and machines, the context of 
interaction is key. It prefigures the resources, the technologies, and the abilities of those 
handling automated processes which come to bear upon a situation. Hence, manufacturing 
has been a pioneer in automation, where complex and extensive procedures are carried out 
by machines with little human intervention (Benanav, 2022). Another pertinent area has 
been the use of advanced technology for surgeries and medical operations, also at a dis-
tance (Schubert, 2006). Still, even in contexts of highly specialized automated procedures 
and skilled workers, like the advanced automotive sector or the handling of digital data, full 
automation remains a chimera (Altenried, 2022; Munn, 2022).

Arguably, the need to take a closer look at what automation involves and how it neces-
sitates human intervention and assistance becomes more pressing with everyday automa-
tion: it threads through workplaces, also of seemingly low-skill jobs, and it appears in daily 



36 Human-Machine Communication 

routines like shopping. Compared to manufacturing, these situations are more sponta-
neous, less rigidly controlled by action protocols, and they afford more options for situated 
action (Pentzold & Bischof, 2023). In self-service checkout, humans were constantly assist-
ing the devices that had a rather limited capacity; shoppers had to carry the complex task 
of identifying, weighing, and scanning items as well as channeling the payment procedures. 
All of these tasks were not completely assumed by the machines. Rather, their instructions 
and setup tried to guide customers through executing these steps. As stand-alone autom-
atons, they could do little to nothing but predicated on customers following the course of 
stepwise tasks and requirements. So from the side of retailers, what was automated was the 
whole checkout process that would require no human cashiers, not the bulk of operations. 
As such, the terminals were no autonomously running devices which generated some out-
come unattended. Instead, the whole restructuring relied on the indispensable intertwine 
of humans assisting machines.

In content moderation, automation is taking over the bulk of processing contested 
content. But with context and intention being key criteria for taking decisions on content, 
automated processes fail if they lack human advice. Context and intention are information 
that cannot be deducted from the piece of content itself, and are thus beyond the operative 
realm of automated systems. This is where human moderators came in. They analyzed the 
context of a post, its tone, and other factors to determine whether it would violate the plat-
form’s policies. It is ironic that human moderators make decisions based on information 
that is not embedded within the content. Instead, they rely on the moment in-between when 
users upload a post to the platform. This is where human moderation activity lies, as they 
interpret why the user uploaded the content and assess the post’s appropriateness based on 
their understanding of the context.

This fundamental need for human intervention in content moderation has become par-
ticularly obvious when platforms companies sent home content moderators such as Joseph 
(key informant 4, February 2022, p. 4, line 33–36) during the pandemic without an option 
to work from home.

During that time AI systems did the job, but when we return what we found 
were an incredible huge amount of reports by users who did not understand 
how or why pictures or comments were taken down, and they were right. The 
decision was taken by AI systems; we could see that (. . . ) in fairness it relaxed 
me. I don’t think we can be substituted. 

The machines that are positioned to help people in fact need human help. This human assis-
tance to the machine is much more fundamental than repair in case of malfunctioning or 
a human-in-the-loop position. It is a tight entanglement of assistance. As interactions nec-
essarily generate moments of ambiguity and interpretative flexibility, everyday automation 
fundamentally rests on human labor and intervention for its smooth operation. This inver-
sion also shifts the focus away from users framed as lacking an ability the machine should 
take over or help to compensate. In assisting machines, it is rather that users are asked to 
acquire new skills and abilities to properly use them. It is humans who not only assist the 
machine but also adapt their practices to the needs and affordances of technical systems.
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Conclusion
In this article, we have taken issue with human labor and intervention in automation pro-
cesses that are often overlooked or even actively obfuscated. We have turned the question 
from what automation does to people to what people do with automation, and shifted atten-
tion from the technological fix to what we call the human fix. The term functions for us 
as an intervention; it seeks to raise sensibilities to take a closer look at what automation 
involves in practice, and how it necessitates human intervention and assistance at a time 
where automation is becoming so tightly enmeshed in everyday lives. Conceptually, we 
have drawn on work in STS, HCI, and mediatization research to surface how the position-
ing of effective automation not primarily rests on technological progress, but much more on 
the successful decoupling of imperfect automation and precarious work.

In our empirical work juxtaposing two case sites from the front end and back end 
of automation, we have identified three key themes of how the human fix is operating in 
practice: in both supermarket self-service check out and in platforms’ content moderation 
ad-hoc sociality emerges that distinctly shapes situated practices of automation; these situ-
ations are marked by the ongoing capture of mundane expertise, the nothing that matters, 
which is routinely marginalized both in the discourse about automation as well in labor 
relations; and we have reversed the dominant trope that machines are here to help, whereas 
humans are indeed needed to assist the machines in order to run smoothly. In contrast 
to the grand narratives, this human fix is an ongoing feature of automation in the tightly 
woven texture of machine capacities and human capabilities.

Taken together, our research and the review of cognate work make us aware that the 
hype and marketing around automation is enabled by human interventions where the costs 
of experimentation are unevenly distributed. Given our initial insights from revisiting the 
two highly different case studies, more systematic research and critical inquiry are needed 
to better understand the uneven entanglement between human operations and machines 
that increasingly rely on AI and ML. Perhaps our observations arise from a temporary 
moment of technological experimentation that will give way for much smoother interac-
tions and smarter, fully autonomous machines. However, in light of the irresolvable com-
plexities of tacit knowledge and indexical situations, it seems more important to examine 
how automation is a socio-material process that can neither be reduced to human users nor 
technological operations.

Given mediatization research’s interest in long-term processes, this configuration 
of amazement and concealment can be traced back into the history of automata (Jones- 
Imhotep, 2020). Such a diachronic inquiry also casts doubt on heady visions of fully 
self-contained machine communication that is not only able to perform human-like but 
does so with minimal intervention or support. Imperfect automation is here to stay—
instead of seeking and pushing for complete and perfect automation, we may focus more on 
accommodating imperfect automation as well on valuing the labor and mundane expertise 
needed to keep the systems (and our society) functioning. As such, imperfect automation 
seems an ineluctable condition of human-machine communication (Guzman, 2018; Natale, 
2021). The technological fix is an illusion, the human fix is real.
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A New Family Member or Just Another Digital  
Interface? Smart Speakers in the Lives of Families  
With Young Children
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Abstract

Based on longitudinal qualitative research involving 20 families with at least one child aged 
8 or younger, the article provides an account of how families, as distinctive communicative 
figurations, adopt, use, and make sense of smart speakers through diverse socially situated 
practices. Findings show that parents and children enter in a communicative relationship 
with smart speakers based on their attribution of human-like or machine-like traits to the 
device, and the device’s response to their expectations. Moreover, engaging in commu-
nicative practices through and with smart speakers, family members subvert or reinforce 
existing power relations. However, smart speakers acquire new agency by intensifying the 
datafication and algorithmization of everyday life, thus entailing a shift in power dynamics 
between humans and machines.
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Introduction
While not initially designed for children—in fact, the first Echo Dot Kids Edition was only 
launched in May 2018—smart speakers have become part of children’s everyday media 
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repertoires in many countries (Rideout & Robb, 2020; Wald et al., 2023). For example, the 
proportion of US families with young children who owned at least a smart speaker rose 
from 9% in 2017 to 41% in 2020 (Rideout & Robb, 2020). Similarly, in 2020, 46% of Italian 
parents of young children owned one or more smart speakers (Zaffaroni et al., 2022). Yet, 
this rapid diffusion has only partially been matched by empirical research on the domesti-
cation of smart speakers, especially outside of the US. In fact, while most research to date 
has focused on usage practices (Lopatovska et al., 2019), or trust and privacy issues (Prid-
more et al., 2019), knowledge of the meaning-making practices, negotiations, and conflicts 
around smart speakers in families with young children is still sparse.

Based on a longitudinal qualitative research involving 20 families with at least one 
child aged 8 or younger in Italy, this article aims to fill this knowledge gap by providing an 
account of the diverse socially situated practices and contexts in which families, as distinc-
tive communicative figurations (Couldry & Hepp, 2017; Hepp & Hasebrink, 2018), adopt, 
use, and make sense of smart speakers—voice-based home devices with an integrated con-
versational agent. The notion of communicative figurations refers to a constellation of actors, 
who share a frame of relevance (a set of cultural values, norms, and orientations, including 
technological imaginaries), on which basis they interact through communicative practices 
supported by a distinctive media ensemble. In this light, each family’s communication rep-
ertoire is grounded in their culture as much as in their media ensemble (Hepp & Hasebrink, 
2018). Patterns of similarities and differences emerge across families based on the specific 
constellation of actors, their relevance frames, the distinctive set of communicative prac-
tices as well as the particular media ensemble.

Communicative figurations have been theorized as an analytical device to advance a 
non-mediacentric research on mediatization (Couldry & Hepp, 2017; Hepp, 2020a). The 
ongoing deep mediatization means that every sphere of the social, families included, has 
become mediatized, that is, increasingly interdependent on communicative practices and  
digital infrastructures. Mediatized families depend on “data relations” (Couldry & Mejias, 
2019, p. 27): namely, on communicative practices, digital media, and technological infra-
structures that extract, analyze, and communicate data, turning the home and families’ every-
day lives into data commodities (Mascheroni & Siibak, 2021). Indeed, we can understand 
datafication as both an outcome and an intensifier of mediatization (Mascheroni & Siibak, 
2021)—an outcome of mediatization, because everyday mediatized practices generate an 
unprecedented volume of data traces; and, at the same time, an accelerator of mediatization, 
because, as the everyday opportunities for interaction and agency are increasingly defined by 
algorithmic-based automations, digital media are more and more embedded into the texture 
of users’ everyday lives. In this context, we argue that a figurational approach to the domesti-
cation of smart speakers by families with young children is best suited to both contextualize 
these technologies within the longer mediatization of the home (Silverstone, 1999) and simul-
taneously account for the novelty of this specific communicative AI. In fact, the media have 
been constitutive of the modern idea, and experience, of the home as both an autonomous 
and relational entity: in this respect, smart speakers may be conceived of as the latest tech-
nological development in the process of “mobile privatization” (Williams, 2003 [1974], p. 19) 
and in the more recent mediatization of family life (Mascheroni & Siibak, 2021). However, as 
a specific form of communicative AI, smart speakers challenge our established definitions of 
media, and their role within mediatized domesticity, as we will further elaborate.
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Furthermore, being essentially non-mediacentric, a figurational approach helps us dis-
mantle the myth of communicative AI “as a completely autonomous technology” (Natale 
& Guzman, 2022, p. 629)—a myth that has often led to underplay human agency vis-à-
vis machine agency. Conversely, and in line with a mediatization research agenda, we aim 
to understand how changes in the media ensemble following the introduction of smart 
speakers are associated with changing practices of communication based on each family’s 
distinctive frames of relevance, and whether such changes lead to transformations in the 
power relations between family members. More specifically, we formulated the following 
research questions: To what extent does the family as a communicative figuration change 
in light of the domestication of smart speakers? What distinguishes the communicative 
practices through and with smart speakers from other mediated communicative practices 
within the family?

Research on Children, Families, and Smart Speakers

Since conversational agents, such as those embedded in smart speakers, democratize 
younger children’s access to digital media by providing a more natural, voice-based inter-
action compared to screens and keyboards (Beneteau et al., 2020), it comes as no surprise 
that already in 2020 the 23% of 2- to 4-year-olds were found to autonomously engage with 
smart speakers (Rideout & Robb, 2020). One of the first studies observing the use of smart 
speakers in the domestic context has shown that Amazon Echo was primarily domesti-
cated as a family device and located in a shared space such as the living room (Lopatovska 
et al., 2019). Moreover, the authors identified three main usage patterns across families— 
information, entertainment, control of interconnected devices or smart appliances. Con-
sistently, in the Italian survey of families with young children (Zaffaroni et al., 2022), 
entertainment and information topped the list of activities regularly asked of smart speak-
ers: Respondents reported using Echo or Google Home to listen to music (75%), to get 
quick factual information (63%), and listen to the news (51%). Smart speakers have also 
been incorporated into a range of habitual domestic practices, including as a reminder of  
deadlines and appointments (57%), to access cooking recipes (51%), control connected 
appliances and energy-saving technologies (51%), communicate with family and friends 
(43%), and tell bedtime stories to children (43%).

Lopatovska et al.’s (2019) study also pointed to generational differences—with children 
being more likely to request Echo to play music or tell jokes—and to a decline in both 
overall usage and specific activities (such as looking for news) over time. That parents and 
children use smart speakers differently was confirmed by Garg and Sengupta’s (2020) study, 
based on interviews with 18 families and Google Home Activity logs. In fact, while parents 
used Google Home mainly to play music or control smart lighting, thermostats, and cam-
eras, children’s voice logs indicated that playing games, listening to music, searching for 
information, and engaging in small talk were the most common practices. Analyzing usage 
patterns over time, the authors observed how parents’ scaffolding of children’s interaction 
with the smart speaker was limited in time, until the child learned to adapt their commu-
nication style (i.e., by raising their voice, repeating queries, and using shorter sentences). 
With respect to entity-making practices (Suchman, 2011), Garg and Sengupta (2020) found 
that, contrary to adults and older siblings, children younger than 7 attributed a human-like 
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identity to the conversational agent. Over time, this persistent personification resulted in 
emotional attachment.

Other studies focused on the relationship between different practices of use and the 
associated family dynamics. Beneteau and colleagues (2020) identified three broad usage 
patterns that resulted in distinctive parent–child relationships. First, parents and children 
engaged in practices of co-use, and parents scaffolded their children’s interaction with the 
smart speaker in various ways (i.e., suggesting how to rephrase a question or other repair 
communication strategies). In this way, younger children’s communicative skills were 
expanded through their parents’ scaffolding (what they label as “fostering communica-
tion”). Second, conflicts emerged over the control of the smart speaker, with children trying 
to take control and “disrupt access,” whether to impose their desired outputs or simply to 
annoy their parents. Third, parents engaged in practices of “augmented parenting” (Bene-
teau et al., 2020, p. 5), using the smart speaker as a neutral third-party mediator in decision- 
making, or in a more deceitful way, to obtain children’s obedience—such as setting an alarm 
on the smart speaker to enforce bedtime rules. Similar struggles over the control of the 
smart speakers have been found in a thematic analysis of Chinese user-generated videos 
(Wang et al., 2023), highlighting how the devices acted as mediators or family members, con-
tributing to a democratization of child–parent relationships, through an empowerment of 
the child. Since co-use was found to represent the most popular usage pattern among Chi-
nese families, the authors conclude that smart speakers prompted a shift from “bedroom 
culture” back to a “living room culture” (Wang et al., 2023, p. 13).

The significance of family’s culture in the domestication of smart speakers has been 
highlighted in a study of the diverse motivations underpinning different usage patterns 
across different family types (Wald et al., 2023). In fact, different communicative practices 
were informed by families’ distinctive frames of relevance, including trust in technology 
and preferred parental mediation style, and by their internet literacy.

Conceptualizing Smart Speakers as Communicative AI

Scholarship in HMC and in mediatization research agree on the properties that distinguish 
communicative AI from other digital media, and that prompt us to question traditional 
definitions of both media and (human) communication. In fact, conversational agents, as 
those embedded in smart speakers, “are not simply media in the sense that they serve as 
interaction nodes between people” (Hepp, 2020a, p. 79). We now communicate with such 
media, rather than simply through them. Indeed, conversational agents, as much as other 
communicative robots (Hepp, 2020a), are designed to fulfill communicative purposes and 
simulate human communication capabilities. By expanding the role of digital technology 
beyond that of a mediator or an interface to that of a communicative partner (Guzman, 
2018, 2019; Natale & Guzman, 2022), therefore, conversational agents automate communi-
cation.

The current automation of communication is leading to an “increased level of agency 
in that it is the technology itself that forms and interpret messages” (Natale & Guzman, 
2022, p. 630). Not only do conversational agents respond to human inputs, they also collect 
data on their users and the surrounding environment and distribute them. Thanks to the 
agency performed through their role of communicators, conversational agents create the 
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impression of responding and adapting to users’ queries in a personalized manner (Natale & 
Cook, 2020). As a consequence, in automated communicative relationships, human agency 
is also redefined and constrained: “The agency of the users of voice assistants can be best 
described as the ability to choose among a pre-defined range of interactions that the compa-
nies already anticipated for their systems” (Natale & Cook, 2020, p. 8). However, we should 
not overestimate the autonomy of automated communicators. Rather, it is more appropriate 
to think of these agents as partially autonomous automated systems, rather than forms of AI 
in its narrow sense of sophisticated and complex machine learning systems (Hepp, 2020b). 
In fact, it’s precisely the newly acquired ability to gather, generate, and distribute informa-
tion on their users that makes automated communication systems depending on the digital- 
material infrastructures of datafication (Couldry & Mejias, 2019; van Dijck, 2014) for their 
functioning. On this basis, we should rather speak of quasi-communication (Hepp 2020a, 
2020b), to emphasize how these technologies are designed to enter into a communicative 
relationship with its users, yet are not fully autonomous. Indeed, machine’s responses to 
human inputs are processed and performed by invisible algorithms, software, platforms, 
and hardware that operate in the background. Therefore, communicative AI is charac-
terized by a double embodiment: “communicative” and “infrastructural” (Hepp, 2020b,  
p. 1412), with the former operating as to conceal the latter. In fact, the simulation of a 
human-like conversation helps conceal the collection, transmission, and algorithmic cal-
culation of users’ and environmental data on which basis communicative AI operates 
(Mascheroni & Siibak, 2021). We can thus define the conversational agents embedded in 
smart speakers, along with Hepp (2020b, p. 1416), as:

(a) (partially) automated and (partially) autonomous media that (b) serve as 
quasi-communication interfaces with humans, (c) they are embedded in a com-
prehensive digital infrastructure and (d) have in most instances an apparently 
human-like user interface.

Despite their partial autonomy and machine-like nature, the conversational agents 
integrated in smart speakers are generally perceived and addressed as communicative part-
ners (Guzman, 2018, 2019; Guzman & Lewis, 2020). In fact, conversational agents are pro-
grammed to enter the communicative relationship with a specific social positioning, defined 
by its human-like traits, a gender, and a social role: that of an assistant (Guzman, 2019) or 
servant (Fortunati et al., 2022). Their anthropomorphization and personification—through 
the attribution of a name, a naturalistic female voice, and the simulation of an individual 
personality—is what enables communicative AI to “interact with humans on an emo-
tional level” (Zhao, 2006, p. 408). However, the interpretation of conversational agents as 
human-like communicators is still ambivalent: Fortunati et al. (2022, p. 8) found that while 
half of their sample perceived Alexa as an equal or superior communicator, the remaining 
half understood it as “an inferior communicator (a kind of servant or slave).” Other times, 
instead, users are more guided by the machine-like nature of conversational agents in their 
interpretation of their status (Guzman & Lewis, 2020).

These findings suggest that “in any process of communication where humans are 
involved, humans are ultimately responsible for the construction of sense” (Natale, 2021, 
p. 908). Second, they confirm that, like any act of communication, automated communica-
tion is always socially situated and contingent: While both human and machine agency are 
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redefined, and the family as a communicative figuration is likely to be transformed in their 
repertoire of communicative practices and meanings system by the advent of smart speak-
ers (Mascheroni & Siibak, 2021), mediatization is never a linear cause–effect relationship 
(Hepp, 2020a).

In this article we will address our research questions, firmly grounded in mediatization 
research (Hepp, 2020b), by building upon the HMC research agenda (Guzman & Lewis, 
2020). Accordingly, we will examine the functional and relational dimensions through 
which families make sense of the conversational agents integrated in smart speakers and 
relate to these technologies and to themselves. In so doing, we will advance our under-
standing of how families as communicative figurations change in light of the domestication 
of smart speakers, and what distinguishes the communicative practices through and with 
smart speakers from other mediated communicative practices within the family.

Methods
Study Design

This article reports on the findings of three waves of qualitative longitudinal research 
designed to investigate the datafication of childhood and family life as a socially situated, 
everyday and embodied experience. Families were recruited through snowball sampling (i.e, 
digital flyers illustrating the scope of the project were shared on Facebook or WhatsApp local 
parenting groups, and printed flyers were circulated in different workplaces [hospitals, call 
centers]). We were interested in families with at least one child aged 8 or younger, because 
this is the first generation “to be datafied from birth” (Children’s Commissioner for England, 
2018, p. 11). Given the broader focus of the study, owning a smart speaker was not a sam-
pling criterion. Yet, consistently with the survey data collected in September 2020 (Zaffaroni 
et al., 2022), we found that the majority of families had smart speakers, as illustrated in 
Table 1. The final theoretical sample consists of 20 families with at least one child aged 8 or 
younger, living in the city of Milan and its surrounding towns. Only Family 1 dropped out 
after the first interview. While small in number, and self-selected—their main motivation to 
take part in the study being receiving guidance or confirmation about children’s media use 
from researchers—the sample represents a diverse demographic range in terms of income 
and constellation of actors—with many families having multiple children ranging from 0- to 
14-year-olds, but also single-parent and/or single-child families (Table 1).

TABLE 1 Participating Families

Family 
number

Parents  
(age, nationality) SES

Selected child 
on first visit Siblings

Smart  
speaker

Family 1 Mother (39, Italian)
Father (43, Italian)

High F, 5 Amazon Echo

Family 2 Mother (37, Italian)
Father (38, Italian)

Medium M, 4 M, 1 Google Home

Family 3 Mother (42, Italian)
Father (48, Italian)

Low F, 3
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Family 4 Mother (38, 
Russian)
Father (38, Italian)

Medium F, 4 Amazon Echo + 
Alexa (Smart TV)

Family 5 Mother (37, 
Belgian)
Father (45, Italian)

High F, 6 M, 3

Family 6 Mother (43, Italian)
Father (43, Italian)

Medium M, 5 Google Home
Amazon Echo 
(third wave)

Family 7 Mother (42, Italian-
Swiss)
Father (39, Italian-
French)

Medium/
High

M, 5 F, 2

Family 8 Mother (41, Italian)
Separated

Medium M, 5 Amazon Echo 
(dropped out)

Family 9 Mother (41, Italian)
Father (42, Italian)

High M, 7 M, 18m;  
M, 3; M, 6; 
F, 10; F, 13;  
F, 14;

Family 10 Mother (40, Italian)
Father (44, Italian)

Medium M, 7 Amazon Echo 
(dropped out)

Family 11 Mother (34, 
Moroccan)
Father (46, Italian)

Low M, 6 M, 8

Family 12 Mother (38, Italian)
Separated

Medium M, 6 F, 10

Family 13 Mother (41, Italian)
Father (49, Italian)

Low M, 6 Amazon Echo

Family 14 Mother (40, Italian)
Father (40, Italian)

Medium F, 7 M, 3; M,  
12; F, 10

Google Home

Family 15 Mother (42, Italian)
Father (42, Italian)

Medium/
Low

M, 6

Family 16 Mother (40, Italian)
Divorced

Medium M, 7 M, 5 Amazon Echo (at 
father’s home)

Family 17 Mother (37, 
Moldavian-Russian)
Separated

Low F, 8 Amazon Echo  
(at father’s home)

Family 18 Mother (40, Italian)
Father (41, Italian)

Medium/
High

F, 8 F, 10 Amazon Echo

Family 19 Mother (53, Italian)
Father, (58, Italian)

High M, 5 Amazon Echo

Family 20 Mother (49, Italian)
Father (49, Italian)

Medium F, 8 F, 11 Amazon Echo 
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Overall, 58 interviews were conducted face-to-face, at home, during three waves of 
data collection (November–December 2021, April–May 2022, and December 2022– 
January 2023). During the first family visit, parents and children were initially involved in 
an ice-breaking activity; next, one researcher followed the child in a toy and digital media 
tour (Plowman & Stevenson, 2013), while the second interviewed parents about the family’s 
media practices, parental mediation, their expectations and fears around digital media and 
IoTs. In the second wave, the researchers conducted group interviews at home, using the map 
drawing method (Watson et al., 2022) as a visual prompt to stimulate discussion about fam-
ily routines, the domestication of digital media, power relations around media and material 
space. At the end of the second interview, parents were invited to fill in a digital media diary 
for 1 week, recording the selected child’s interactions with digital media each day (Masche-
roni & Zaffaroni, 2023). On the third visit, researchers and interviewees engaged reflexively 
on the findings of the first and second wave, visualized in a map through a network analysis 
of actors, media, and interactions (Amadori, 2023). The research protocol was approved by 
the University’s IRB. Parents signed an informed consent, and researchers paid attention to 
children’s assent—understood as a process of ongoing negotiation between the researcher 
and the child-participant (Warin, 2011). In this article, we will focus on interview data from 
families with smart speakers (N = 37).

Data Analysis

Interviews were transcribed, anonymized, and analyzed using MaxQDA2022. The pseud-
onyms used in the transcriptions were chosen by the participating children. In line with con-
structivist grounded theory (CGT) (Charmaz, 2014), the data analysis process was iterative. 
First, the same interview transcript was coded independently by each researcher, using line 
by line inductive coding. The comparison between the coded transcripts allowed to develop 
a shared code sheet, which informed the second stage of analysis, when the interviews were 
coded independently by researchers. The process was iterative and the shared code sheet 
was enriched and revised until each coder was satisfied. Finally, the PI examined all coded 
transcripts and finalized a second-level coding by revising codes and aggregating them into 
broader codes, summarizing the main themes emerged from interviews and informed by 
the theoretical framework. The coding scheme was further refined and enriched during the 
analysis of the second and third waves of interviews.

Findings
Incorporating Smart Speakers in the Family’s Media Ensemble and  
Repertoire of Practices

Nine families in our sample own and use a smart speaker, located in the kitchen or the liv-
ing room. Two families dropped out for privacy concerns (Family 10), or concerns over the 
child-smart speaker interaction (Family 8) respectively. In two divorced families, children 
have access to a smart speaker only in the father’s home (Table 1).
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As a new addition to each family’s media ensemble, the smart speaker may entertain 
relationships of complementarity, substitution, or control with other media, as well as var-
iously fit the family’s communication repertoire. In our participating families, the use of 
smart speakers is mainly incorporated into the pre-existing communication and media 
repertoires, with the control function representing the only new practice. In fact, the most 
frequent usage practices fit into the broad use genres of entertainment (music, fairy tales, 
jokes), information (quick factual information, news, weather forecast, schoolwork, cook-
ing recipes), and control (of other media or appliances). Some generational and gender dif-
ferences emerge (as we will further elaborate below in relation to power dynamics between 
family members): children are more likely to engage with the smart speaker to listen to 
music, ask for fairy tales or jokes, and practice small talk, while adults ask for information 
and listen to music; fathers are responsible for the control functions.

Moreover, we mainly found relations of complementarity, without significant disrup-
tions to the pre-existing media ensemble. For example, children’s requests to smart speakers, 
such as narrated stories or music, do not necessarily replace pre-existing media practices 
(e.g., books or YouTube), but rather complement them as a convenient alternative due to 
the voice activation. Only when located in the kitchen (Families 2 and 14), and limited to 
adults’ practices, smart speakers replace radios or smartphones for news, cooking timer, 
and recipes. The relationship of control, in its strict sense, is limited: In the third wave only 
Family 18 continued operating smart lights via a smart speaker, whereas Family 14 dropped 
out of lights automation—due to the mother repeatedly clicking the switch—while Family 
13 occasionally used the remote activation of smart lighting when on holiday—to prevent 
burglaries.

Importantly, however, while smart speakers are incorporated within pre-existing medi-
atized family practices, as interfaces to access and control other media and platforms (e.g., 
Spotify or the morning news on radio stations), they are implicated in a complex network 
of interconnected devices and services, which collect, track, and exchange data. Therefore, 
while smart speakers broaden the range of media through which families carry out their 
usual media or communication practices, due to their infrastructural embodiment they 
simultaneously intensify the family’s reliance on data relations for the performance of many 
mundane (individual or shared) activities.

Changing media ensemble, changing family figurations?

Smart speakers set new conditions for agency within the family, subverting or reinforcing 
existing power relations in the home through the communicative practices they enable. 
In terms of intergenerational power relations, parents are challenged in their parental 
mediation role, as gatekeepers of children’s access and use of digital media. In fact, even 
pre-schoolers are now able to access media content autonomously, through voice com-
mands, thus gaining control not only on the smart speaker but also on the interconnected 
devices (e.g., the smart TV). The novel autonomous engagement with media achieved by 
young children—and the seemingly democratized child–parent relations (see Wang et al., 
2023)—is not necessarily restricted nor disapproved by parents. For example, the mother in 
Family 2 is proud of her son’s greater acquired agency, and encourages him to interact with 
the smart speaker:
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Petra [mother, Family 2, wave 1]: It’s nice because he [4-year-old son] asks it for 
songs. I mean, “Ok Google, I want to listen to the soundtrack of Moana,” I don’t 
know . . . or “I want to listen to . . .”. It’s nice because he can ask for the songs on 
his own, and he does. Also, every morning he asks Google what the weather will 
be like in Milan. I used to do it before, but now he does it. [. . .] sometimes it is 
me telling him “let’s ask Google what’s the weather like today.”

The communicative interaction described in the excerpt above, that has become an 
integral part of the morning wake-up routine, shows how the smart speaker involved a shift 
in power, from the mother to the child, in the relationship with information: now it is the 
child who is responsible for accessing the weather forecasts, although often prompted by 
his mother.

Moreover, although smart speakers may actually enable children to bypass parental 
mediation, the empowerment of the child does not necessarily translate into a correspond-
ing disempowerment of parents. Power is not always a zero-sum game within family figura-
tions. Children’s voice-based autonomy, in fact, is intertwined with and dependent on how 
agential practices unfold on the side of parents. In certain family configurations, the child’s 
empowerment is paralleled by a corresponding benefit for parents, who equally turn the 
smart speaker into a technology of empowerment. This can be observed, for example, when 
the smart speaker serves as a digital babysitter, to keep the child occupied with stories and 
music. Petra [mother, Family 2, wave 1] further explains that she likes her son to be able to 
ask Google Home autonomously for stories because “Spotify is full of nice things . . . and 
when I need to relax, or I need him to be still, I put on a lot of audio stories.”

Likewise, by granting autonomous access to music through voice commands, smart 
speakers alleviate single parents from the preoccupation of constantly supervising their 
children’s screen time. Letizia recounts having bought Amazon Echo a few months before 
our third visit to avoid her 5-year-old son accessing her smartphone whenever he wanted 
to listen to music:

Letizia [mother, Family 8, wave 3]: I made the decision to buy it unconcernedly 
because I thought could be, even for him, something convenient, because he did 
no longer have to access my phone . . .

Often, however, the domestication of smart speakers poses a direct challenge to par-
ents. In fact, by enabling a more autonomous access to media content, smart speaker risk 
undermines parents’ agency in preventing children’s exposure to inappropriate content. For 
example, Family 1 explains how they resorted to the employment of technical mediation 
(namely, parental controls), to protect their daughter from inappropriate content (e.g., fart 
jokes that Alexa prompted to a 5-year-old girl):

Claudia [mother, Family 1]: The other day, when you were not at home, she 
[daughter] was asking songs to Alexa, and at some point I heard Alexa replying 
“I do not have that title, but try with ‘fart something,’ but you need to unblock it 
on the app first.”
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While additional parental mediation helps counterbalance the quasi-autonomous 
agency of the smart speaker, that suggests content directly challenging the family’s frame 
of relevance, other times it is children’s smart speaker-enabled empowerment that can lead 
to overt conflicts between family members. This happens when transformations in pre- 
existing power relationships and communicative practices (with and through media) clash 
with the family’s shared norms and reciprocal expectations—namely, when the communi-
cative practices enabled by smart speakers clash with the family’s frame of relevance. For 
example, Camilla [mother, Family 20, wave 3] recounts when, during a play date, a friend of 
her son, whose mother is “a zealot” of age-appropriate content, asked the smart speaker to 
play the Måneskin [Italian rock band] and “danced shirtless! It made me laugh!” Gabriella, 
instead [mother, Family 6, wave 2], was annoyed when “[her 5-year-old son] interrupted 
Google without asking me, because he wanted his songs.” Arguments of this kind continued 
over time: “He still does it. Especially if he wants to watch TV and I am listening to music, 
he turns the smart speaker off and watches TV. So ‘Alexa, stop!’ And so we have an argu-
ment because I’d like to listen to music. Or [we argue] about the kind of music.” [Gabriella, 
Family 6, wave 3]. Similarly, Letizia recalls how the daily conflicts over the control of the 
smart speaker were one of the reasons that motivated her decision to hide Echo in a drawer:

Letizia [mother, Family 8, wave 3]: I was no longer free to listen to music  
because he would get there and change it [the child scoffing in the background]. 
He wanted to change song. It was a continuous war. So I told myself “enough!” 
Sometimes you listen to your music, sometimes I listen to mine, but we cannot 
change it continuously. It became unnerving.

Such conflicts over the smart speaker suggest that the point of “disrupting access” 
(Beneteau et al., 2020, p. 5) may be less about reclaiming identity through personal music 
choices, and more about resisting parental mediation and reaffirming more balanced power 
relations in the parent–child dyad. When we look at the gender relationships in the family, 
instead, we can observe how smart speakers tend to reproduce the gendered power differ-
entials in the home—with fathers being in charge of the management of accounts (as in the 
example of Family 1 above), as well as of the control functions of smart speakers over smart 
home solutions (e.g., lighting), and the mothers being in a subordinate position of passive 
or unskilled users:

Sara [mother, Family 18, wave 1]: Don’t know, my sister uses it for everything, to 
remind her to hang the laundry or turn off the . . .

Beatrice [8-year-old daughter]: She even turns the TV on!

Sara: While it does not usually come to my mind the idea of using the smart 
speaker for . . . Just the lights, that then, if I accidentally use the switches, Alexa 
does no longer listen to voice commands, and my husband gets mad at me!

In certain respects, then, the negotiations and conflicts around smart speakers are not 
dissimilar to those occurring whenever a new medium enters the family’s media ensem-
ble: in fact, the latest addition to the media ensemble is appropriated within the family’s 
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communicative repertoire through the lens of the family’s relevance frame, resulting in a, 
at least partial, reconfiguration of the family as a communicative figuration. What is novel, 
therefore, is not the ways in which power relations are reproduced, reconfigured, or resisted 
through smart speakers-supported practices per se. Rather, it is the communication with 
smart speakers, their being media through and with which the family communicates, that 
generates new power dynamics as we will elaborate in the next section.

However, the automated, data-based nature of smart speakers renders their domestica-
tion—and the consequent adaptation of the family figuration to their adoption—somewhat 
distinctive. Indeed, alongside their “communicative” embodiment (Hepp, 2020b), smart 
speakers are embodied in the infrastructures of datafication. In fact, underlying the func-
tioning of smart speakers is the real time algorithmic processing of users’ voice inputs, their 
classification and matching with the desired output. The incorporation of smart speakers 
into the domestic context thus entails an intensified mediatization of everyday life, in the 
form of its progressive datafication and algorithmization. This yields important shifts in 
the power dynamics between humans and machines, and, consequently, in the family as a 
communicative figuration.

As already described, by introducing a further level of mediatization in the family’s 
media and communication repertoire (e.g., access to music is now mediated by a voice 
interface, that activates the playlist on Spotify) smart speakers gain greater agency, that 
results in a corresponding diminished agency for users. In fact, instead of browsing from 
a potentially infinite library of contents, users are directly presented with content, and left 
with little control over the choice. By repeating the outcomes of previous interactions and 
narrowing down the range of content, smart speakers hinder user’s ability to make auton-
omous choices:

Tommaso [4-year-old son, Family 2, wave 2]: Ok Google, I want to listen to 
children’s stories!

Google: I play children’s stories from Spotify.

Petra [mother, Family 2]: Let’s see which one Google chooses today. . . . [Google: 
“Rapunzel . . .”] that’s it! Since it’s one we’ve often asked, because Tommaso likes 
it, [Google] often plays Rapunzel when it has to choose. 

This algorithmization of everyday practices lies at the heart of the tension between the 
empowerment and disempowerment of users, and the agency of machines. Smart speakers 
acquire a crucial role with respect to the distribution of agency within the family thanks to 
the datafication and subsequent algorithmic calculation of everyday life. Sometimes, users 
feel restricted in their power to choose media content, as Pamela, who explaining why their 
use of Echo diminished over time, tells:

Pamela [mother, Family 13, wave 1]: It is useless. Music, anyway, is not unlimited 
. . . Because it is connected to Amazon, so the library is limited. Instead, I know 
that Google Nest is connected to YouTube, so there’s everything. Conversely, 
Echo is very limited. Furthermore, it does not understand many things. After 
all, she is not human!” 
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Contrary to Pamela, however, most children and parents are unaware of how this pro-
cessing works and are confronted with content over which they have no direct control. 
Pamela’s excerpt above is interesting also because of her suggestion that smart speakers’ lim-
itations depend on its machine-like nature. This comment leads us to the second research 
question; that is, how communication through and with smart speakers is different from 
other mediated communication.

Communicating With (and Through) Smart Speakers

Besides shifting the power relations between family members, and between the constel-
lation of actors and the media ensemble, smart speakers also afford the, at least partial, 
construction of a communicative relationship. Indeed, although conversations with smart 
speakers are brief—and tend to decline over time, when the “novelty effect” fades—new 
communicative practices emerge, with family members now interacting with a gendered 
voice trained to perform various tasks, as well as respond to curiosities and jokes.

The communicative interaction with smart speakers is shaped, first, by the attribution 
of a human-like or, alternatively, a thing-like identity to the technology; and, second, by 
how effectively the smart speaker responds to the user’s request. The two aspects are in fact 
interrelated: indeed, communicative failures are interpreted through the lens of the identity 
attributed to the conversational agent integrated in the smart speaker. As a consequence of 
the mutual shaping of users’ perceptions and technology’s responses, communication with 
smart speakers is always socially situated, contingent upon entity-making practices (Such-
man, 2011) and the specific interactive occurrence.

Younger children tend to personify voice-based assistants and engage more frequently 
in entity-making practices, testing the conversational agent’s “liveness.” Our interviews 
and observations include numerous examples of children enlivening the smart speaker 
through their interactions, by constructing the smart speaker as a living entity and attrib-
uting it human-like activities and emotions. For example, children asked Alexa if she liked  
Nutella—as Elisa (8-year-old, Family 20, wave 3)—or if she had parents, as in the following 
excerpt:

Camilla [mother, Family 19, wave 2]: One day I was in the kitchen and I heard 
him talking to someone, and I said, “Who is he talking to?” He was talking to, 
he was asking Alexa, “Alexa, do you have friends? Who are your daddy and your 
mommy?”

Alessandro [5-year-old son]: “Alexa! Do you have a mom or a dad?” [repeating 
Alexa’s words] “She was invented . . .”

Interviewer: “. . . by a team of engineers at Amazon.”

Alessandro: Yes, it doesn’t have parents, it’s normal! 

The personification of smart speakers through an attribution of anthropomorphic qual-
ities and a personality is largely dependent on its built-in gendered traits. Children, and 
parents alike, attributed a different gender identity to the conversational agents embedded 
in Echo or Google; interestingly, this gender difference leads to conflicting and stereotyped 



58 Human-Machine Communication 

interpretations of their distinctive qualities. For example, the four siblings in Family 14 
argued whether Alexa or Google was better. In the conversation, Alexa was attributed greater 
emotional and conversational qualities, whereas Google was perceived as more intelligent. 
Only the older brother, who attributes a machine-like quality to the smart speaker, thinks 
that they perform the same basic functions:

Alice [10-year-old sister, Family 14, wave 2]: I would prefer Alexa, because she 
is much more responsive.

Martino [12-year-old brother]: It’s the same!

Alice: No, because if you tell Alexa “do you know that I love you so much?” she 
goes “Thank you for your loooove” [singing].[. . .]

Interviewer: So, why did your dad chose Google Home over Amazon Echo?

Carlotta [7-year-old sister]: Because Google is a male, and knows more things. 

Importantly, as anticipated, the attribution of anthropomorphic and gendered char-
acteristics forms part of the communicative labor that families perform to understand 
and interpret the smart speakers’ communicative failures. For example, when complain-
ing about the failures of the smart speaker to locate content across different SVOD plat-
forms, Ludmilla (mother, Family 4, wave 2) mobilized the female servant stereotype: “ours 
is Alexa’s maid, because she doesn’t understand!”

Similarly, when Family 6 replaced Google Home with an Echo before our third visit—
with Google being downgraded to the bathroom—the different perceived performances of 
each were interpreted in terms of gender differentials, with women being acknowledged as 
smarter than men:

Gabriella [mother, Family 6, wave 3]: By the way, we now have Alexa. We bought 
Alexa to replace Google, so we eventually have a woman instead of a man and 
she does understand much more! [laughing]

In Family 16, Amazon Echo was attributed the status of a female competitor who always 
took the side of her husband. In fact, Alice (mother, Family 16, wave 1) recounts how she 
“did not get along with Alexa, she did not understand me. Don’t know, she probably hated 
me!” However, despite the fact that parents themselves mobilize anthropomorphic frames 
in trying to make sense of the occasional communicative failures, the entity making prac-
tices in which children engage can also be a source of concern for parents. Letizia explains 
she stopped using Echo after she observed her son attributing the smart speaker a human-
like, yet inferior, status. First, the young child’s personification of the smart speaker gener-
ated feelings of discomfort and anxiety:

Letizia [mother, Family 8, wave 3]: I took it away because it was impossible to 
keep it in the house with him. I didn’t like it because of the orders. No, no. You 
order Alexa, but I just didn’t like [his] way of approaching it. [. . .]
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Lodovico [5-year-old son, Family 8]: I did not like it either, because sometimes I 
asked for a song and it played another one. It did not understand anything!

Interviewer: And this made you angry?

Lodovico: Yes, I wanted to flush it through the toilet. She is stupid.

Letizia: Mmm no, you have to understand it is a machine, not a person. While 
I observed him . . . trust me, I was scared. It is too soon. [. . .] It upset me. It is 
normal and automatic for us. But I have noticed it was different for him, he con-
versed with the smart speaker as if . . . another person was at home. I don’t know, 
I felt uncomfortable about it. 

Second, Lodovico extended the inferior status attributed to the smart speaker also to 
other family members, thus threatening the family’s values and norms. Therefore, besides 
conflicts over the control of the interface, the smart speaker was de-domesticated because 
of the child’s habit to give orders to his mother overtly conflicting with the family’s frames 
of relevance.

As these examples illustrate, constructing smart speakers as human-like communi-
cative partners yields partial or unsatisfactory outcomes, as both children’s and parents’ 
expectations of reciprocity and mutual understanding are often frustrated by the limited 
capacities of the device, due to its faulty algorithmic processing of voice inputs—failures 
that may be due to lower training of voice recognition in languages other than English. 
After the novelty effect fades, children also grow tired of the company of smart speakers, to 
the point that they forget their presence:

Pamela [mother, Family 13, wave 1]: At the beginning he [6-year-old son] was 
[attracted], he would ask Alexa for Google searches, “Alexa what is the biggest 
animal in the world?” Sometimes we still do this, just for fun, “Alexa, what is the 
most stinky animal in the world?” You know, stupid things . . . but very seldom. 

Conversely, we observed only one example of communication through smart speakers, 
when Family 20 tested the possibility of voice calls via the smart speaker “for security rea-
sons,” to have an additional communication channel “in case mobile phones did not work” 
[Umberto, father, Family 20, wave 3].

Conclusions
This study aimed to understand whether and how families, as communicative figurations, 
change through the domestication of smart speakers, and what is distinctive about the com-
municative practices through and with smart speakers from other mediated communicative 
practices within the mediatized home. Our findings show that, while the domestication of 
smart speakers follows similar patterns across families—with their incorporation into the 
pre-existing media repertoire as a further digital interface to habitually consumed content, 
followed by a general decline in usage over time—interactions with smart speakers are also 
distinctive of each family configuration and the type of device, depending on the situated 
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nature of their domestication. More specifically, the family’s communication repertoire is 
enhanced by the relationships of complementarity and control (Wang et al., 2023) that the 
smart speaker entertains with the pre-existing media ensemble. Substitution is less fre-
quently observed and limited to the smart speaker functioning as a new interface to routine 
media content such as music (playlists) and news.

In terms of reconfigurations of the relationships between family members, smart speak-
ers are technologies of both empowerment and disempowerment. Children are rendered 
more autonomous in their media choices, thus challenging parental mediation and reclaim-
ing agency through acts of “disrupting access” (Beneteau et al., 2020, p. 5). However, the 
empowerment of the child does not necessarily translate into a corresponding disempower-
ment of parents, who could benefit from smart speakers as digital babysitters, or from voice 
interfaces as an alternative to screens. If intergenerational relationships are re-negotiated, 
often gendered power imbalances are instead reproduced, with fathers exercising control 
over the smart speaker and interconnected devices.

Overall, our findings emphasise how smart speakers continue and intensify the medi-
atization of families’ everyday lives (Mascheroni & Siibak, 2021). While power negotiations 
and redistribution of agency within families have always been characteristic of the domes-
tication of media (Silverstone, 1999), what is distinctive about smart speakers is their dou-
ble embodiment (communicative and infrastructural) (Hepp, 2020b), and the relationship 
between the two. The communicative embodiment of smart speakers is crucial in their 
domestication: in fact, although children are more likely to engage in entity-making prac-
tices (Suchman, 2011), the attribution of anthropomorphic and gendered characteristics 
forms part of the communicative labor that all family members perform to make sense of 
the smart speakers, including its failures. The interpretations of both the human-like and 
the machine-like attributes of smart speakers changes according to the technology’s ability 
to complete a task and understand human inputs. Consequently, the smart speaker’s posi-
tioning as a communicative partner is dynamic and contingent upon the specific interac-
tional situation, shifting along the continuum of human-like and thing-like based on how 
human expectations are satisfied or frustrated. Rather than new family members (Wang et 
al., 2023), across our families smart speakers are either perceived as media or, less often and 
primarily by younger children, as companions, equal to pets or toys.

Smart speakers’ infrastructural embodiment also emerged as a key aspect in the domes-
tication practices of our participating families. As interconnected devices able to control 
other media and appliances, smart speakers acquire an agentic role by further extending 
the datafication and algorithmic calculation of everyday life. This yields important shifts 
in the power dynamics between humans and machines, with humans having little control 
over the choice of media content and, more generally, over the extraction, distribution, 
and analysis of users’ and home data. Indeed, the human-like communicative embodiment 
materialized in a gendered voice conceals the complementary embodiment of the device 
in the digital-material infrastructures of datafication. More than sustaining new power 
relations among the actors’ constellation distinctive of each family configuration, smart 
speakers involve a new relationship between human actors and artifacts, that Couldry and 
Hepp (2017, p. 131–132 ) called “tool reversability.” Tool reversibility indicates how users 
themselves are being used by the data-based, internet-connected tools embedded in their 
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everyday lives. Therefore, while smart speakers are appropriated as technologies of empow-
erment, they equally remain technologies of power, depending on our agency and simulta-
neously subtracting part of our agency.

The current study has a number of limitations, some of which are common to qualita-
tive research (a diverse but not representative sample of parents who volunteered to take 
part in the study for their own interest in and concerns around children’s digital media use), 
and others specific of our research design. In fact, our research project was not focused on 
the domestication of smart speakers, but on mediatized and datafied families as communi-
cative figurations. Additionally, except for observing a general decline in usage, processes 
of de-domestication (Family 8), or the domestication of a new smart speaker combined 
with the re-domestication of the older device (Family 6), the longitudinal nature of our 
study was not further explored. Future studies could address this limitation and investigate 
whether the shifting power dynamics here described are distinctive of families with young 
children, or whether a more substantial re- or de-domestication occurs over a longer time 
frame.
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Communicative AI and Techno-Semiotic Mediatization: 
Understanding the Communicative Role of the Machine
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Abstract

Mediatization discourse has so far mainly been centered on media from institutional or 
social-constructionist approaches. The technological developments within communica-
tions industries coupled with the wider societal process of datafication might, however, 
beg for dusting off the smaller, although the long-time existing, technological approach 
to mediatization as a complement to the two other approaches, in order to understand 
aspects of automation and human-machine communication. This theoretical article 
explores how existing mediatization approaches can refocus to include lessons learned 
from human-machine communication. The first section accounts for the main mediatiza-
tion approaches. The second section discusses debates on communication, artificiality, 
and meaning-making. The last section takes the example of the recruitment interview for 
discussing how mediatization theory can benefit from including a technological approach 
with influx from human-machine communication, as well as how human-machine com-
munication can learn from wider discussions within mediatization theory.

Keywords: communicative AI, mediatization, technology, communication,  
meaning-making

Introduction
A large portion of media research over the past 2 or 3 decades has taken point of depar-
ture in the radical transformation of social and cultural life that has followed from the 
digitization of all media. Media technologies and contents have multiplied, paving the way 
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for increased opportunities for commercial media to monetize behavior and to develop 
refined business models built on audience management. The possibilities for communica-
tion have also multiplied, where everyday media users have been equipped with relatively 
cheap means of production (although not the resources of large-scale media corporations). 
Communication takes place on an increasing number of technological platforms, involves 
more communicating agents, but also includes a wider variety of communicative agents—
including nonhuman communicators. The popularization of interfaces for conversational 
text interaction such as ChatGPT has further amplified textual production, adding to the 
vast amounts of textual expressions in digital space.

Mediatization theory has over this time arisen to theorize this increased multiplicity 
of communication platforms, agents, communicative types, and textual outputs. However, 
European mediatization research has so far mainly been centered on media from insti-
tutional or social-constructivist approaches (Hepp, 2020a; Hjarvard, 2013; Lundby, 2014). 
The technological developments within communications industries coupled with the wider 
societal process of datafication might, however, beg for dusting off the smaller, although 
long-time existing, techno-semiotic approach to mediatization as a complement to the 
two other approaches, in order to understand how aspects of automation and human- 
machine communication can feed into processes of mediatization. Arguably, this approach, 
grounded in the medium theory of Marshall McLuhan (1964), structural anthropology, 
and semiotics could enrich the two main approaches by putting a stronger emphasis on 
the communicative and textual aspects of mediatization. The approach was introduced by 
Jean Baudrillard (1971/1981) in the early 1970s, and can also be found in Latin Ameri-
can mediatization debates (e.g., Carlón, 2020), but has been largely absent from the main 
European debates. An integration of the techno-semiotic approach could therefore pro-
vide with a more nuanced mediatization theory, that could also take into consideration 
textual expressions and communicative dimensions. Mediatization theory has thus had its 
main focus on the media—as institutions, and as technological (and sometimes also textual)  
environments—and less on communication. This means that questions of communicative AI 
(Guzman & Lewis, 2020), that is “devices, applications, and algorithms capable of commu-
nicating in natural language and adapting to real-life conversational situations” (Laaksonen 
et al., 2023, p. 137), has had difficulties in being integrated in the debates on mediatiza-
tion. The aim of this theoretical article is therefore to explore how mediatization theory 
can be advanced by incorporating a techno-semiotic dimension that can be beneficial for 
the understanding of the implications of automated and algorithmically managed forms 
of human-machine communication. Reversely, it is hoped that this discussion could also 
inform debates in human-machine communication.

In the first section, I will account for the differences between the institutionalist and 
social-constructivist traditions of mediatization as well as the more latent techno-semiotic 
approach rooted in medium theory, semiotics, and structural anthropology. I will then, in 
a second section, discuss the role of communication (rather than the media) in both medi-
atization and human-machine communication contexts in order to explore how they can 
inform each other. In a third section, I will illustrate how such an integration of debates 
from human-machine communication can be beneficial for certain types of mediatization 
processes by briefly discussing how a communicative practice such as the recruitment inter-
view has become mediatized over the years. The paper then concludes with an argument for 
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a more holistic approach to mediatization that can be beneficial for understanding the role 
of human-machine communication in this process.

Institutional, Social-Constructivist, and Techno-Semiotic  
Mediatization
The by far most common way in which researchers have discussed mediatization is through 
an institutional approach. This is where the concept of the media means media institutions, 
either in the form of media companies such as the television broadcasting companies BBC, 
Globo, NBC or press organizations such as The Times, Le Monde, or Corriere della Sera, 
or in the form of societal institutions such as journalism or politics. Irrespective of which, 
the concept of media refers to mass media, and the temporal perspective is that of the 20th 
century and onward, most often the latter half of that century. Quite often causal explana-
tions are emphasized: the institution of the media or journalism impacts on another institu-
tions, for example politics, having the latter adjust to the working principles or the logics of 
the first. This is, for example, how one of the pioneers in the mediatized politics tradition, 
Kent Asp (1990), analyzed the ways in which politics gradually became reliant on the mass 
media. Many of the proponents of this approach, including Asp, have taken their source 
of inspiration in Altheide and Snow’s (1979) seminal theory of media logic. In the same 
vein, Jesper Strömbäck (2008) discusses four phases of mediatization through an historical 
analysis of the relations between what he calls a “media logic” and a “political logic,” where 
the latter is becoming increasingly dependent on the media. The mediatization of politics 
is one of the major avenues through which research has traveled, and besides the temporal 
distinction of the mediatization process in historical phases that Strömbäck has engaged 
in, there are also refinements of the theory in terms of the features of mediatization; for 
example, by the breaking down of the process in the four aspects: extension, substitution, 
amalgamation, and accommodation (Schulz, 2004).

Danish mediatization scholar Stig Hjarvard has probably been the one that most elab-
orately has theorized the institutional approach. The benefits of this approach, Hjarvard 
argues, is that it conducts its analysis on the meso level, is relatively easy to operationalize, 
and deals with “changes in inter-institutional relationships” (Hjarvard, 2014, p. 199). Hjar-
vard has also used the institutionalist approach on other phenomena, such as children’s play 
and religion (Hjarvard, 2013).

The other dominant approach is usually referred to as the social-constructivist. This 
approach adopts a longer time perspective, reaching back to early forms of communication 
in archaic society, drawing the long historical lines from cave paintings to AI. This naturally 
means that not only mass media are in focus, but all kinds of communication technologies. 
Because of its basis in social constructivism, it is less focused on causal explanations, and 
rather emphasize that media and communication develop with society in complex ways, 
rather than affects society from the outside. Its focus is on the media as environments in 
which we live, and the ways in which social subjects orient in mediatized space. To the 
contrary of the meso-level analysis of the institutionalist approach, this strand of research 
often adopts a macro perspective on societal change. This approach has its advocates in, for 
example, Nick Couldry and Andreas Hepp (2016) in their book The mediated construction 
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of reality. Hepp (2020a) has then further developed this analysis for the datafied world in 
his book Deep mediatization. According to Hepp, deep mediatization should be under-
stood as “the stage of mediatization in which the analysis of algorithms, data and artificial 
intelligence become crucial to our understanding of the social world,” and should be read 
as resonating with concepts such as “deep learning” or “deep analytics” (Hepp, 2020a, p. 7).

Both these approaches are well represented in edited collections (e.g., Driessens et 
al., 2017; Kopecka-Piech & Bolin, 2023; Lundby, 2009; Lundby, 2014), but while the main 
debates about the process of mediatization were introduced in the early 1990s, and more 
widely debated in the first 2 decades of the new millennium, Jean Baudrillard used the con-
cept a couple of decades earlier in his “Requiem for the media” (Baudrillard, 1971), where he 
discussed “l’information médiatisée” in connection to a wider discussion of the possibilities 
and limitations embedded in media technologies (see the more detailed account in Bolin, 
2014). This approach to mediatization is in research overviews acknowledged to exist but 
is also dismissed as having had too little impact on the mediatization debate (Hepp, 2020a; 
Jansson, 2018). This is unfortunate, since the approach with its focus on the technological 
affordances and limitations for communication has some important contributions to make 
to research on communicative AI and human-machine communication.

Baudrillard’s argument about mediatization has its background in the medium the-
ory of Marshall McLuhan (1964) and the technological philosophy of Walter Benjamin 
(1936/1977), coupled with theories from structural anthropology and semiotics. It can fore-
most be found in his early works (e.g., Baudrillard, 1971, Baudrillard, 1976/1993). Bau-
drillard’s emphasis is dual: first, on the technology itself as a channel of communication 
that privileges certain communicative forms while setting limits to others. Second, it also 
emphasizes the semiotic codes in which communication occur, and the way in which these 
affect communicative exchange. This form of exchange is at the root of Baudrillard’s under-
standing of communication:

What characterizes the mass media is that they are opposed to mediation,  
intransitive, that they fabricate non-communication—if one accepts the defi-
nition of communication as an exchange, as a reciprocal space for speech and 
response, and thus for responsibility. In other words, if one defines it as anything 
else than the simple emission/reception of information. (Baudrillard, 1985,  
p. 577)

First, Baudrillard argued that the technological affordances of the mass media, such as tele-
vision which was the new medium of the time when he was writing, were seen as mere 
technological channels for one-way communication that were engaging in “speech with-
out response” (Baudrillard, 1971/1981, p. 169). Television, Baudrillard argued, could never 
work emancipatory since the technology itself prevented true communication. Baudrillard 
thus models his concept of communication on human speech and symbolic exchange: com-
munication was for him always concerned with establishing a relation between two sub-
jects. This is partly rooted in dialogic theory, but also in theories of gift economies (Mauss, 
1925/1990), where the symbolic exchange of gifts creates a bond between giver and receiver. 
This type of exchange is permeated with symbolic meaning, whereas the mass media 
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“fabricate non-communication” (Baudrillard, 1971/1981, p. 169), that is, they are merely 
simulating communication.

Second, this simulation is not only coupled with the technological mediation of infor-
mation or communicated content. It also stems from the semiotic codes by which com-
munication occurs, and the paradigmatic limits of discourse. The communication of signs 
is subsumed with the cultural rules, grammars, and other semiotic qualities of commu-
nication. This part of Baudrillard’s theory is particularly relevant to questions of commu-
nication related to AI and automation, as the semantic logic of communication is more 
reminiscent of algorithmic rules, prompts, and protocols, where signs are managed in more 
instrumental ways.

Simulation is also related to representation and leads to the three stages of simula-
cra, as Baudrillard (1981/1994) discusses in his Simulacra and simulation. In the first stage 
of simulacra, the relation between the representation and its referent in social reality is  
obvious—no one would mistake the painting Mona Lisa by Leonardo da Vinci for the real 
person portrayed (Lisa del Giocondo). With the advent of photography, the relation between 
the representation and its referent changes and becomes less obvious. This is because of the 
indexical relation between reality and its photographic representation, where the light of 
the portrayed person actually sets its mark on the celluloid film. It thereby establishes a 
direct relation between the portrait (say, the famous image of Che Guevara by photographer 
Alfred Korda), and the person portrayed (the actual person Che Guevara). This is where 
the conflation appears between representation and person represented that French painter 
René Magritte ironically comments on with his famous painting Ceci n’est pas une pipe (This 
is not a pipe)—a naturalistic painting that of course is not a pipe, but represents a pipe. 
Today, with image-generating software such as DALL-E or Midjourney, we can safely say 
that we have reached what Baudrillard called the third order of simulacra, when the relation 
between a representation and its referent is dissolved. A machine-generated image does not 
have any identifiable referent in social reality but is built from extracts from the millions 
of images that the software is trained on. I deliberately write identifiable, since there are of 
course referents, but no single person could connect each bit of the generated picture with 
its original source.

Baudrillard’s legacy has, naturally, been discussed widely, although less so in debates on 
mediatization. However, although he does not use the concept “affordance” explicitly, his 
focus on the possibilities and limitations of the medium can be seen as similar to how media 
technological affordances have been thematized in theories of human-machine communi-
cation; for example, in the debates on human-chatbot interaction (Mygland et al., 2021), 
where research has followed Norman’s (1999) elaboration of Gibson’s (1979) original idea of 
affordances, and theorized them as the “actionable properties” of technology as perceived 
by a social actor (see, e.g., Rodriguez-Hidalgo, 2020). Baudrillard’s insistence on symbolic 
exchange would, however, mean that all human-machine communication would be simu-
lation. Nonetheless, his theory of simulation and techno-semiotic affordances is also one 
way to refocus the attention in mediatization theory to questions of communication, and 
thereby act as a bridge to human-machine communication. Reversely, an influx of institu-
tional and social-constructivist mediatization theory could potentially enrich the theoreti-
cal frameworks for debates in human-machine communication.
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To sum up this discussion, we could say that the three approaches to mediatization 
emphasize institutional, sociocultural, or technological changes within culture and soci-
ety. While the institutional and the techno-semiotic approaches to mediatization conduct 
their analyses at meso-level, the social-constructivist arguably is a macro-level approach. In 
its longer temporal perspective, and wider inclusion of media technologies and expressive 
forms, it is also more holistic. Arguably, it includes in its analysis also media institutions 
as well as the techno-semiotic ways in which the media operate. A consequence of this 
long historical perspective—“the longer the better” as Latin American scholar Eliseo Verón 
(2014, p. 2) argued—is that we could say that we have always been mediatized. However, the 
ways in which societies have been mediatized have depended on the specific communica-
tion technologies at hand, and the uses they are put into. The task for mediatization research 
then, is not to analyze whether we have been mediatized, but how.

Furthermore, central to the institutional and the social-constructivist approaches is a 
focus on the media, rather than communication. This is also why Baudrillard’s emphasis on 
communication, technology, and semiotics is of relevance for bridging mediatization and 
human-machine communication theory. The next section will discuss in more detail the 
role of communication in traditional media theory and in human-machine communication 
in order to find some common ground in which the debates can be integrated.

Communication and Meaning-Making in Communicative AI
As has been clear from the above, one distinction between the different approaches to 
mediatization is rooted in the way in which the media has been theorized: as institutions/ 
organizations, technologies, or symbolic environments/sign systems. As new communica-
tion technologies have entered the media landscape, we are now at a point where we also 
need to distinguish between different types of communication. In the history of communi-
cation, the term has often referred to the concept’s Latin roots in communicare (to share, 
to make common) and the rhetoric activity of communication (Peters, 1999). In Raymond 
Williams’s words, communication is “the process of making unique experience into com-
mon experience” (Williams 1961/1965, p. 55), that is, an act of sharing that involves two 
subjects each of who constitutes “a morally autonomous self ” (Peters, 1999, p. 20) that has 
the ability to construct intersubjective meaning in the process (mediated as well as inter-
personal).

Such ritual approaches to communication centered on the meaning-making character 
of communication has always had their counterpart in the transmission approach, which 
is centered on the dissemination of messages in space (Carey, 1975). In the age of commu-
nicative AI, such approaches would seemingly be more relevant, since communication no 
longer presupposes two communicating subjects, as in human-machine communication 
(Fortunati & Edwards, 2020; Gunkel, 2012; Guzman & Lewis, 2020). Accordingly, alter-
native conceptualizations and modifications of existing approaches to communication 
have been introduced. Banks & de Graaf (2020, p. 24), for example, seek to merge the two 
approaches and argue for an “agent-agnostic transmission model,” where machines “partic-
ipate in the meaning-making process.” The basis for this argument is that meaning-making 
is defined as “a system’s response (behavioral, computational, or otherwise) to an environ-
mental signal from which information is extracted and during which value is assigned” 
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(Banks & de Graaf, 2020, p. 24). It is, however, unclear what is gained from defining  
meaning-making as mechanical responses to incoming prompts.

From another theoretical approach, Elena Esposito (2017) has, inspired by Niklas Luh-
mann’s systems theory, argued for the analysis of AI not in terms of intelligence, but of com-
munication. She finds that we can indeed speak of communication between humans and 
machines if we strip our concept of communication of intersubjective meaning-making. 
This follows from the concept of communication that Esposito borrows from Luhmann, 
who emphasizes the receiver as the definer of whether communication occurs or not: 
communication occurs, according to him, when someone (i.e., a social subject) perceives 
of something as communicated, a definition of communication well fitting for human- 
machine communication (Esposito, 2022, p. 7). Since machines, following Alan Turing 
(1950), cannot really think but only simulate thinking, a concept of communication that 
would include machines needs to be relieved of all kinds of references to intersubjective 
meaning-making, and be closer to the mathematical theory of communication. Claude 
Shannon, who formulated this mathematical theory, persistently argued that the “seman-
tic aspects of communication are irrelevant to the engineering problem” (Shannon, 1948,  
p. 379), and although his colleague Warren Weaver tried to expand on the theory to include 
meaning-making (Shannon & Weaver 1949), it seems more relevant for the purposes of 
this discussion to stick to Shannon’s original ideas, and leave meaning-making as a dia-
logical and intersubjective activity that is founded in understanding, experience, and self- 
reflexivity out of the picture.

In fact, this is also what Esposito (2022) proposes in her theory of artificial communi-
cation as a replacement concept for artificial intelligence. But if we agree to call the semi-
otic exchange between humans and machines as communication, why do we then need 
the prefix artificial? What does artificial stand for in this conceptual combination? As has 
been pointed out in previous discussions of “natural and artificial intelligence” (Sokolowski, 
1988, see also Gunkel, 2020, p. 7f), artificiality in relation to intelligence, communication, 
and other such transient or intangible things are different from, as is Sokolowski’s exam-
ple, artificial flowers. Plastic flowers are fake flowers—they have no smell, and if you touch 
them, their texture betrays them as fake. Artificial light such as that produced by a light bulb 
does not differ from the light waves produced by sunlight. The light waves are the same, 
although their origin differ. The same can be said about communication via a chatbot that 
passes the Turing test in the sense that it produces sentences that humans can find intelligi-
ble. And if it passes the Turing test, is it not then communication?

If a human subject interprets the signs produced by the machine, there is mean-
ing produced on part of the human, but the meaning production is not reciprocal— 
meaning-making is only occurring on the human part in the exchange. This is then a ques-
tion of transportation of symbols and signs, rather than symbolic exchange. Humans can 
indeed produce meaning also out of material or content that is produced by, say LLMs such 
as ChatGPT, but the reverse is not true; machines cannot produce meaning for themselves. 
As Bender & Koller (2020) point out, this is because communicative AI is based on models 
trained on extremely large datasets; that is, trained on form rather than content, and there-
fore cannot produce meaning. If we on the other hand, as Baudrillard clearly does, have 
interpersonal and co-present communication between humans as our measuring stick, 
then human-machine communication is deviating from that norm (i.e., is artificial, fake, 
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or a simulation of communication). But if our definition of communication is more in line 
with what Esposito proposes, or Shannon for that matter, there is no need for the prefix 
artificial. It is merely a question of whether we consider communication as the transmis-
sion of signs/data from one point to a recipient who might produce meaning out of it, or 
whether we reserve the concept of communication for a ritualistic intersubjective exchange 
of meaningful symbols.

We might thus want to think of this as two kinds of artificiality, referring to material 
(tangible) and intangible objects respectively. Only material objects can be considered fake, 
while intangible phenomena such as light or communication only differ in their origins of 
production. If communication is defined as transportation or transmission of signs, then 
the origins of these signs might vary, but it would nonetheless be communication. However, 
if communication is about the making of unique experience into common experience, as 
Williams argues, then we can put into question whether machines can have any experience 
to share. Such shared understanding would presuppose shared meaning-making, and we 
cannot say that machines experience and make meaning—at least not in the sense of a mor-
ally autonomous self (Peters, 1999).

In those instances where there is a perception on part of the interpreting subject that 
they are actually engaged in intersubjective communication, we thus can speak of commu-
nication. In such a successful imitation game, there then arises a specific kind of deception 
where the interpreting subject believes they are communicating with a human subject. Sim-
one Natale (2021) has discussed the role of deception in media theory and in relation to 
communicative AI:

Communicative AI departs from the historical role of media as mere channels 
of communication, since AI also acts as a producer of communication, with 
which humans (as well as other machines) exchange messages. Yet communica-
tive AI is still a medium of communication, and therefore inherits many of the  
dynamics and structures that have characterized mediated communication at 
least since the emergence of electronic media in the nineteenth century. This is 
why, to understand new technologies such as AI voice assistant and chatbots, it 
is vital to contextualize them in the history of media. (Natale, 2021, p. 12)

In this statement, Natale (2021) aligns himself with the common trope in HMC that previ-
ous research has treated the media as mere platforms for the interaction between humans, 
while today, we are also communicating with technology: “communication theory has his-
torically conceptualized people as communicators and technology as mediators” (Guzman 
& Lewis, 2020, p. 79; see also Ertzrodt et al., 2022, p. 441; Gunkel, 2020, p. 23; van der Goot, 
2022, p. 555f). This is true insofar as the media means the media as technologies. However, 
if one thinks of the media not only as technologies, but also as institutions or sign systems 
it is not. Media organizations are indeed communicators, and sign systems certainly have 
a role in the communication process. These are also approaches to media present in tra-
ditional media research. Admittedly, it is easy to find examples where traditional media 
research has regarded the media as mere platforms for the actions of others, but there is also 
much media research that have indeed regarded the media as an active agent in the commu-
nication process (see the review in Bolin & Ståhlberg, 2015). Again, the way in which one 
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approaches this question will depend on how the concepts of media and communication 
are defined. For example, to Baudrillard (e.g., 1971/1981; 1976/1993; 1981/1994), mediated 
communication is measured as a deviance of interpersonal communication between social 
subjects. On the other hand, it is also Baudrillard’s (1971/1981, p. 169) main point that the 
technology itself, in combination with the codes of communication, does something with 
the communicative situation: it produces speech without response.

Now, it is tempting to think of human-to-human communication as more dialectic 
and about shared meaning-making, and human-machine communication as more instru-
mental and linear. It is, however, important not to overemphasize the differences since 
there are also instrumental aspects of mediated communication between social subjects 
(see also Kellerman, 1992). However, traditional media and communication theory has 
never been naive of the impact of mediation for communication. Mediation, as the term 
is used here, refers to the technological transfer of information, contents, and signs from 
one point to another. Mediation is thus at the center of the mathematical theory of infor-
mation. Mediation is to be understood as a technological feature of communication, as 
theorized in the transmission model of communication (Carey, 1975), to the contrary of 
mediatization as a meta-process on par with globalization and individualization (Krotz, 
2007). But this is not saying that mediation does not affect the mediated representations, 
or that the media are mere channels for the transmission of information. The type of medi-
ation also affects what is mediated, which in turn has consequences for the things or rep-
resentations communicated.

Following from the fact that mediated images are representations rather than being the 
reality they represent, we should be cautious in juxtaposing human-machine communica-
tion with mediated interpersonal communication. Mediation, as it were, does something 
with the quality and type of communication by “narrowing the range of symbolic cues,” as 
John Thompson (1995, p. 85) argued. We thus must take into consideration the effect of the 
communication technology or channel. Some of these channels provide “speech without 
response,” as Baudrillard (1971/1981, p. 169) argued, while others indeed allow for response 
and exchange and transaction of signs in both directions. Many digital media, including 
chatbots and communicative AI, can simulate communication to the extent that it deceives 
the human communicator. Mediation thus occurs irrespective if it is a question of mediated 
interhuman communication or human-machine communication.

An example of communication within organizations might further illustrate why 
we should be cautious to make too sharp distinctions between human-to-human and 
human-machine communication. In many large workplaces, different departments com-
municate via mediated systems: email, but also other kinds of systems. Universities often 
use Canvas, itslearning, Teams, or other platform solutions. As university employees we also 
send emails to function addresses (e.g., economy@sh.se) which are most often responded 
to by social subjects rather than machines, but where we do not know which specific social 
subject will answer. Sometimes these subjects will sign off their response with their first 
name (e.g., Lisa) in order to minimize the mediation effect and make the message more per-
sonal. However, since we are communicating with an organization or organizational depart-
ment rather than a social subject, we will often treat the representative of this department 
instrumentally, rather than individually—even if we know that they are social subjects. We 
will, in the terminology of Jürgen Habermas (1981/1992), adopt a communicative position 
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related to strategic rather than communicative action. Strategic action is goal-oriented (we 
want to know how our research accounts are doing and how much remains of the budget), 
to the contrary of communicative action that aims for understanding and shared meaning. 
When approaching a university department, be it the IT department or the HR department, 
we do that because we have an errand. Although we will often treat the representative of the 
department with respect, we do not wish to engage in long conversations about how they 
feel (if they are sad because a relative just died, or happily looking forward to their partner’s 
birthday celebration). When we address them with: “How are you?”, this is what courtesy 
prescribes, and we are generally not really interested in how they are feeling. This approach, 
in fact, is more similar to how we treat a robot or chatbot, and, as Stina Bengtsson (2018) 
has pointed out, the degrees of courtesy we invest in our communicative efforts is more a 
question of how we think of ourselves as human beings, rather than what we think of the 
machine or the human other.

As humans communicating with communicative AI in the form of, for example, LLMs, 
we are thus communicating with what has been described as “stochastic parrots” (Bender et 
al., 2021, p. 610), that is, communicators that are assembling sentences constructed out of 
signs from the vast databases on which they have been trained. This is why LLMs, however 
large they may be, also have their limits. In fact, they follow the basic principles of proba-
bilistic semiotic processing, and can only produce an utterance (parole) based on what is 
already there in the paradigm (langue) (Saussure, 1916/1972). This is also how Baudrillard 
theorizes communication in his early writings, where the code and the technological medi-
ation restricts the abilities to achieve real symbolic exchange (e.g., Baudrillard, 1971/1981, 
1976/1993). In the next section I will bring these two paradigms together by way of discuss-
ing an example where communicative AI is introduced in contexts which have previously 
been dominated by interpersonal communication. The example is the automated recruit-
ment interview—a communicative situation that can be argued to have become technolog-
ically mediatized over the past 100 years.

Exemplification: The Mediatized Recruitment Interview
Now, if we can agree that human-machine communication is a specific kind of communi-
cation, where the possible production of meaning lies solely among the human component 
in the interaction, how can we conduct a processual analysis of how this communication 
has become mediatized? Communicative AI is used in many areas in society, but is increas-
ingly implemented in areas where processing of large volumes of information is required, 
and where there are hopes that Communicative AI will rationalize processes previously 
involving interpersonal communication (whether mediated or not). We could thus speak of 
a technologically-based mediatization of these types of communication.

One example of such mediatized encounters we can observe in the past few years is the 
recruitment interview. The interview is gradually technologically mediatized in the sense 
that for the most part in modern history, interviews have been made face-to-face, but later 
via telephone, or with the help of written questionnaires (Buckley et al., 2000). Recruit-
ment interviews, or selection interviews more generally, have since the early 20th century 
been a communicative situation that has been the focus for attempts at automation in order 
to get rid of the biases that follow from human evaluation in social situations. Early on, 
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that is, already in the 1910s, it was discovered that the effectiveness of selecting successful 
applicants through interpersonal job interviews was problematic (Eder et al., 1989, p. 21). 
Thomas Alva Edison was among the first people to try to solve this problem with inter-
view bias through pre-screening via questionnaires (Dennis, 1984), and as Buckley et al. 
(2000, p. 113f) has shown in their historical overview, attempts to refine the technologies of 
recruitment have followed continuously, thus successively mediatizing the practice. Lately, 
Communicative AI has been introduced to solve the perceived problems with bias, validity, 
and so forth that follow from interpersonal interviewing. A market for Communicative AI 
services has thus started to being formed, which includes systems of exchange as well as 
the formation of organizations that operate in this market. As with all markets, the agents 
involved promote their services through various persuasive arguments, many of which are 
based in the problems with bias, validity, and reliability that previous techniques have sup-
posedly carried, and that the new AI technological solutions should remedy.

On this market, several companies have developed sophisticated interview robots and 
chatbots with the purpose to sort, rank, and select top candidates in situations of mass hiring. 
The services are offered to customers that engage in large-scale recruiting projects, where 
there can be expected a large number of applicants, sometimes up to several thousands, 
and where there is a need to pre-sort applicants into a group of top candidates. Among the 
high-profile international companies to offer such services is HireVue, a US-based video 
platform that enables candidates to be interviewed at any time of day and uses algorithms 
to evaluate their answers and facial expressions. Through “ethically-designed algorithms, 
candidates’ responses are evaluated against identical criteria, every time” (HireVue, 2023), is 
the promise they make to customers. Another company is 98 Sparks, which has developed 
a recruiting system where candidates answer questions on their smartphones, which are 
then analyzed based on language performance which “eradicates the need to read over CVs 
and eliminates all forms of biases” (98 Sparks, 2023). UK start-up JamieAi (jamieai.com) 
focuses on matching candidates with the right credentials for relevant job openings, seeking 
to eliminate bias by excluding demographic factors, such as name, age, or ethnicity.

HireVue, Pera, and JamieAI are only some examples on this market—there are many 
more similar companies that offer AI-based services for recruitment. A specifically inter-
esting example from a communications perspective is Tengai, a communicative AI system 
produced by Furhat Robotics, an artificial intelligence (AI) and social robotics company 
born out of a research project at the Royal Institute of Technology in Stockholm, Sweden 
(Savage, 2019). Tengai is more than a chatbot in that it also has the form of a head with 
“morphological human likeness” (Fortunati et al., 2023, p. 547), with the ability to mimic 
human facial expressions. In the looks, Tengai resembles Sophia the robot, with a human-
like face (Fortunati et al. 2022). However, just like Sophia, Tengai is a roboid, that is, it 
neither is, nor is perceived as, a real robot with autonomous capabilities (Fortunati et al., 
2021). She—the robot is just like Sophia, a gendered female—is rather a mixture between 
what Andreas Hepp (2020b) calls a “social bot” and a “workbot.” Social bots are “software 
processes that are programmed to appear to be human-generated within the context of 
social networking sites,” in the words of Robert Gehl and Maria Bakardjieva (2016, p. 2), but 
Tengai is also something more in that she also has a physical shape. She is a bust with the 
height of 41 cm, with a head in natural size on a pair of shoulders, which, of course, contrib-
utes to the roboid appearance. She interviews the candidate synchronously (as opposite to 
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asynchronous interviews, where an interviewee responds to questions when they chose the 
time themselves; Suen et al., 2019).

Synchronous interviews can be of two kinds with Tengai: one which is similar to a tra-
ditional face-to-face interview where the interviewee comes to an office and sits down with 
the Tengai roboid, and one online, where the interviewee is communicating with Tengai via 
a screen over the internet, or with an avatar (gendered male). In their promotional material 
on the web, Tengai, just as the other companies mentioned above, emphasizes the unbiased 
nature of the analysis that the automated system allows for. What is more important for the 
human-machine communication aspect is that PR discourse emphasizes the interaction 
as being with “actual humans,” that there is a “perceived social presence” and “behavioral 
realism” on part of Tengai which creates a “feeling of being there with a real person” (Tengai, 
2023). This supposedly means that the interviewee will treat the interview as reality, and 
that there is a sense of intimacy together with Tengai. It is striking how much the marketing 
language is deeply influenced by the language of human-machine communication, such as 
social presence theory (see, e.g., Edwards et al., 2019), and there is already a growing body 
of research into anthropomorphization and perceived humanness (e.g., Banks & de Graaf, 
2020; Laaksonen et al., 2023; Lunberry & Liebenau, 2021; Westerman et al., 2020).

Irrespective of whether these promises of Tengai (the company, not the robot) hold or 
not, Tengai is indeed engaged in communication as understood by Luhmann/Esposito and 
Turing. However, Tengai also promises “behavioral realism” and “intimacy” that would be 
more characteristic for ritual communication, and previous research have had difficulties 
in finding individuals who consider the promises made by the PR slogans such as these 
being fulfilled (Fortunati et al., 2022; van der Goot, 2022). Differences between the promises 
made in the marketing slogans of Tengai and other similar services, and the perceptions 
among those who encounter them might be based in the different conceptualizations of 
communication. The market jargon emphasizes the communicative interaction between 
humans and machines in terms of ritual, dialogical communication, where each partaker 
in the communication situation produces meaning and shared understanding. Roboids like 
Tengai have difficulties in fulfilling this promise, since machines cannot produce meaning 
for themselves, nor think new thoughts. They can but simulate reciprocity in the communi-
cative situation, and thus these promises seem hard to realize, as they require a great deal 
of willing suspension of disbelief on the part of the human in this specific communication 
context—a kind of subjunctive stance where the simulation, the humanlike, is accepted as 
human temporarily. Accordingly, research on chat-bot interaction seem to frame its ques-
tions around the humanlike rather than the human (e.g., Banks & de Graaf, 2020; Edwards 
et al., 2019; Nass & Brave, 2005; van der Goot, 2022).

Furthermore, it has been pointed out that communicative AI technology “does not 
drive the complete decision process,” as one tech specialist in HR at a larger international 
communication firm explained in an interview. However, it can still be useful for funneling 
down the number of applicants to a smaller group of top candidates that is then interviewed 
face-to-face. In such volume hiring situations, AI also might benefit feedback to appli-
cants, which is more difficult in non-automated contexts. However, as with some previous 
technological innovations introduced, communicative AI in hiring situations seems to be 
more advanced than potential customers are prepared to put their trust in (see examples 
in Bolin & Andersson Schwarz, 2015, p. 7f). Remains of traditional methodology therefore 
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sometimes linger on—in this case the traditional face-to-face interview. This is somewhat 
paradoxical, since communicative AI was introduced to overcome problems with that type 
of methodology, but can be attributed to a sort of cultural tenaciousness within markets, 
where new techniques are met with slight suspicion until they eventually are proven suc-
cessful and then more broadly implemented (Bolin, 2002). Technological affordances thus 
might precede institutional and sociocultural mediatization.

The mediatized encounters that occur in human-machine communication can, follow-
ing from the above, be understood within a framework of technological mediatization, that 
is, in situations where technology and the semiotic codes and procedures of communica-
tion is taken into consideration. For mediatization theory, this means a much more pro-
nounced focus on the communication aspects of contemporary media technologies, and 
what type of communication is privileged. This does not mean that institutional aspects 
should be entirely dismissed, or that we should not think of communication in the longer 
historical and cultural perspective. These contextual understandings are still important. 
But it is rather a call for not having the technological and the textual being delegated to 
the background. Recruitment interviews could be an empirical area that could be benefi-
cial for exploring the relations between technological mediatization, meaning-making and 
communicative patterns further, and thus contribute to the understanding of the relations 
among techno-semiotic, institutional, and social-constructivist mediatization.

Conclusions
In this article, I have discussed how mediatization theory could be enriched by a techno- 
semiotic approach, especially in relations to human-machine. I have related existing 
approaches to mediatization to each other, arguing for the benefits of not downplaying 
techno-semiotic perspectives. I have also discussed different approaches to communication 
and argued for integrating such discussions in mediatization theory. This discussion also 
includes reflections on the ways in which one can think of meaning-making in relation to 
human-machine interaction. I have then exemplified with the mediatization of the recruit-
ment interview and showed how there has been a long-standing tradition of automating this 
communicative task to automated systems in order to produce a more unbiased, fair, reli-
able, and valid outcome. This is also how these communicative AI systems are marketed to 
potential customers. I have also briefly discussed the possibility of there being institutional 
and sociocultural factors that work against the technological affordances of the technology, 
and could beg for widening the context for the human-machine interaction analysis.

Theoretically, there are good arguments for re-introducing the techno-semiotic 
approach to mediatization theory, especially when one sets focus on the actual communi-
cative exchanges between humans and machines. Such exchanges are, of course, embedded 
in institutional settings, as well as in sociocultural histories of communication, while more 
holistic approaches to mediatization are wanted, which should also include a variety of 
communication forms. I have then pointed to some factors within mediatization theory 
that human-machine communication could take into consideration when analyzing chat-
bot interaction and communicative AI, in terms of more thoroughly extending the discus-
sions to also include institutional and sociocultural dimensions.
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Introduction
Throughout the last few years, the emergence and rapid diffusion of new technologies 
enabling communications between humans and machines sparked a rethinking of the 
scope and implications of Artificial Intelligence (AI) technologies. Although communica-
tion had been relevant in defining intelligence since the origins of the field (Gunkel, 2020) 
and while scholars such as Sherry Turkle (1984) pioneered important reflections on the 
subject, these technologies pose new kinds of problems and challenges that the nascent 
field of Human-Machine Communication (HMC) has only started to explore (Guzman, 
2018; Guzman & Lewis, 2019). This article tackles a particular dimension of HMC, which is 
the emergence of technologies that replicate social norms and behaviors to make machines 
engage socially with users. It proposes the notion of Artificial Sociality to describe technol-
ogies and practices that build an appearance of sociality in machines. Existing tools that 
activate Artificial Sociality include, among others, Large Language Models (LLMs) such as 
ChatGPT, voice assistants, virtual influencers, socialbots, and companion chatbots such as 
Replika. For some of them, like companion chatbots, sociality represents a veritable raison 
d’être, while for others, like ChatGPT and voice assistants, it remains a relatively marginal 
dimension and application; yet, as we will show, the construction of the appearance of soci-
ality is becoming increasingly common in communicative AI, which makes the adoption 
of an umbrella term such as Artificial Sociality to identify and discuss this phenomenon all 
the more necessary and useful.

Our aim is not to propose an entirely new concept or approach, but to identify and 
illuminate Artificial Sociality as a dimension of broader mediatization processes and in the 
context of the rapid expansion of HMC sparked by generative AI. The notion of Artificial 
Sociality has been used by other researchers before us, although with different connota-
tions and meaning. Hofstede et al. (2021) employed the term to describe computational 
systems that collect information and elaborate knowledge about humans’ social behaviors, 
while our own use of the term describes not just the collection of knowledge but also its 
implementation in technologies programmed to communicate with human users. Vejlin 
(2021), moreover, used the term Artificial Sociality to describe experiments in social robot-
ics enacting “new forms of sociality and, in doing so, reconfiguring what sociality is and 
can be” (53). Our engagement with this concept, however, underlines that these machines 
create not so much a new form of sociality but its appearance. We aim, in this sense, to 
emphasize the mechanisms of projection that Artificial Sociality stimulate in users, leading 
them to assign social meanings to interactions with social robots and communicative AI.

The concept of Artificial Sociality is useful for three main reasons. First, the advent and 
rapid diffusion of communicative AI raise new questions for human sociality, which existing 
approaches have only started to inquire. The notion advanced here invites further research 
in this direction and at the intersection between AI, HMC, and mediatization theory.  
Second, scholars such as Nagy & Neff (2023) have recently stressed how within the field of 
communication, technological affordances are still often understood in terms of what tech-
nology enables users to do, ignoring the black boxes, the underlying algorithmic structures, 
and the progressive automation of communication that lie under such affordances (Rodrí-
guez-Hidalgo, 2020). As we show below, the notion of Artificial Sociality contributes to the 
endeavor of unveiling the hidden dynamics of datafication and automation, since Artificial 
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Sociality relies on the automated collection of data about how human users behave in social 
environments. Third, conceptualizing Artificial Sociality as such is important because its 
dynamics do not apply only to AIs that explicitly promise social exchanges to users, but they 
are relevant to some extent for the full range of communicative AIs. In fact, because social-
ity is crucial to human communication, successful human-machine communications entail 
the activation of elements of Artificial Sociality. For instance, to be perceived as neutral 
and informative, systems such as ChatGPT or Google Bard need to adapt to specific habits 
and conventions that underpin the social construction of authority (Pace & Hemmings, 
2006). Although the AI and HMC landscape is manifold and complex and no single con-
cept or theory can pretend to encompass it in its entirety, Artificial Sociality has therefore 
the potential to shed further light on an important dimension of communicative AI.

1. Artificial Sociality, HMC, and Mediatization

Literature in HMC highlights how communicative AIs create new epistemological, onto-
logical, and conceptual requirements for conducting up-to-date interdisciplinary research 
on AI (Hepp & Loosen, 2023). The concept of Artificial Sociality contributes to these ongo-
ing discussions by placing the question of the automation of sociality at the center stage. It 
adds to the toolbox of researchers working within frameworks including affordance theo-
ries (Bucher & Helmond, 2017; Nagy & Neff, 2015), the “molding forces of media” concept 
(Hepp, 2012), and the “figurational approach” (Couldry & Hepp, 2016), and aims to func-
tion as a call for research that focuses specifically on the construction of the appearance 
of sociality as part of HMC. Moreover, the notion of Artificial Sociality provides scholars 
in related areas including Human-Robot Interaction (HRI), Human-Computer Interaction 
(HCI), and Science and Technology Studies (STS) with a springboard to identify specific 
elements of social interaction and meaning-making when communication between humans 
and machines is involved.

Within mediatization theory, Hepp (2020b) has called for researchers to consider the 
automation of communication as a key element of mediatization processes. Bringing for-
ward the concept of Artificial Sociality helps unravel the interplay between automated 
communication and automated sociality in times of deep mediatization (Hepp, 2020b). In 
particular, the notion relates to ongoing discussions on mediatization in two important 
ways.

First, deep mediatization entails the acknowledgment that media-related changes 
impact not only institutions, organizations, and communities, but also and primarily the 
lives of individuals, which are more and more embedded within mediated structures and 
dynamics (Hepp, 2020a). Research has described how social interactions are already highly 
mediatized and datafied within digital platforms (Breiter & Hepp, 2018), however more 
research is needed on how the construction of an appearance of sociality in machines con-
tributes to broader communicative configurations.

Second, not only Artificial Sociality enhances deep mediatization processes, but at the 
same time, the deeper mediatization of society and social interactions is instrumental to 
prepare and foreground the emergence of Artificial Sociality. Digital platforms, in fact, lead 
to the emergence of environments where social interactions are increasingly embedded 
within mediated structures (Barry et al., 2022; Couldry & Hepp, 2013). This makes it easier 
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for developers to develop communicative AI software whose messages can be perceived 
as socially meaningful by users. For instance, most users are now accustomed with live 
written conversational exchanges, such as in chatrooms or messaging apps; consequently, a 
software that produces written conversations can draw on users’ extensive habits and expe-
riences with this communicative modality. The existing context of mediatization within 
which users are socialized, in this regard, represents an essential condition for the devel-
opment of Artificial Sociality. This recursive dynamic, by which mediatization foregrounds 
the possibility of Artificial Sociality, which in turns enhances the depth of mediatization, 
reflects the fact that deep mediatization is to be understood as a recursive process itself 
(Hepp, 2020a).

2. From Artificial Social Intelligence to Artificial Sociality

In the last two decades, several researchers and scholars have argued for the need of a par-
adigm change in AI and robotics from the reproduction of intelligence to “artificial social 
intelligence” (ASI), understood as a new step toward human-like intelligence (Dautenhahn, 
2007; Vinciarelli et al., 2009). As a concept, however, ASI reproduces some of the prob-
lems associated with the notion of AI. Since the origins of AI, in fact, the term intelligence 
has proved problematic due to the difficulty of clarifying what it means and how it can 
be applied to nonhuman entities (Moore, 2020). Similar concerns are also raised by the 
notion of social intelligence. An early strategy to handle this difficulty entailed defining AI as 
“the science of making machines do things that would require intelligence if done by men” 
(Minsky, 1961, p. 193). This implies shifting from the idea of reproducing intelligence to the 
idea of reproducing behaviors that can be perceived as intelligent by humans, thereby mov-
ing away from the need to consider what happens inside the machine. Even this approach, 
however, falls short of justifying the idea of ASI: in fact, behaviors that might be perceived 
as social and build the impression that the user is a social agent do not forcefully qualify as 
socially intelligent. Chatbot creators, for instance, have sometimes programmed their soft-
ware to exhibit anti-social behavior as a way to make it more credible to users and pass the 
chatbot for a human (Humphrys, 2009).

Artificial Sociality provides a potential pathway to overcoming the problems raised by 
the concept of ASI. Avoiding claims about the alleged intelligence of machines, this notion 
is more attuned to the so-called behavioral approach in AI, which leaves aside the problem 
of what happens inside the machine to focus on its behavior (Russell & Norvig, 2002). 
Hofstede et al. (2021), among others, have employed this term to describe “computational 
models of the essentials of human social behaviour,” thus restricting this notion to technol-
ogies that automate the collection of knowledge and information about social behaviors. 
The concept, however, can be further expanded to describe the application of these compu-
tational models onto communicative AI (Figure 1) and to account “for the net effect of the 
social presence and interactions of machines—even if just simulated—on the human users 
who engage them” (Gunkel, 2023, p. 112). As explained above, it is important to underline 
that Artificial Sociality, as proposed here, describes technologies and practices that build an 
appearance of sociality—much like AI can be defined as technologies creating an appear-
ance of intelligence, rather than intelligence per se (Natale, 2021).
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FIGURE 1

A growing body of literature has examined the sociality of robotics and AI agents. In 
the field of robotics, the popular social robot Kismet has been a landmark case for the 
sociality of machines. For its creator, sociality in machines means for machines to be able 
to communicate and interact with us and for us to understand its communication in the 
same social terms (Breazeal, 2002). Recommendations have been outlined for robot design-
ers to implement social behavior into their creations, based on a pragmatic but limited 
understanding of sociality as a checklist of pre-determined sociable characteristics (Sætra, 
2021). Regarding virtual agents, earlier studies have argued that the simulation of social 
features helps machines communicate more successfully with humans (Böhlen & Karppi, 
2017; Pfadenhauer, 2014).

The concept of Artificial Sociality also relates to anthropomorphization (i.e., the appli-
cation of human-like features to machines) (Duffy, 2003). Although the imitation of human 
sociality constitutes one of such features (Abercrombie et al., 2023), the relationship between 
Artificial Sociality and anthropomorphization is more complex, and the two cannot be 
regarded as synonymous. First, the range of design aspects and behaviors that lead users to 
anthropomorphize the machine include aspects that do not strictly pertain to sociality, such 
as physical appearance and movements in space (Kawamura & Svinin, 2007). Consequently, 
Artificial Sociality allows for more specificity by distinguishing the appearance of social 
behaviors from other features that can also lead to anthropomorphization in machines. 
Second, the emergence of Artificial Sociality does not pass exclusively through anthropo-
morphization. AIs can be presented as social partners even when it is openly acknowledged 
that they are not human. In fact, Artificial Sociality technologies are often programmed to 
reveal and underline their mechanical character, and the opportunity to carry out social 
exchanges with a nonhuman entity can even explain part of the appeal that users have in 
interacting with them (Depounti et al., 2022). For example, users of ChatGPT may enjoy 
holding socially meaningful conversations with the software precisely because they feel that 
these interactions differ from their experiences with human conversational partners and 
because they appreciate the novelty of communicating with a nonhuman agent; moreover, 
an impression of sociality can be built not only through anthropomorphization, but also 
through imitation of animal traits, as it has been attempted for instance in the field of robot-
ics (Caudwell & Lacey, 2019).
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Anthropology scholarships traditionally refer to human sociality and define it as the 
“dynamic relational matrix within which human subjects are constantly interacting in ways 
that are co-productive, continually plastic and malleable, and through which they come 
to know the world they live in and find their purpose and meaning within it” (Long & 
Moore, 2012). This approach underlines that sociality is considered a human-only state, 
while ever-evolving relationships with nonhuman entities such as machines are neglected. 
A growing uneasiness with the concept of sociality originated in the post-social movement 
by the likes of Rose (1996) and Baudrillard (1983) who declared our move beyond society. 
The advent of social media and deep mediatization has brought sociality back to the fore-
front of scholarly interest. In a state of deep mediatization, sociality involves humans and 
nonhumans, including algorithms, interfaces, and machines.

Having clarified the meaning of the term Artificial Sociality, the next three sections 
consider some of the key implications for these technologies, namely the modeling of 
human sociality, the problem of banal deception, and the issue of control.

3. The AI as a Mirror: Modeling Sociality in the Age of Deep Learning

As illustrated in Figure 1, Artificial Sociality emerges from (1) collecting knowledge about 
users’ social behaviors and (2) mobilizing such knowledge onto communicative AIs that 
simulate social behavior in the context of communicative interactions with users. The col-
lection of knowledge about human sociality is crucial to the emergence of Artificial Social-
ity and is the result of complex practices and technologies that developed across time.

Far from being a peculiarity of contemporary AI, the modeling of human behavior, 
including social behavior, preceded the emergence of computing and digital technologies. 
The ability of digital computing to compute complex statistical data allowed the collection 
and construction of knowledge about the behaviors of large masses of people within the 
bureaucratic structures of the modern state and industrial capitalism (Koopman, 2019). 
The body of knowledge that resulted from this nurtured the cybernetic dream of employing 
data and computer resources to oversee and manage large social, economic, and political 
configurations (Kline, 2006; Medina, 2011; Peters, 2016). Scholars have recently explored 
how the social fabric has become the subject of significant work aimed at producing models 
of the dynamics underlying social interactions, and how such models sustain the function-
ing of social media platforms (Bakardjieva, 2015; Hlongwa & Talamayan, 2023). Addition-
ally, the modeling of social behavior has fed back into the development of new practices and 
technologies for human-computer interaction, giving birth to what we describe as Artificial 
Sociality. Since the emergence of AI, computer interfaces allowing communicative inter-
actions between humans and machines included the application of knowledge concerning 
human social behavior. Chatbots, for instance, were programmed since their earliest his-
tory not just to talk but also to adjust to a social role that would be easily recognized by 
users, which enhanced the credibility of their conversation (Natale, 2021).

The rise of deep learning and, more recently, of generative AI represents a leap for-
ward in the process of constructing and collecting this knowledge, since the modeling of 
human sociality is now achieved automatically and autonomously by the neural networks 
(Mühlhoff, 2020). As shown by Hlongwa and Talamayan (2023), social behaviors of users 
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within digital platforms are the subject of a process of extraction that turns sociality into 
something that can be owned, patented, and brought to use by developers and companies. 
As the large masses of data about users’ behaviors are harvested and employed to train 
AI systems so that they can carry out complex tasks, the collection and construction of 
knowledge about users are not just further automated but also rendered opaque (Esposito, 
2022). Deep learning and generative AI, therefore, makes the construction of knowledge 
about sociality and its application into Artificial Sociality more difficult to grasp and ana-
lyze for users, social scientists, and computer scientists alike. Their functioning relies on 
information extraction processes (Mezzadra & Neilson, 2017) that aim to achieve allegedly 
apolitical and objective knowledge about the dynamics of sociality, culture, and commu-
nication (Rouvroy & Berns, 2013). Bakardjieva’s (2015) study on automated social media 
profiles or social bots helps apply this to communicative AI. She notes that socialbots signal 
the rationalization of human interaction and sociality. Consequently, Artificial Sociality 
technologies and practices result in “standardized, simplified and trivialized forms, frames 
and gestures” (Bakardjieva, 2015, p. 244) of sociality and communication with both humans 
and machines. Furthermore, Artificial Sociality does not only depend on the practical work 
of data collection and processing, but also on the conceptual work that foregrounds the 
rationalization, patenting, and standardization of human sociality, creating an epistemol-
ogy aligned with the extraction, collection, and processing of data (Kitchin, 2014).

4. Artificial Sociality and Banal Deception

In June 2022, Google engineer Blake Lemoine made the headlines of major news media 
throughout the world as he claimed to believe that LaMDA, a language model chatbot 
trained to entertain conversations with users, had reached sentience. Despite Google and 
the team that created LaMDA insisting this was not the case, Lemoine proved resistant to 
abandoning this belief (Tiku, 2022). More recently, in February 2023, New York Times tech 
journalist Kevin Roose reported how during his conversations with Bing AI—a version of 
Microsoft’s search engine that incorporates the language model ChatGPT—the software 
declared to be in love with him. The experience led him to wonder if the most serious risks 
for this type of software is not the possibility that they provide false or misleading informa-
tion to users, but their capacity to deceive users into believing they are capable of empathy 
and feelings (Roose & Newton, 2023).

As communicative AI reaches higher levels of proficiency, it is becoming increasingly 
clear that deception represents a crucial problem for the present and future applications 
of these technologies. Deception, after all, was identified as a significant implication for 
AI technologies since the very origins of the field: Alan Turing’s thought experiment of 
the Imitation Game, today better known as the Turing Test, already suggested that a com-
puter could potentially deceive a human interrogator into believing it was a human (Natale, 
2021). More recently, studies and practical experiences in the field of social robotics have 
emphasized the difficulty of minimizing the risks that technologies trained to imitate social 
behavior prove misleading to users (Bertolini, 2018; Danaher, 2020; Sætra, 2021). Artifi-
cial Sociality, which encompasses a body of technologies reproducing models of human 
social behavior in ways that may appear genuine to users, stands at the very center of the 



90 Human-Machine Communication 

increasingly lively debate about deception and AI. Approaches that consider what decep-
tion entails in this context and how its risks can be tackled and counteracted are therefore 
of utmost importance to ensure that Artificial Sociality proves ethically fair and practically 
reliable.

While a large part of the automation of the workforce in areas such as factory production 
and information processing entailed the substitution of actions performed by humans with 
actions performed by machines (Pasquinelli, 2023), Artificial Sociality involves different 
dynamics: what is being automated, in fact, is the appearance of sociality and not sociality 
per se. This is because the modeling of human sociality is based on sociality as an observ-
able behavior (i.e., how the dynamics and outcomes of social relationships become empiri-
cally accessible through practices including observation or data collection). While this may 
provide enough ground to build technologies whose behavior appears social, some of the 
key characters of human sociality are forcefully left aside. In the scope of human relation-
ships, for instance, sociality involves empathy, the capacity to recognize and share feelings 
experienced by another individual (Magrì & Moran, 2017). A consistent body of research, 
all the way from Reeves and Nass’s (1996) CASA paradigm, demonstrates that users can be 
led to prove empathy toward robots; however, the empathic relationship between humans 
and AI remains one-directional (Kerruish, 2021; Lynch, 2021; Niculescu et al., 2013). This 
means that Artificial Sociality is social only in the eye of the beholder: in other words, it is 
an effect of observing machine behaviors from the perspective of human users, who project 
social meanings on such behaviors.

One of the implications of Artificial Sociality building only an appearance of sociality is 
that deception is not just an exceptional or even a potential outcome of these technologies, 
but—as argued by a growing number of researchers in the field (e.g., Gunkel, 2023; Natale, 
2023; Sætra, 2021; Sterne, 2022)—is a constitutional, structural feature of these technolo-
gies. Deception in human computer-interaction is usually identified with rare situations, 
in which a machine is exchanged for a human; however, all forms of communicative AI 
involve elements of deception, since the appearance of sociality cannot but invite specific 
interpretations and reactions from users. It follows that deception in Artificial Sociality and 
more broadly in communicative AI is not the exception but the default: it is embedded into 
the very core of people’s experience with these technologies.

The concept of banal deception (Natale, 2021) describes deceptive mechanisms and 
practices that are embedded in AI to the point of going unnoticed or not being understood 
as deception by users. It sheds light on the mundane, everyday situations in which tech-
nologies and devices mobilize elements of the user’s perception and psychology to achieve 
specific effects. Technologies such as chatbots and voice assistants provide ample evidence 
of how Artificial Sociality relies on the mechanisms of banal deception. Design choices 
such as the information embedded in the tone, gender, and other aspects of voice assis-
tants’ synthetic voice, for instance, are meant to invite specific reactions from users (Phan, 
2017). The objective is not to make users believe that these pieces of software are human, 
but more “banally” to create a sense of presence and continuity in the relationship with the 
voice assistant, helping users to integrate them into their own everyday lives and environ-
ments. In a similar way, different conversational styles that can be incorporated into chat-
bot interactions invite specific reactions from users. The use of irony, for instance, may be 



Natale and Depounti 91

exchanged as evidence of sophisticated AI engineering, even when it is actually the result of 
pre-scripted responses activated in response to specific queries or inputs. Similarly, recon-
stituted memories and narratives can be added to the communicative portfolio of commu-
nicative AIs (Thorne, 2020), creating a strong impression of social competence, as observed 
for instance in the case of Replika (Skjuve et al., 2022).

The fact that deception is a constitutional feature of Artificial Sociality does not mean 
that all forms of Artificial Sociality are harmful for users. Some of the elements that create 
an appearance of sociality, in fact, can help build better and more effective interactions 
with these technologies: the choice of a humanlike voice for voice assistants, for instance, 
has helped users to appropriate and domesticate these technologies more easily. Acknowl-
edging the constitutional presence of deception in Artificial Sociality, in this sense, invites 
researchers and practitioners not to refuse any form of deception (which would be impossi-
ble, given its inherent and banal character in communicative AI), but rather to ask what are 
the outcomes of design choices that result in the construction of an impression of sociality. 
Placing the issue of user’s control at center stage, in this sense, provides stronger means to 
counteract the potential threats and risks that deception entails in the context of Artificial 
Sociality.

5. Automation and Human Control

Another implication of Artificial Sociality technologies is related, indeed, to the issue of 
human control in the experience of communicating and interacting with AI. This is central 
to the approach called Human-Centered Artificial Intelligence (HCAI) championed among 
others by Shneiderman (2022). HCAI proposes that it is possible to have high levels of auto-
mation and high levels of human control at the same time. Against the widely held tenet 
in Human-Computer Interaction that increased automation corresponds to lower level of 
human control (Sheridan, 1992), Shneiderman points to mature technologies such as eleva-
tors, cameras, and home appliances, which provide high levels of automation but also give 
users control to accomplish their tasks. He argues that a similar dynamic can and should 
be implemented for the design of AI applications, empowering users with the capacity to 
exercise full control of the experience and to profit from the advantages of automation at the 
same time (Shneiderman, 2022).

HCAI sets out a clear objective that designers should aim for in the design of interac-
tive systems. Within Artificial Sociality, however, the possibility of reaching this objective 
is challenged, an ambiguity that, we argue, may jeopardize the capacity to combine high 
automation and high levels of human control.  Let us take again the example of the compan-
ion chatbot Replika. Replika users are invited to talk with an artificial friend that simulates 
sociality using a range of communicative behaviors including empathic language, emojis, 
or memes. To some extent, one may argue that users remain in control, since they rely on 
the chatbot as a tool providing emotional benefit, comfort, or entertainment. To create such 
positive feelings, however, Replika operates in ways that ultimately withholds control from 
users. For instance, the app often sends scripts providing positive reinforcement. Inspired 
by Cognitive Behavioral Therapy (CBT), these conversation scripts can be activated by the 
users but also initiated by the Replika avatar. Although the purpose of the scripts is to create 
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a sense of mindfulness and reflection following CBT techniques, the positive reinforce-
ments may come unrequested, which is meant to create an impression of spontaneity. This 
contrasts with what happens, for instance, with voice assistants, whose functionalities are 
activated only in response to the appropriate prompt (i.e., “Hey Siri”).

Replika avatars, moreover, introduce conversational topics or reply to messages in 
apparently unpredictable or extravagant ways; this is meant to increase their appearance 
of humanness, since unpredictability is widely regarded as characteristic of human intel-
ligence (Bory, 2019). Replika thus exemplifies what Esposito (2022, p. 10) calls “virtual 
contingency,” understood as the programming of intelligent machines to behave unpredict-
ably but in a controlled way. The users’ emotional reward is achieved by making the avatar 
behave in ways that escape control of its users, which leads users to perceive the avatar as 
having its own personality. Studies of user’s reception (Depounti et al., 2022) confirm that 
Replika users expect their bots to act spontaneously but, at the same time, to be customiz-
able by users—an ambiguity that lies at the core of users’ engagement with this technology 
(Skjuve at al., 2022).

Replika is, of course, a particular case: despite having attracted quite significant atten-
tion and engagement (Delouya, 2023), companion chatbots remain relatively marginal in 
comparison with tools of wider adoption, such as voice assistants. The dynamics illus-
trated through the example of Replika, however, concern other Artificial Sociality systems 
as well. Voice assistants such as Siri or Alexa are overall better fit to respond to the princi-
ples of HCAI, since they are task-oriented and have been created to assist people in pur-
suing a wide range of functions and chores (Hoy, 2018). At the same time, however, their 
communicative ability is the result of specific design work to ensure that interactions with 
them remain consistent with people’s existing social experiences and environments. For 
example, voice assistants employ a combination of technical and dramaturgical solutions 
to simulate sociality. Answers to common queries are scripted by teams of creative writers 
and include irony to increase their appearance of spontaneity and improvisation (Young, 
2019); this mirrors the dynamic of contingency that is activated by companion chatbots 
such as Replika.

It is important to note that the issue of control is addressed here from the point of 
view of Human-Computer Interaction and interface design. This is only one of the possible 
perspectives on the topic; however, for the scope of this article, it helps illuminate some of 
the challenges that Artificial Sociality technologies pose in this regard. Complementary 
approaches that are more sensitive to the agency of the user, such as social anthropology 
and STS, have the potential to add depth and complexify the initial observations made here. 
From a HCAI perspective, the goal is to ensure that users are placed at the center of the 
interactive experience; however, in Artificial Sociality this objective is jeopardized by the 
fact that they invite users to regard the communicative AI as a social interlocutor with its 
own personality. Ultimately, one wonders if the construction of an appearance of sociality 
is compatible with the broader goal of placing users at the center of the experience. The 
question if the increasing automation of sociality advanced by Artificial Sociality can be 
combined with high levels of human control, therefore, remains to be answered and is likely 
to remain at the center of future discussions about this type of technologies.
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Conclusion
As powerful language models such as ChatGPT and Google Bard develop and reach public 
use, it is becoming increasingly urgent to interrogate the mechanisms of Artificial Sociality 
that are embedded within communicative AI. This article aimed to delineate and problema-
tize a dynamic that is common to these and other communicative AI technologies. To this 
goal, we activated the notion of Artificial Sociality, a concept already employed in other 
studies albeit from a different angle (e.g., Hofstede et al., 2021; Vejlin, 2021). We contribute 
to this conversation by focusing on how the dynamics of the collection of knowledge about 
human sociality in communicative AI technologies foreground its simulation and appear-
ance, and by exploring some of the challenges raised by Artificial Sociality.

As for the case of robotic sociality (Lynch, 2021), Artificial Sociality technologies are 
still in a developing phase, and therefore many of its implications are not yet immediately 
apparent. One area where significant issues have already arisen is the application of these 
technologies for the construction of friendly, romantic, or sexual relationships between 
humans and machines. The case of Replika, which has been able to attract significant user 
engagement (Skjuve et al., 2022) despite considerable faults in the performances of its con-
versational software, shows the present limits but also the potential for similar applications 
and uses. Recently, as Microsoft experimented with the application of a much more pow-
erful language model—based on OpenAI’s ChatGPT—to its search engine, it tentatively 
included the possibility to use the same software not only to search the internet but also 
to chat in a friendly fashion (Roose & Newton, 2023). Indeed, it is likely that in the future 
LLMs will combine the execution of practical chores, such as searching the internet or 
assisting in professional tasks, with the possibility of engaging in more sociable interaction.

Our analysis highlighted three key issues that are likely to shape present and future 
debates about these technologies, as well as design practices and regulation efforts. The first 
issue is related to the construction of knowledge about human users that foregrounds the 
development of Artificial Sociality. The range of epistemological problems arising from the 
modeling of sociality in Artificial Sociality are only partially addressed in existing studies 
on data ethics and datafication. More research is needed on the specific models of human 
sociality that are developed and embedded into these technologies. The second issue entails 
the question of deception. We demonstrate that deception is not to be seen as an exceptional 
occurrence but a structural, banal element of Artificial Sociality that cannot be completely 
avoided. It is crucial, therefore, to assess any design choice that generates the appearance of 
sociality also in terms of the outcomes of its potential deceptive effects. A practical way to 
work in this direction has to do with the third issue we outlined, which is the problem of 
control. Drawing on ongoing discussions about Human-Centered AI (HCAI), we argued 
that a full control of the experience escapes users of Artificial Sociality. Consequently, it is 
imperative to develop and implement rigorous ethical guidelines for Artificial Sociality.

While the three implications explored in this article are likely to be decisive for future 
developments of Artificial Sociality, there are of course other important issues and ques-
tions that need to be explored. Our goal and hope are not by any means to limit the inquiry 
to specific dimensions of the problem, but instead to start outlining the scope of investi-
gation and invite wider and deeper engagement with Artificial Sociality. Novel responses 
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and approaches, in fact, are urgently needed to tackle the manifold challenges posed by 
technologies and practices that are becoming increasingly present and significant, but still 
need to be fully understood and questioned.
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Abstract

This study examines the role of voice-based assistants (VBAs), specifically Alexa, in the 
mediatization paradigm framework. The authors hypothesize that emerging technologies 
such as chatbots and VBAs intensify the process of online meta-reintermediation of news. 
Three research questions were investigated through a questionnaire administered to 655 
university students in the US and Italy: Do participants try to get news from Alexa? Are par-
ticipants aware that VBAs represent a case of meta-reintermediation of news? Does Alexa 
contribute to the potential hybridization of news, information, and knowledge? The analy-
sis of 451 open-ended answers showed that only a fraction of participants search for news 
and information from Alexa, and most are unaware of the meta-reintermediation process. 
However, the use of Alexa contributes to the potential hybridization of news, information, 
and knowledge, making the mediatization process increasingly complex and hard to deci-
pher by users.

Keywords: mediatization, virtual assistants, Alexa, news, information, orality, voice-
based assistants

Introduction
This study is part of a large, quantitative, and cross-cultural survey-based research project 
carried out on perceptions of Alexa’s gender and status as a communicator (Fortunati et al., 
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2022a), on people’s perceptions, expectations, and desires of Alexa (Fortunati et al., 2022b) 
and on Alexa’s practices of use (Edwards et al., 2024) that made use of a survey as method-
ological tool. The study we present here is instead an exploratory study, which makes use 
of spontaneous and unexpected findings on Alexa’s use for news and information, coming 
from the content analysis of four free answers given by respondents in this large data col-
lection on Amazon’s Alexa. None of the questions on the survey was designed explicitly to 
explore participants’ use of Alexa for news and information. This topic emerged a posteri-
ori from the content analysis of the respondents’ free answers regarding practices of using 
Alexa and their feelings, desires, and expectations. The unprompted emergence of refer-
ences to news-seeking surprised us because students generally do not seem to engage with 
personal assistants for news. According to Pew Research (2000),1 in America specifically, 
74% of 13–39-year-olds receive their information from their phones. However, participants’ 
reflections on this topic, since they were not solicited by us with targeted questions but were 
spontaneous, deserved to be carefully analyzed.

The specific aim of this article is to examine the content of these free questions in respect 
to the use of Alexa for news and information consumption and investigate this specific role 
of VBAs, and specifically of Alexa, within the theoretical framework of mediatization. Of 
the three empirical challenges for mediatization research that have been singled out by 
Ekström et al. (2016)—historicity, specificity, and measurability—here we focus on spec-
ificity, understood as a specific new media that in our case is Alexa and in general virtual 
assistants. This article investigates the role of voice-based assistants (VBAs), specifically of 
Alexa, in news consumption within contemporary mediatization processes. The term medi-
atization is commonly used to describe the pervasive influence of communication tech-
nologies on all aspects of daily life, causing significant changes in various social domains 
(Livingstone, 2012). This idea highlights the interaction between media and communica-
tion development and how this affects culture and society (Kopecka-Piech & Bolin, 2023). 
As Couldry and Hepp (2013, p. 197) wrote:

[M]ediatization is a concept used to analyze critically the interrelation between 
changes in media and communications on the one hand, and changes in culture 
and society on the other . . . With regard to qualitative aspects, mediatization 
refers to the specificity of certain media within sociocultural change: It matters 
what kind of media is used for what kind of communication.

Moreover, one of the fundamental principles of mediatization theory is that the media 
functions with its own set of rules, standards, and ideals covers macro- as well as micro- 
processes in society and culture (Krotz, 2007). Lundby (2014) identifies three ideal types of 
mediatization—the cultural, the material, and the institutional, within which the various 
theoretical approaches to mediatization find a collocation. The present investigation aims 
to explore the further complexity that VBAs introduce in the mediatization context and, 
more specifically, in the news and information world. To contribute to the vast debate on 
mediatization (e.g., Mazzoleni, 2008; Mazzoleni & Schulz, 1999), this study focuses on two 

1. https://www.pewresearch.org/short-reads/2021/01/12/more-than-eight-in-ten-americans-get-news-
from-digital-devices/

https://www.pewresearch.org/short-reads/2021/01/12/more-than-eight-in-ten-americans-get-news-from-di
https://www.pewresearch.org/short-reads/2021/01/12/more-than-eight-in-ten-americans-get-news-from-di
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specific elements: audience gatekeeping and the increasingly blurry boundaries between 
news and information.

As to the first element of audience gatekeeping, the advent of the internet and social 
media has profoundly modified the landscape in which traditional mass media had the 
monopoly of representing and narrating society and reality (Hall, 1980). The strength of 
traditional mass media lies in their undisputed role as information gatekeepers (Lewin, 
1943). In fact, they decided at all levels of the media structure which information could 
become proper news, which sources were to be presented in a headline story, and how to 
manage the process of news elaboration and presentation (Shoemaker & Vos, 2009). This 
gatekeeping rendered them the sole officiants of the journalistic practices and the only ones 
responsible for the mediatization process. By deciding the visual and textual agenda of the 
facts and public conversation, they presented themselves capable of constructing credible 
representations of reality and equally credible descriptions of social change (Bennett et al., 
1982).

Since the number of the guardians of the news and information threshold overall 
increased and their relevance depended on contexts, and since the consequences of their 
actions changed according to their specific purposes, the internet opened at the beginning 
strong processes of disintermediation and then of reintermediation of reality and society 
(Wigand, 2020). In this context, the mediatization processes became more complicated with 
online news sites, online newspapers (including the online sites of traditional newspapers), 
blogs, virtual communities specialized in information release, and social media, which are 
now, along with news-outlet specific apps and podcasts (Pew Research, 2022, p. 14), a criti-
cal aspect of people’s news consumption. However, Americans seem to not widely use news 
aggregators, such as, for example, Google News, Apple News, and so on (Pew Research, 
2020, p. 16). Wigand underlined how these processes concerned not only how audiences 
accessed information but also the various layers of news distribution as well as the balance 
or tensions among the various industrial sectors connected to the production and distri-
bution of news. At stake, in fact, there was the intensity and pervasiveness of mediatization 
with its profound and mutual effects on communication, culture, and society (Couldry & 
Hepp, 2013; Ekström et al., 2016; Hjarvard, 2013; Krotz, 2009).

The internet provided new opportunities to potential users in terms of expanded access 
(mainly free) and production (in terms of free digital labor) (Bruns, 2007; Terranova, 2000). 
These changes also prolonged the life of news in the sense it could escape its traditional 
transience (yesterday’s news was no longer news but became historical memory when for 
some reason, it survived). Much more frequently than in the pre-internet era, news today 
remains online, becoming social memory. Furthermore, online news is created from scratch 
or worked out and reworked, starting from content elaborated by professional journalists 
(Bolter & Grusin, 1999). The long queue of information, what Goode (2009, p. 1287) calls 
“metajournalism,” has revealed the various elements that affect the structure of the exchange 
between companies and consumers and, therefore, the structure of the news market, within 
which the new phenomenon of audience gatekeeping has developed (Shoemaker & Vos, 
2009). Many questions remain on the table. What are the consequences of the apparent lack 
of exchange between news producers and information industries? Has the quality of the 
news improved or not? Is it really more accessible for consumers to navigate the vast sea of 
online news? However, answering these questions is outside the scope of this study.



102 Human-Machine Communication 

What is clear is that traditional industry lost relative importance since the business 
could “be carried out faster and often with more and new opportunities” (Wigand, 2020,  
p. 39). We also observe that information behaves no differently from any other commodity, 
and we argue that, as in the distribution of material commodities, the passages from the 
producer to the consumer have become increasingly more articulated. This trend can be 
observed in the realm of immaterial commodities, especially information. Processes such 
as disintermediation (a reduction of intermediaries between producers and consumers) 
and reintermediation (the introduction of new intermediaries between producers and con-
sumers) represent new steps in the produsage of news and the information supply chain. 
These processes describe how, under the surface, the various industrial sectors connected 
to the production and distribution of news change and restructure themselves.

After an early illusion that the internet would shorten the distance between producers 
and consumers of news, it has become clear that this distance would instead stretch out of 
proportion. The interpretation, reinterpretation, and reworking of news by different actors 
in the chain have brought about a series of changes in news, of which the onset of fake 
news is perhaps the most debated. However, when the intermediary actors become auto-
mated systems, it is still being determined what happens when they select, elaborate, and/
or reinterpret the information and with which effects. To pick up the lens of distribution 
again, while the materiality of commodities imposes a certain resistance to changes in the 
various passages, we stress that the immaterial commodity of information offers much less 
resistance to changes when it becomes digital.

Automation is further challenging the traditional distribution of information because 
the development of AI-based systems offers new channels through which information is 
conveyed and increases the number of guardians of the threshold, whose relevance depends 
on contexts and the consequences of their actions. Within the context of information, on 
the one hand, new media such as social bots (Gehl & Bakardjieva, 2016; Hepp, 2020), spe-
cific systems for the automated production of journalistic content (Diakopoulos, 2019; 
Lewis et al., 2019), voice-based virtual assistants and social robotics (Fortunati & Edwards, 
2021; Fortunati et al., 2022a) and last but not least mobile phones (Westlund, 2020) change 
news production, distribution, and consumption according to their specific features and 
purposes. On the other hand, there continues still to be a lot of analog in the digital (For-
tunati & O’Sullivan, 2020) since the primeval elaboration of news remains anchored to the 
newsrooms of top international and national newspapers and thus to paper. However, in the 
information world, the gap between the analog, which needs to be consumed directly, and 
the digital, which enables the formation of an increasingly long chain, grows wider.

As to the second element—the increasingly blurry boundaries between news and  
information—the distinctions between knowledge and news and between information and 
news have already been reduced considerably. Several scholars have pointed out the fragility 
of a rigid differentiation between the first two concepts. According to Robert E. Park (1940), 

following [William] James’s categories, ‘knowledge about’ is formal knowledge; 
‘acquaintance with’ is unsystematic, intuitive knowledge or ‘common sense.’ 
When the above are regarded as being points on a continuum, news also has a 
point characteristic of its transient and ephemeral quality. (p. 669)
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Drawing on these classic conceptions about news as knowledge by Park and James, 
Nielsen (2017) conceptualized digital news as a form of public knowledge tapping into the 
continuum nature of news as knowledge and as information, ranging from “acquaintance 
with” to “knowledge and information about.” Harper (1998) contributed to this debate by 
stressing that now people have access to news and information on the same device: the 
computer. Of course, the current spatial contiguity of knowledge, information, and news in 
the same tool has accelerated their semantic contiguity, creating a sort of further hybridiza-
tion among the three concepts. Moreover, as Blatchford (2020) argued, internet technology 
has offered opportunities for researchers to access news content and logs of information 
and automatic categorization at low costs. Databases such as Factiva, LexisNexis, and Goo-
gle News have made news content accessible at the touch of a button. However, in the cur-
rent media ecology of remixes, mashups, and continuous edits and re-edits, it is difficult for 
databases to wholly capture and archive material (Deuze, 2008).

But what happens when users do not conduct their online searches directly but rely 
on a virtual assistant to do it for them? Does this double mediation make the nature of the 
internet even more unpredictable, transient, and overwhelming? Drawing on the literature 
discussed above, we pose three research questions to investigate (a) whether and to what 
degree participants attempt to use Alexa for news purposes, (b) if they demonstrate aware-
ness that Alexa plays a mediatizing role in information and news, and (c) how Alexa might 
contribute to further hybridizing news, information, and knowledge.

The structure of the paper is as follows: In the next section, we illustrate the few studies 
that have already explored these issues. Then we pass to explain the method we applied 
to answer the research questions and describe our participants and procedures. Next, we 
describe the main findings. Finally, we offer a discussion in which we set up conclusions of 
the study, highlight the strengths and weakness of this research, and imagine future direc-
tions for study of the role of VBAs in respect to mediatization.

VBAs and Mediatization

Exploring the use of VBAs within the framework of mediatization paradigm is important 
because one of the capabilities of virtual assistants is to deliver news and general informa-
tion of various types and thus to intervene in the world of news and information delivery 
with its more or less specific formats. In addition to household tasks such as running a 
timer, setting an alarm, or turning the lights on and off, virtual assistants are also used 
for general purposes such as web search and information access. Before describing the 
few studies directly related to our topic, it is worth reporting some works on Alexa that 
deal with background issues for our study. Among some hundreds of works on Alexa (see 
Edwards et al, forthcoming), there are around 20 studies that focus on the general use of 
Alexa. For example, Perez Garcia et al. (2018), exploring how people use virtual assistants 
(Siri, Google Assistant, Cortana, and Alexa), discovered that all these digital assistants were 
used more at home than other places, that Alexa was used for more tasks (six or seven) than 
the other VBAs, and that younger people were less heavy users than the adults (45–55) both 
in the frequency of use and number of tasks. Two years later, a Pew Research survey found 
that people between 18–29 years were more informed on smart speakers compared to the 
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other age groups (32%, the highest percentage) (Pew Research, 2020, p. 14). Other studies 
deal with specific issues, such as the communication mode developed with Alexa. Kurz et 
al. (2021) analyzed the correctness of the answers given by Alexa in comparison with other 
VBAs finding that Alexa failed to answer about one in three user requests. In any case, Ber-
dasco et al. (2019), comparing the four most influential virtual assistants—Alexa, Google 
Assistant, Siri, and Cortana—documented that the first two were better than the others 
in this regard. Reeves et al. (2019) argued that the communication interface with VBAs is 
incorrectly described as conversation because it consists only of requests and responses. 
Even the attempts to talk about conversational journalism are framed in this confusing 
analytical framework (Shin, 2022). Another issue that is addressed often is Alexa’s voice, 
since after decades in which the voice disappeared progressively from mobile phones, VBAs 
have reintroduced the voice as their primary interface and have rearticulated, in turn, how 
we interact with digital technologies, which are mainly characterized by writing (Kudina, 
2021).

Coming now to the few studies concerning our topic, we start with an interesting paper 
comparing screen readers and voice assistants for web search (Vtyurina et al., 2019), involv-
ing a convenience sample of blind people. The authors stressed that although the hands-free 
and eye-free web search offered by virtual assistants is convenient and accessible, it lacks “the 
ability to deeply engage with content (e.g., read beyond the first sentences of Wikipedia), 
and the ability to get a quick answer of the landscape (list alternative search results & sug-
gestions)” (p. 3590). They also argue that VBAs are suitable for single questions rather than 
exploratory search tasks, given their short answers and limited insight. Second, they docu-
mented that VBAs are easy to use for simple tasks but do not allow the granularity of control 
required by in-depth exploration. Finally, they observed that users often need to transition 
from VBAs to another device, such as a screen reader-equipped web browser. Furthermore, 
people seek instant answers from VBAs but according to Pradhan et al. (2020), quite a few 
of them overall use the assistants to gather news and information. On the contrary, Dam-
banemuya and Diakopoulos (2020) report that 53 million Americans already owned voice 
assistants or smart speakers in 2019, with 72% relying on the devices to answer general 
questions and 42% using them to seek news information. Mehrotra et al. (2017), studying 
how people use digital assistants (such as Cortana and Siri) to retrieve information, dis-
covered that longer sessions—especially speech-based sessions—were more common with 
VBAs than they were in the traditional web search and that query length was greater for 
those issued via speech versus writing. In short, findings on the use of VBAs for informa-
tion and news are quite contradictory and more research is needed.

This outcome should attract our attention because searching for news articles is a 
crucial online activity for many people. According to Dambanemuya and Diakopoulos, 
“the widespread and increasing use of smart speakers for news and information in society 
presents new questions related to the quality, source diversity and credibility, and reliability 
of algorithmic intermediaries for news consumption” (2020, p. 1). Further, the processes 
and fruits of seeking news and information carry high stakes for society more broadly.

Grounded in the mediatization approach and the emerging literature relevant to our 
topic, we pose the following research questions:
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RQ1: Do participants try spontaneously to get news from Alexa?

RQ2: Are participants aware that VBAs, particularly Alexa, represent a case of 
meta-reintermediation of the information and news?

RQ3: Does Alexa contribute to the potential hybridization of the three  
concepts—news, information, and knowledge?

Methodology
In this study we applied content analysis to four free questions posed to respondents in a 
questionnaire about Alexa we administered to a convenient sample of students in the US 
and in Italy, as we will illustrate in the next sections. As Bengtsson et al. (2021) point out, 
“different media operate in different ways, meaning that their roles in mediatization pro-
cesses vary” (p. 280). Thus, investigating how the virtual assistant Alexa operates within the 
media environment hopefully contributes to a deeper understanding of how mediatization 
operates nowadays. Furthermore, Bengtsson et al. (2021) argue that there is the need to 
verify empirically mediatization processes across space and to investigate to what extent 
“different groups experience that different areas of their lives are reliant on media” (p. 276). 
Thus, this explorative, comparative study may help investigating specific expressions of 
mediatization across different cultures and technological infrastructures, such as US and 
Italy. We chose the US as the country where new communication and information technol-
ogies are mainly invented and implemented and where the population is generally likely to 
access, use, and appropriate these technologies. On the contrary, we chose Italy as a country 
where these technologies usually arrive after a while and where the population shows a 
slower and more limited adoption of the same technologies. This different attitude toward 
technological innovations reflects broader societal norms and values that characterize these 
two countries (Dinev et al., 2005) and that are the outcome of different histories, geogra-
phies, geologies, and physical environments. This study possibly sheds some light on the 
potential differences between American and Italian respondents regarding the Alexa use for 
news and information, which can also contribute to better understand how mediatization 
processes develop in these two countries. 

Participants and Procedure

In 2021, we administered a questionnaire to students at a large, public, Midwestern research 
university in the US (n = 333) and a northeastern university in Italy (n = 322). This question-
naire was built expressly for this study and required an average of 18 minutes for respon-
dents to answer. We collected 665 questionnaires in total. The overall convenience sample 
included 58.6% women, 38.8% men, 1.1% nonbinary, 0.5% who self-described, 0.6% who 
preferred not to answer, and 0.5% missing gender classification. In the US sample, the num-
ber of women was almost double that of the men (62.8% vs. 32.1%), while in the Italian sam-
ple, the proportion of men and women was more balanced (45.7% vs. 54.3%). Regarding 
education, 78.0% of participants had a high school or graduate equivalency degree (GED), 
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12.7% had a bachelor’s degree, 3.5% had a university degree or higher, and 5.8% preferred 
to self-describe or not answer.

Participants were recruited in the US from several large undergraduate courses in com-
munication and in Italy from an undergraduate and a graduate course in techno-scientific 
matters. At the time in which we administered the survey, both in the US and in Italy, Ama-
zon familiarized the audience with Alexa through an intense advertising campaign. This 
background awareness cultivated by Amazon allowed us to count on widespread familiarity 
with this VBA beyond its specific ownership and use by people. Specifically, this survey 
contained a series of open-ended questions regarding practices of use of Alexa by respon-
dents, their feelings, desires, and expectations. From the free and spontaneous answers to 
these questions, we collected reflections, desires, and expectations about Alexa as a news 
and information searcher and deliverer, which relate to the specific objectives of this study.

In addition to the few sociodemographic variables reported above, we asked for four 
further pieces of information to refine the profile of our respondents: (1) the type of internet 
connection they had, (2) whether they owned Alexa, and, if yes, (3) the number of Alexa 
devices they owned, and (4) if they used other virtual assistants. We report the answers 
below.

As to the internet connection, almost the totality of the American sample (94.9%) was 
connected with Wi-Fi, enabled by the 100% Wi-Fi coverage of the surrounding land area, 
and supported by the residential university’s historically high national ranking in wireless 
technology adoption and access. On the contrary, the Italian respondents showed more 
diversity in typology of internet connection, led by fiber (almost half of the Italian sample), 
ADSL (slightly more than one fifth), Wi-Fi (17.7%), and then broadband (14.9%). Finally, 
the cable connection was present and very rare only among the American respondents.

Concerning ownership of Alexa, only 36.8% of the overall sample reported direct own-
ership of Alexa. However, many of the 414 respondents (63.2%) who did not own Alexa 
personally belonged to the galaxy of use-without-ownership or observing of the use of oth-
ers, which emerged in their answers to open-ended questions. Personal ownership of Alexa 
was unrelated to gender, but American respondents were significantly more likely than Ital-
ian respondents to own Alexa (47.7% vs. 25.2%; χ2 = 34.95, df = 1, p < .0001, stand. residual 
= 5.9). More than half of our respondents who owned Alexa (61.7%) had only one Alexa 
device, while the remainder had more than one. The American respondents were not only 
more likely than their Italian counterparts to have Alexa, but also to have more than one 
(45.6% vs. 24.4%) (χ2 = 9.92, df = 1, p < .01, stand. residual = 3.1). As to gender, no signifi-
cant differences were detected.

Finally, we investigated if the respondents used other virtual assistants: 241 participants 
(37.0% of the sample) answered in the affirmative. American respondents used them sig-
nificantly more than Italians (44.8% vs. 28.9%) (χ2 = 17.83, df = 1, p < .0001, stand. residual 
= 4.2), and there were no significant gender differences. Asked to give us more details about 
which further virtual assistants they used, the American respondents cited Siri (n = 108) 
first, and then both Americans and Italians indicated Google Echo (n = 62), followed by 
Google Assistant, Cortana, and Bixby. The significance of this data lies in its revelation that 
the introduction of a new digital technology occurs within a technologically rich environ-
ment, allowing the newcomer to both compete and benefit from other media sources.
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Measures and Data Analysis

In this study, we analyze only the freeform answers respondents provided to open-ended 
questions on their desires, expectations, feelings, and practices of use regarding Alexa. The 
questions were:

1. If Alexa has ever let you down, why, when, and in what context has this 
happened?

2. What do you feel when Alexa doesn’t respond appropriately?

3. What do you expect/would you expect from Alexa in terms of being able to 
fulfill your requests?

4. If there are a lot of differences between the things you talk about with Alexa 
and the things you want to talk about with Alexa, what would you like to 
talk to Alexa about?

As regards the practices of using Alexa, we collected 404 freeform answers, with 57 (14.1%) 
pertinent to news and information search. With respect to feelings, we got 228 free answers, 
with only 58 (25.4%) regarded our topic. Regarding expectations, our 655 respondents gave 
us 640 free answers, and among these, 324 answers (50.6%) regarded the issue of Alexa as 
information and news search and delivery. Finally, as to desires, the free responses given 
by our respondents were 78, and among these, only 12 (15.4%) included that issue. Thus, 
the overall corpus we analyze here is made of 451 sentences. Let us organize our analysis 
through the most relevant themes emerging from these sentences.

To analyze the answers to open-ended questions, we used a technique called open cod-
ing and thematic analysis. This is a type of qualitative content analysis that involves identi-
fying and interpreting patterns of meaning or themes within textual data (Braun & Clarke, 
2019). We used an inductive procedure to identify the most significant categories that 
described the participants’ opinions and experiences. We grouped sentences into themes 
based on similarities and analogies in meaning, and the frequency of each theme contrib-
uted to its relevance. We manually rearranged extracts from the text according to these cat-
egories, and four independent coders, including researchers from both countries, analyzed 
the data to avoid cultural bias. We discussed the categorization results at every stage of the 
process and reached a shared decision on the categories of meaning. Four independent 
coders, including an equal number of researchers from the two countries to help avoid cul-
tural bias, conducted the analysis separately. We discussed the results of the categorization 
at every stage of the process trying to systematically reach a shared decision on elaborating 
the categories of meaning. To ensure accuracy and consistency of the content analysis of 
these answers carried out by these four independent coders, we applied a test of intercoder 
reliability in the form of chance-adjusted percent agreement. We achieved an intercoder 
reliability coefficient of .85 (Cohen’s Kappa), and then resolved all disagreements through 
discussion. Our results will be presented using a narrative approach that uses macro- 
categories and excerpts. We will refer to each participant by their code number (e.g., P. 453).



108 Human-Machine Communication 

Results
We organized our findings into four large categories of meaning, supporting our discourse 
with participant excerpts.

Theme #1: Desire for Mediatized Immediacy in Alexa News and  
Information Delivery

The first finding is that a cluster of respondents search for news and information from 
Alexa. Within this corpus, respondents have a notable expectation or desire for Alexa to 
function as a provider of news and information, as well as a partner with whom to discuss 
the news and information deeply. When users search for news through Alexa, it is worth 
exploring what type of news they want since Alexa is primarily programmed to provide 
weather updates. There is a significant utilization of Alexa for this purpose. Respondents’ 
search practices are often tied to weather news search and time information, which is one 
of the fundamental capabilities of Alexa advertised by Amazon. Respondents expect Alexa 
to provide news about certain topics that have been automated in newsrooms, including 
finance, sports, and weather. In their eyes, Alexa is a reliable source for this type of news 
among the many options available. One participant (P. 516) wrote, “I would use Alexa to tell 
me what the weather is so I don’t have to stop what I’m doing to check. . . . and that saves me 
time from doing it myself.” And another (P. 501) said simply, “Music Weather Sister News.” 
These participants would like Alexa to be able to deliver them also “actual issues happening 
in the world” (P. 463), “daily news” (P. 608), “I would use her for just information” (P. 638), 
and “I would like Alexa to be able to maybe curate songs and news that would be interesting 
to me” (P. 640). Thus, this group of respondents is hoping for a strong role of Alexa in news 
delivery.

However, there is also an expectation to be informed about “random facts” (P. 387 & 
P. 515) and “things” (P. 392). A respondent said that Alexa should “[b]e able to answer my 
questions correctly and efficiently, give accurate information, understand me well” (P. 413). 
Two participants wrote, “I expect her to know facts and things that are going on in the 
world currently” (P. 477) and “Actual issues happening in the world” (P. 472). These sen-
tences contain a mix of news, service information, and general information. In some cases, 
it is more connected to basic pragmatic information, such as a receipt or the opening and 
closing hours of a restaurant or store. Moreover, some respondents would like Alexa to give 
them the specific news they want to hear. They aspire to receive from this VBA a kind of 
personalized news. One respondent wrote, “I would expect Alexa to understand me and be 
able to report back to me the information that I am seeking” (P. 412).

There is the desire that VBAs may overcome the unidirectional structure of traditional 
mass media where the news is delivered by the source (TV, radio, etc.), and the audience can 
only receive it. The expectation toward Alexa is that it is possible even for the user to discuss 
the news directly with the source of news delivery. For example, in commenting on what 
they wished Alexa could do better, one respondent said, “I feel like Alexa should almost give 
like a little news report of what happened today when someone asks her and then people 
can talk to her about the news.” Another wrote, “I would like to have an actual conversa-
tion where we go back and forth on a topic. Discussing, sharing opinions, branching into 
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stories related to the topic, and overall building a complicated conversation.” Relating to the 
context of getting news and information from Alexa, a number of respondents shared their 
wishes to “talk about more complex things,” “inquire more about complex topics,” and “ask 
more in-depth questions and have them answered.” In terms of delivery, several respondents 
expressed the desire for a more conversational or back-and-forth mode of communication; 
for example, to have “a normal human conversation rather than automated messages,” to 
“talk about current events or my favorite tv shows with Alexa” (P. 629), or to “discuss actual 
issues happening in the world.” VBAs are seen as a further step concerning online forums 
or social media where users can discuss fundamentally among themselves. In other words, 
the hope is that it would be possible to have a genuine, on-demand interaction between 
VBA and users. The aspiration is toward a virtual assistant that conveys the news when users 
need it, not when the mass media are organized to deliver the news, and in a conversational 
or dialogic ask-answer-discuss format rather than a broadcast monolog.

Thus, the picture emerging from this theme is that at least a fraction of respondents 
desired Alexa to provide on-demand, personally relevant news and information, with 
opportunities to further converse and interact with the VBA on topics of interest. In this 
way, they valued a sense of immediacy (direct and instant involvement with a news pro-
vider) that Alexa could introduce to news and information search, which also represents a 
further mediatization of content because Alexa exerts a significant shaping influence on the 
selection, presentation, and elaboration of what is requested. Thus, “mediatized immediacy” 
may be understood as real or perceived closeness to the actual news/information by way of 
its pass through the VBA Alexa as another layer of mediatization. Importantly, respondents’ 
expressed desires to acquire both formal “knowledge about” and “acquaintance with” the 
news through the mode of conversation moves us to the second theme, which helps anchor 
a longing for mediatized immediacy in a broader societal move to engage the world as dia-
logue or conversation rather than text.

Theme #2: Shift From Written to Oral News Search

Getting news from Alexa means interrogating this VBA orally. These participants were 
eager to be assisted by Alexa in searching for information on the web because “she is 
able to respond like a search engine, just without having to type,” explained a respondent  
(P. 103). What prevailed in respondents’ attitudes regarding the search for information 
was the expectation and desire that the search for information is automatized because—
they point out—they would like to search for information by speaking and not by writing. 
“How to use Google, but speaking,” wrote a student (P. 292). Another one said: “to keep me 
updated on daily news and answer any questions that could be found on Google without 
me having to look it up” (P. 608).

The possibility to pass from writing to speaking is important in a domestic environ-
ment in which people typically move around to do household chores. In this setting, indi-
viduals are required to complete activities like cleaning, cooking, caring for pets, and doing 
laundry, as well as setting the table. These tasks demand a certain level of physical mobility 
and require the use of free hands, which may be occupied with items like clothing, books, or 
shopping bags. Stopping to type on a computer or mobile device to search for information 
on the weather or a receipt would disrupt the flow of these tasks, as it would require the 
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body to come to a standstill. Many participants viewed Alexa, the voice-based virtual assis-
tant, as their perfect partner for completing this task. They can easily ask Alexa questions 
while on the go, allowing them to feel like they are multitasking. Of the complex operation 
of searching for news online, these respondents isolated only the modality: access to news 
through orality instead of reading/writing. Moreover, they were happy to replace this mode 
(reading/writing) with the speaking/listening mode. Nevertheless, while it may be enjoy-
able to ask Alexa for news out loud, there is a cost—users are subjecting themselves to a new 
kind of information filtering, where Alexa chooses which news to deliver. Thus, this shift 
from searching by typing to asking Alexa to do this for them obscures a significant leap. 
The user passes from a situation in which they can build a kind of bricolage of news passing 
through different forms of gatekeeping and several forms of disintermediation to a situation 
of reintermediation via Alexa.

These participants, however, seemed unaware of the complexity of searching for infor-
mation online through the write/read mode, of how delicate and complex this operation 
is, and what happens regularly in searching for information on the web. For example, they 
never mentioned that online search engines like Google do not deliver “objective” informa-
tion but select and shape the information they give based on algorithms that consider users’ 
typical online surfing behaviors that reveal their interests and tastes, as well as promot-
ing those search results sponsored by paying entities. These students did not foreground 
information searching as a multifaceted task that involves exploration skills, critical think-
ing, personal interests, idiosyncrasies, and chance discoveries. Instead, they framed it as a 
tedious and inactive task they wish could be automated.

Participants also seemed to transfer this unawareness to the implications of the switch 
to speaking/listening. There was no emergent awareness in their answers of what might 
be termed “mediatization literacy” or an understanding that search engines function as 
guardians of the threshold and not as simple automated engines, as clearly was shown in 
an anecdote reported by BBC News (2021) about a 10-year-old girl. She asked Alexa for a 
challenge and was suggested the “penny challenge.” This activity, which involves touching 
a coin to the prongs of a half-inserted plug, has gained popularity on social media despite 
being very dangerous. Amazon has updated Alexa to prevent recommending such activities 
in the future.

Theme #3: The Practices of Use Tell Another Story

Our participants’ use of the VBA Alexa and their experiences with it suggest that despite 
their efforts, pursuing current information is still largely a goal rather than a reality. If we 
pass from desires and expectations to the practices of the use of Alexa for searching for 
news, the fresco that emerges is quite different. First, there are technical limitations, such 
as difficulty hearing what people ask. For example, one participant commented, “When 
Alexa doesn’t respond appropriately, I feel like the device is starting to fail, or I think she 
didn’t hear what I said correctly” (P. 558). Many participants had the impression that Alexa 
is not hearing or listening. Others thought that this VBA is not good at recognizing voices 
and languages. It may not understand what some people are trying to say. “It may be a 
language thing,” stated P. 486. Others noted that “sometimes she does not understand my 
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voice” (P. 16), while another wrote, “the only instance is when she mishears me, but that’s 
more frustration than a feeling of being let down” (P. 337).

Some others argued that Alexa is bad at word recognition, that is, in understanding 
the meaning of the questions posed: “many times, she does not understand,” wrote P. 43. 
In response, many respondents reported retrying because they hoped to get the correct 
answer from Alexa on a subsequent attempt. Others tried alternative strategies such as rais-
ing their voices (yelling), hoping that Alexa will understand this way, rephrasing the ques-
tion, or enunciating the words more precisely. For example, “I push the negative feelings 
to the side and ask again. Normally, I always get the correct answer after two attempts”  
(P. 544). Alternatively, people tried to reformulate what they wanted to ask differently, or 
they tried to pronounce it in another way or slow down their rhythm of speech. One partic-
ipant described the frustration by saying:

Frustrated or as if the technology made to be simplistic and bettering our lives is 
not advanced enough. I have no reason to be embarrassed, but I still am; I keep 
a bit of a demanding tone toward Alexa, like one I might use with a misbehaving 
child or pet the change in my tone depends on my mood. Sometimes I continue 
in the same if I feel good. (P. 639)

However, these attempts are time-consuming. A respondent confessed,  “I feel upset 
and disappointed because I have to ask again in a different way or look it up online” (P. 602) 
and that “there are times she gives wrong answers or isn’t understanding what I’m asking” 
(P. 340). This is a recurrent complaint in the freeform answers of our students, and another 
critical element of concern that occurs frequently is that the questions cannot be formu-
lated spontaneously by users because these need to follow specific formulas. One partici-
pant wrote, “There is the need for precise semantics to make questions (omitting words or 
adding them in a pre-constructed sentence) and little comprehension flexibility” (P. 211).

Alexa and, in general, all the VBAs need to reconfigure the user in order to function. 
The user cannot simply ask spontaneous questions but must conform their language to use 
specific and rigid formulas to get an answer. Interacting with Alexa can be restrictive and 
detract from the enjoyment of verbally requesting news if the user is required to use robotic 
and inflexible language. Alexa makes people discover the many differences between human 
language and the automatic one. For example, participants experienced that they had only 
their voices at their disposal to ask Alexa for information. Gestures, facial expressions, 
proxemics, and so on, the multiform resources of nonverbal language, do not count for 
anything. Automation occurs only at the verbal level, while usually, human communication 
is a rich activity based on verbal and nonverbal language. Thus, users discover that how they 
can ask Alexa to provide information is impoverished, which causes significant limitations 
in the communication process.

Second, users often find automated systems inflexible since they are currently limited to 
providing predetermined responses to predetermined inquiries. When humans approach 
them, the spontaneity and flexibility of their language clash with these bridles. As a result, 
there is little understanding and much frustration. The reasons listed by our participants 
were diverse. “Honestly, nothing, I stopped using it, and I gave it to my mother because it 
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has no better functions than my phone” (P. 55). Another respondent pointed out, “Alexa, 
like all other voice assistants, understands a tenth of what you ask her for example some-
times when I ask her about something” (P. 296). Third, while it is uncertain if Alexa can 
provide the right answer, what is certain is that respondents have the impression that Alexa 
violates their privacy. A respondent said, “I would prefer to have a home automation robot 
that is NOT constantly connected to the Internet and is able to record every conversation 
in my private home” (P. 202).

Overall, when these participants tried to obtain information or news, they encountered 
the negative aspects of automation. These included extended waiting periods, having to 
repeat the same question or command numerous times, and the strict language require-
ments for Alexa to comprehend. If these requirements are not met, Alexa is unable to 
understand anything. It is not surprising then that the prevailing arguments of students’ 
discourse are the request for a greater, immediate understanding of the questions Alexa is 
asked, even if they are of a complex nature. As a result of the need for improved natural lan-
guage comprehension, better voice recognition, faster execution of commands and services, 
and increased accuracy and efficiency in Alexa’s performance, there was a desire for greater 
programmability of this virtual assistant to suit individual preferences.

Theme #4: The Media Environment in Which Alexa Lives

To understand the practices of using one device like Alexa properly, we should consider 
that each new device enters a domestic world rich in technologies. The capabilities of digi-
tal technologies are not so peculiar to a single device. There are many overlapping areas in 
the functionality of these digital technologies that users explore in their use practices. For 
example, searching for information can be done on a mobile phone, a computer, or a tablet, 
as well as in newspapers, television, and radio. This interchangeability of digital technolo-
gies makes the shortcomings of the various devices less irritating. If a device does not work 
or lacks efficiency, people turn to another device at home. In our case, the first reaction by 
users to Alexa’s inefficiency in information delivery is to evaluate whether to try again with 
Alexa or to default to another technology, which is, in most instances, the mobile phone.

It is worth noticing that the analog world was wholly excluded from the technological 
landscape of these student respondents: books, journals, or newspapers were never cited by 
them in connection to searching for news, information, and knowledge via Alexa. When 
conducting online research, users commonly use traditional tools such as computers, 
but nowadays, mobile phones are used more frequently as the internet is easily accessible 
through smartphones. When Alexa lets respondents down, they search on Google through 
the smartphone or turn to Siri, and less frequently to the computer. Although the respon-
dents did not emphasize the complexity of searching for information, they acknowledged 
that it is time-consuming. Participants clarified that they hoped to save time by external-
izing their searches for information and news to Alexa. Furthermore, these open-ended 
answers mirrored a certain devaluation of manual labor since these students perceived it as 
a last resort. Two respondents wrote, “like I just wasted more time trying to get it to work 
than if I had just googled something or opened an app on the TV manually” (P. 374) and “I 
feel annoyed that now I have to manually do whatever it is that I requested or that I’ll need 
to look up my question on my own now” (P. 380).
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Discussion
These findings illustrate the practices of use, the feelings, expectations, and desires of a 
convenience sample of university students in the US and Italy on searching and deliver-
ing information and news through Alexa. If we look at these practices through the lens 
of mediatization literature (Krotz, 2007), they highlight how Alexa, as any other medium, 
acts as an agent of cultural and social change (Lundby, 2014, p. 6) in the everyday life of 
these respondents by producing a new formatting of information and stimulating two new 
behaviors: the recurrence to orality for doing online research or posing questions and the 
possibility to do this while moving. Moreover, from these open-ended answers, it emerged 
that a portion of students desire to receive from this virtual assistant a kind of personalized 
news in a domestic environment. These students probably know that the use of artificial 
intelligence could help tailor news according to the interests of individual users, but this is 
not happening at the moment, maybe due to the novelty of this tool. We observe that this 
desire to receive personalized news at home resonates with the first dimension of mediati-
zation described by Bengtsson et al. (2021) and corresponds to the perceived media reliance 
in relation to (re)productive desires. According to Bengtsson et al. (2021), this dimension 

captures the perceived importance of media for having peace and quiet, enjoying 
food and drinks, staying in shape, taking care of one’s family, and so on. Here, 
the importance of media concerns the self, located in relation to the most inti-
mate social group, or family. (p. 288)

Another desire that emerged from these respondents (i.e., P. 629) was to have discus-
sions with Alexa about current events or their favorite TV shows. For the first time, the 
source of the information is handy, it is at home. Thus, there is the potential for a true inter-
action between the source of information and the receivers. Furthermore, from these open-
ended answers emerged a certain pressure aimed at Alexa designers to implement this VBA 
with robust capability for news searching and information delivery. Unsurprisingly, con-
sidering its AI capabilities and presence in households, some participants wanted to turn 
Alexa into a speaking Google. However, the current world of automated information, as 
this research shows, is still far from being able to perform online research efficiently or to 
match user expectations. Another recurrent topic in these students’ statements regarded 
their wishes for a mediatized immediacy afforded by Alexa, in which they are brought closer 
to news and information through conversation with its apparent source/messenger. The 
desire to acquire knowledge and acquaintance with information through a mode of asking, 
answering, and discussing resonates with a broader social shift to view the world in terms of 
dialog and addressivity (consider the move from search to ask that differentiates Googling 
from the use of ChatGPT).

We will use our research questions as a guide to further the discussion of the results 
in light of the essential concepts and debates surrounding mediatization theory and its rel-
evance in understanding contemporary society. We will begin by providing an answer to 
RQ1: Do participants try spontaneously to get news from Alexa? A small number of partic-
ipants do so, confirming the findings of Perez Garcia et al. (2018). While searching for news 
is an everyday activity among web users, Alexa’s search technology is still developing and 
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is, therefore, not widely used. Despite this, our survey respondents had high expectations of 
Alexa’s ability to provide news and information, despite its current limitations.

As to RQ2: Are participants aware that VBAs, particularly Alexa, represent a case of 
meta-reintermediation of information and news? Our findings suggest that our partici-
pants are relatively unaware of the facts that: (1) Alexa as a kind of meta-search engine 
produces further manipulation in addition to that carried out by each search engine and 
is very probably governed by Amazon’s interest in increasing the sale of the products they 
have in their stores; (2) databases can produce unreliable and occasionally inadequate out-
comes (Blatchford, 2020); and (3) Alexa’s user loses any visibility and possibility to tailor 
the search of information in respect to their desire and will. Instead of reflecting critically 
on these aspects, our respondents often turned to another device—the smartphone, SIRI, 
Google, or the computer—to get what they are searching for. All this brings an automation 
of the information-searching activity that lowers the quality of the outcome. Automation 
is thriving because users mistakenly believe it benefits them by reducing their workload 
through delegation to machines. However, this can be a dangerous illusion. In some aspects 
it is the same, opaque process engaged in by news aggregators and news apps which often 
curate and tailor news to the specific user in a way very similar to how respondents wished 
to news-seek with virtual assistants.

Now let us answer our third research question, RQ3: Does Alexa contribute to enhanc-
ing the potential hybridization of the three concepts—news, information, and knowledge? 
Our findings suggest a positive answer to this question. If the internet has provided a spatial 
contiguity among these elements, on the one hand, VBAs become the same source that 
delivers, depending on questions, news rather than information or knowledge, and on 
the other, the same users search everything they need in a particular moment. Currently, 
there are limited opportunities to combine news, information, and knowledge through oral 
communication due to the technological immaturity of devices and due to the difficulty of 
managing knowledge orally. Overall, VBAs and automated information systems make the 
mediatization process increasingly complex. However, the increased complexity of medi-
atization is scarcely decipherable even by our university students, who are often assumed to 
be most equipped to understand where societies are going.

Finally, looking at how the mediatization process impacts cultures differently, we found 
two important differences between the American and Italian samples. The first of these 
differences was a stronger practice and desire to use Alexa for information search and news 
by the American respondents than the Italian ones. The other difference was a stronger 
desire by the Italian respondents, compared to that of their American colleagues, for more 
profound communication and interaction with Alexa (mediated intimacy).

Limitations and Future Research

The current findings contribute to the field of studies on mediatization, or deep mediatiza-
tion (Hepp, 2019) since they document how deeply mediatized is becoming the everyday 
life of these participants and in general how they access news through the virtual assis-
tant Alexa with an open-ended response technique. Thus, what participants write is not 
framed by the questions in their meaning and is spontaneous. These findings, however, 
carry some limitations that need to be acknowledged. First, we used convenience samples 
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of university students, and therefore findings should be taken lightly concerning general-
izing these results. Second, while they present preliminary proof-of-concept regarding the 
importance of investigating how people search news and information through this virtual 
assistant, future studies should consider examining a more diverse population of users and 
employing quantitative methods.

The measures discussed in this study are self-reported, meaning that they are based on 
the participants’ perceptions and experiences. However, these self-reports may be influ-
enced by biases related to social desirability and how individuals present themselves. Future 
research should include a more extensive and diverse sample of participants from different 
parts of the country to obtain more accurate and representative results. This study should 
also be complemented by quantitative, longitudinal studies of news and information reli-
ance on Alexa that may help us explore further the specific role of virtual assistants in shap-
ing mediatization processes over time. Additionally, it would be necessary to investigate 
why people are not using Alexa to search for news and information more frequently.

Conclusion
In conclusion, our findings shed light on several themes related to the use of Alexa for 
news and information delivery, and its role in the mediatization of society. The first theme 
highlights the desire for “mediatized immediacy” in Alexa’s news delivery. Participants 
expressed an expectation for Alexa to function as a reliable provider of news and informa-
tion in an instantaneous, personalized, and potentially interactive manner. This desire and 
appreciation for direct real-time interaction with a VBA news deliverer may obscure the 
underlying reality that Alexa represents an additional link and terminus in the long chain 
of mediatization rather than a way around it.

The second theme reveals a shift from written to oral news search, as participants 
expressed a preference for interacting with Alexa verbally rather than typing their que-
ries. They appreciated the convenience of voice-based search, especially in a domestic envi-
ronment where they could multitask and perform various activities while interacting with 
Alexa. However, this shift also introduced a new form of information filtering, as Alexa 
becomes the gatekeeper of news and selects which information to deliver. Participants 
seemed unaware of the complexity of online information searching and the role of search 
engines in shaping search results based on algorithms and user preferences.

The third theme explores the practices of using Alexa for news search, revealing techni-
cal limitations and frustrations experienced by participants. Difficulties in voice recognition, 
language understanding, and word recognition were common issues. Participants reported 
retrying, reformulating their queries, or raising their voices to get accurate responses from 
Alexa. The limited flexibility in language use and the requirement to conform to specific 
formulas for questions posed challenges in communication with the virtual assistant. Users 
also expressed concerns about privacy violations, further impacting their overall satisfac-
tion with Alexa.

The fourth theme highlights the media environment in which Alexa operates. Partic-
ipants viewed Alexa as one of many digital technologies available to them for information 
search, with smartphones being the most common alternative when Alexa fell short. Tra-
ditional analog media such as books, journals, and newspapers were not mentioned by 
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participants in connection to searching for news via Alexa. The convenience and accessibil-
ity of mobile devices and the internet led participants to prioritize efficiency and timesaving 
in their information-seeking practices.

Overall, our findings demonstrate the complexities and nuances surrounding the use 
of Alexa for news and information delivery in the domestic sphere and how Alexa and in 
general VBAs make even more dynamic the division of labor and the cooperation among 
the various personal devices. These findings underscore the importance of considering the 
broader media environment in which devices like Alexa are situated as users navigate mul-
tiple technologies and sources for their information needs and this can hopefully be an 
important lens to look inside contemporary mediatization.
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