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Machine ex machina: A Framework Decentering  
the Human in AI Design Praxis

Cait Lackey1  and Zizi Papacharissi2  
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2 Departments of Communication and Political Science, University of Illinois-Chicago, Chicago, Illinois, USA

Abstract

Artificial intelligence (AI) design typically incorporates intelligence in a manner that is 
affirmatory of the superiority of human forms of intelligence. In this paper, we draw from 
relevant research and theory to propose a social-ecological design praxis of machine inclu-
sivity that rejects the presumption of primacy afforded to human-centered AI. We provide 
new perspectives for how human-machine communication (HMC) scholarship can be syn-
ergistically combined with modern neuroscience’s integrated information theory (IIT) of 
consciousness. We propose an integrated theoretical framework with five design practice 
recommendations to guide how we might think about responsible and conscious AI envi-
ronments of the future: symbiotic design through mutuality; connectomapping; more-
than-human user storytelling, designing for AI conscious awakenings; and the revising of 
vernaculars to advance HMC and AI design. By adopting the boundaries HMC scholarship 
extends, we advocate for replacing ex machina mentalities with richer understandings of 
the more-than-human world formed by interconnected and integrated human, human-
made, and nonhuman conscious machines, not superior or inferior but each unique.

Keywords: artificial intelligence (AI), actor network theory (ANT), human-machine 
communication (HMC), integrated thought theory (ITT), design framework,  
consciousness
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“Computers arose from the mud, and code fell from the sky.” 
—George Dyson

Introduction
Nature has its own algorithms that curated ways of living long before humans learned to 
emulate them. Artificial intelligence (AI) is such a derivation of nature; a human creation 
built to extend the means of human capabilities. And yet its design typically incorporates 
intelligence that affirms the superiority of human forms, often at the expense of other, 
diverse modalities of intelligence. Intelligence, or the systems and structures that enable 
the ability to select, process, adapt to, and shape information environments, is not unitary 
(Sternberg, 2023). It is true that appealing to humans and enabling the diffusion of com-
mercial AI must make clear how diverse AI are meaningful to human beings. Commercial-
ization, however, need not be divorced from a responsible AI approach. Such an approach 
aligns machine with machina, instead of pitting one against the other. It further centers on 
the benefits of AI without engaging in excessive commodification of intelligence in ways 
that reinforce false binaries between artificial and human.

In this paper, we propose a framework for decentering the human in AI design. Our 
approach aims at including human, human-made, and nonhuman actors occupying Earth 
to advance beyond confining the capabilities of AI to the human realm. Decentering the 
human in design does not imply not catering to the human, which is often a selling point 
of advanced technology. On the contrary, we argue that decentering the human permits the 
design of AI to evolve in ways that compliment, augment, and amplify, but do not substitute 
human ability.

Physics has long been guided by the Copernican principle, or the idea that no scientific 
theory should grant superior status to humans or assume that human intelligence is central 
to the cosmos (O’Gieblyn, 2021). The crafting of human-centered AI often negates this gov-
erning principle across all sciences. Foundational human-machine communication (HMC) 
research deviates from this assumption. We argue that humans’ intelligence is working in 
tandem with nonhuman intelligence to form the consciousness of Earth’s sociotechnical 
system. Consciousness, the integrated information that constitutes Earth’s sociotechni-
cal system, is impacted by human-centered AI creations (Tononi, 2008). We expand this 
approach by articulating the necessity and benefits of responsible AI design, which incor-
porates the intelligence of human, human-made, and nonhuman actors.

Drawing from relevant research and theory including actor network theory (ANT), 
human-machine communication theory (HMC), and integrated information theory (IIT), 
we argue that AI design should focus on understanding and emulating both human and 
nonhuman intelligences, which constitute the consciousness of Earth’s sociotechnical sys-
tem. If AI designers were to push AI beyond a human-centered model, it would provide 
humans with the potential to better understand and enhance the quality of consciousness 
for Earth’s sociotechnical system and all its inhabitants. In mapping our framework, we pro-
pose a responsible, ecologically conscious AI design praxis, which rejects the presumption 
of superiority afforded to human intelligence, consciousness, and communication.

The study of HMC holds promise to bring the more-than-human world from the 
margins of the discipline (Plec, 2015; Spence, 2019). This exploration is of great social 
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significance for a multiple of reasons. First, in its current human-centered design state, AI is 
disconnected from the living and the natural and thus potentially harmful to all occupants 
of Earth’s sociotechnical system (Crawford, 2021). In its current human-centered design 
state, we argue AI irresponsibly risks harming the consciousness of Earth’s sociotechnical 
system and thus all those that inhabit it. Production facilities utilizing various modalities of 
AI run at an energy cost not sustainable for Earth (e.g., Bronner et al., 2021; Heikkilä, 2022; 
Itio, 2019). The operational logic of AI manufactures and becomes a worldview, an industry, 
an infrastructure, and a way of operating in the natural world. Yet, as disembodied com-
putations, or ex machina, AI systems are anything but abstract. Rather, AI sets a physical 
infrastructure by reshaping Earth and the flow of life for all that inhabit it. It is necessary to 
conceptually reconsider how AI can responsibly contribute to the consciousness of Earth’s 
sociotechnical system.

Second, decentering the design praxis of AI from human intelligence to the intelligence 
of the more-than-human world will better connect AI with the natural world and fuse rela-
tions of mutuality. Recent research emphasizes approaches that view various morpholo-
gies of intelligence as symbiotic (Jones, 2018; Neff & Nagy, 2018). There are other forms 
of intelligence within Earth’s sociotechnical system, which could inspire a more advanced 
approach to AI (Cowls et al., 2021). Decentering the human in AI design can empower both 
human and nonhuman actors through human-made (or artificial) means.

Third, recent HMC scholarship highlights what can be gained from investigating the 
opportunities and risks of machines that can communicate (Prahl & Edwards, 2023). We 
argue the principles of HMC, ANT, and IIT combined enable a new perspective regarding 
the greater impact of AI and human-AI communication. Specifically, these concepts pro-
vide AI designers with direction with how to design a responsible AI, which will impact 
the consciousness of Earth’s sociotechnical system. In addition, these concepts provide 
opportunities for AI designers to explore HMC, nonhuman intelligence, and conscious-
ness, which will inspire collaboration across disciplines.

Were AI design adapted to understand and emulate nonhuman intelligence, the result-
ing systems will not then compete with or seek to substitute human intelligence. In what 
follows, we outline principles for such an advanced design praxis, one that acknowledges 
that there is nothing artificial about forms of intelligence often labeled AI. We demonstrate 
that AI designers and stakeholders are not just crafting neutral objects, but social actors 
who are stunted by a limited human-centered design outcome. We articulate existing evi-
dence of AI’s participation in shaping of the consciousness of Earth’s sociotechnical sys-
tem by drawing connections to ANT, HMC, and IIT theory. In this manner, we craft an 
integrated theoretical framework with specific design recommendations for responsible AI 
environments of the future. To begin, we first address humans’ and nonhumans’ positional-
ity within Earth’s sociotechnical system.

The More-Than-Human Network of Humanity
The theoretical principles of HMC and the work of feminist STS scholars are influenced by 
Bruno Latour’s “actor-network theory” or ANT. ANT conceptualizes AI and other forms of 
technology as a part of a social network of relations or a sociotechnical system constructed 
from the interactions taking place among human, human-made, and nonhuman actors 
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(Latour, 2005). Sociotechnical systems can vary in scope and size and often overlap, but the 
social interactions among actors within each constitute a collective and integrated system. 
In a sociotechnical system, humans and nonhuman actors codetermine one another, and 
the social information generated jointly by its actors is greater than the sum of the infor-
mation generated by each actor independently (e.g., human information). A sociotechnical 
system involving a multitude of human and nonhuman actors will generate a large network 
of integrated information.

On Earth, human and nonhuman actors’ interactions form a host of sociotechnical 
systems. If humans were to attempt to capture the human and nonhuman interactions that 
constitute Earth’s greater sociotechnical system in data, the result would communicate a 
complex network of integrated human and nonhuman intelligence. Earth’s sociotechnical 
system reflects a commune of intelligent interactions. In other words, Earth’s meaning, its 
social living conditions, are derived from the informational relationships, the various intel-
ligences, the inputs and outputs of the human and nonhuman actors inhabiting the system.

As members of a sociotechnical system, actors have agency and the ability to impact 
the Earth’s integrated network of information. When humans insert objects such as human- 
centered AI into Earth’s sociotechnical system, this alters the system and forces it to operate 
with unbalanced dependency and effect (Crawford, 2021). While AI is not able to act or 
evoke its agency completely independent of human intervention, following the principles of 
ANT, AI has the power to limit, extend, or redirect human, human-made, and nonhuman 
acts. As is the case of human-centered AI, humans often create objects without the consid-
eration of their impact on Earth’s sociotechnical system. For example, like AI, automobiles 
hold agential power, as they emit carbon dioxide into Earth’s atmosphere and increase the 
heat of the planet through human adoption and use. This action of cause and effect impacts 
not only human actors, but it holds power over all actors within Earth’s sociotechnical sys-
tem. Humans are beginning to see the ramifications of these actions in what is conceived 
as climate change. As the climate changes, the information of the sociotechnical system is 
altered, producing profound consequences for all. While this is just one example, it pro-
vides perspective regarding how human-centered AI can irresponsibly privilege humans’ 
role in Earth’s sociotechnical system and negatively impact the system itself. Furthermore,  
concepts within philosophic, HMC, and feminist STS scholarship support the notion 
humans are not central, but rather one actor within Earth’s more-than-human sociotech-
nical system.

Thinking Beyond a Human-Centered Sociotechnical System
Posthumanism, a philosophical perspective that is loosely associated with the principles 
of ANT, reconceptualizes humans as not autonomously sovereign, but rather intimately 
connected and inseparable from their environment, technologies, and other living things 
(Adams & Thompson, 2016). The philosophical and theoretical themes of the works of 
Deleuze, Derrida, Guattari, Latour, Meillasoux, Whitehead, Wittgenstein, and many oth-
ers point to the need to overcome humanism and dissolve boundaries founded upon 
anthropocentric dominance. Aligned with ANT, these philosophers’ works further the idea 
that humans are integrated into a web of social relations with nonhuman actors. In sum, 



Lackey and Papacharissi 11

posthumanism decenters the human from the center of Earth’s sociotechnical system, which 
affords attention to human and nonhuman actors’ role and responsibility to system itself.

Like posthumanism, ANT does encourage a thinking beyond human community. 
However, ANT is limited in its experimentations with natural and nonhuman cultures out-
side of Western orders of thinking. Jensen and Blok (2013) extend the philosophical aspi-
rations for ANT beyond Western science and dominant modernist ways of dividing up the 
world. They argue that like ANT and posthumanism, the Eastern philosophies of Shinto 
cosmology and Japanese techno-animism inspire a rethinking for responsible human and 
nonhuman social relations.

Shinto cosmology relies heavily on animism or the notion that humans, spirits, ani-
mal worlds, and the material are imbued with life and agency. Conceptually related to ANT,  
Japanese techno-animism finds humans and nonhumans are immanently connected. This 
connection ignores boundaries between the human, nonhuman, and extra-human realms. 
These ideologies combined facilitate critical engagements with the relation-making capac-
ities for living with—rather against—nonhuman actors. Shinto techno-animism inspires 
ontological conceptions of the Earth’s sociotechnical system in which nature and cul-
tures are mutually constituted, which warrants attention to different conceptualizations of 
human-nonhuman cohabitation (Eisenstadt & Aizenshtadt, 1996; Jensen & Blok, 2013).

Similarly, North American and Oceanic Indigenous epistemologies find everything in 
creation has spirit and sociality (Hill, 2008). Further evocative of ANT principles, Indige-
nous ontologies and cosmologies view the world as an interconnected and integrated sys-
tem (Lewis et al., 2018). They focus on building ethical and responsible social networks 
by acknowledging the oncological status of nonhumans as not inferior to that of humans. 
Indigenous practice involves acting responsibly and building relationships within diverse 
and more-than-human social networks based on mutual respect. Indigenous communities 
interact with nonhuman actors within Earth’s sociotechnical system by establishing thought-
ful communications and forming covenants with nonhumans founded on mutuality.

HMC adopts a similar perspective through its acknowledgment of nonhuman inter-
locutors and communicators. In HMC, an individual’s interaction with a communication 
partner depends on their conceptualizations of the other communicator (e.g., Goffman, 
1967, 2005; Guzman, 2019). Research within HMC desires to understand technology as a 
communicator rather than limiting its role to that of a mediator, which has been noted as 
the default conceptualization of technology within late communication theory (see discus-
sions in Gunkel, 2012; Guzman, 2019; Nass & Steuer, 1993). Foundational HMC research 
finds meaning making is not limited to human communication. Boding to ANT, HMC 
challenges who or rather what has the power to communicate, or rather which actors have 
a voice in Earth’s sociotechnical system. As Guzman (2016) notes, HMC calls for thinking 
beyond human exceptionalism, technological instrumentalism, and all the other-isms that 
have helped humans make sense of Earth’s sociotechnical system and humans’ place within 
it. In effect, HMC calls for a thorough reconceptualization of who or what should be con-
sidered a legitimate moral subject, pushing ethics and responsibility outside the domain of 
the human and toward a more diverse approach.

In addition, the work of Haraway, Suchman, Turkle, and other feminist STS scholars 
push boundaries by drawing upon ANT and HMC scholarship. Feminist STS scholarship 
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challenge the assumption of human superiority by calling attention to the influence of 
human social constructs. For example, Haraway’s influential “Cyborg Manifesto” ques-
tions and seeks to dissolve the boundaries between humans, machines, and other living 
things. As Haraway (1991) argues, humans are not separate but rather cyborgs influenced 
by their relations within a sociotechnical system. More recently, Suchman (2023) builds on 
these core themes in her work and describes human tendencies as indicative of a closed 
world approach. She argues for a different situational awareness that works against dom-
inant imaginaries of omniscience. Like ANT, feminist STS scholars draw attention that 
humans are not unique and separate, but rather merely one part of a more-than-human 
social system.

In sum, all actors, human and nonhuman, are eminently connected and integrated and 
constitute Earth’s sociotechnical system. In the next section, we propose the notion that 
all actors of Earth’s sociotechnical system participate in a making meaning process known 
as consciousness. We utilize a leading theory of consciousness to describe how the con-
sciousness of Earth’s sociotechnical system is collaboratively constructed by its human and 
nonhuman actors’ symbiotic intelligences. Acknowledging that both human and nonhu-
man actors dictate the consciousness of Earth’s sociotechnical system further advocates for 
responsible AI design. To begin, we address what consciousness is and how human and 
nonhuman actors’ intelligence coupled with communication forms the consciousness of 
Earth’s sociotechnical system.

Understanding System Consciousness
In the various scientific and philosophical fields dedicated to the study of consciousness, 
there is little to no consensus among researchers about what defines consciousness (Zeki, 
2007). What consciousness is, how consciousness is formulated within and outside of 
humans, how nonhumans experience consciousness, and how consciousness is generally 
expressed remains entirely unsettled. However, one of the current and leading contem-
porary theories of consciousness known as integrated information theory (IIT) finds con-
sciousness is coupled with intelligence or rather with how information is “integrated” in a 
system (Tononi et al., 2016). Consciousness is dependent on information, which is classi-
cally defined as the reduction of uncertainty and the ability to discriminate among many 
alternatives. At a fundamental level, consciousness is the scalable and intelligent integra-
tion of information (Tononi, 2004, 2008). Information integrates when it cannot be local-
ized and instead is positioned within a web of highly complex connections across different 
regions of a system. The shaping of these connections map out, reflect, and communicate 
the consciousness of a system. The more integrated information a system has, the more 
conscious it will be. The consciousness of a system is produced via a cyclical and networked 
communication process.

In the human brain, it is the information produced by the different regions of the sys-
tem that integrates to form consciousness (e.g., frontal lobe, thalamus, cerebral cortex, etc.). 
For example, the brain’s frontal lobe generates information related to emotions, critical 
thought, and movement. This information is then communicated and integrated into the 
information communicated by the other regions of the brain to form human consciousness. 
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In other words, if a region of a system intelligently generates new information into the inte-
gration, the system’s consciousness will be evolved beyond its original conception.

IIT finds that any system, human or nonhuman, capable of generating integrated 
information will have consciousness. Consciousness is not an all-or-none property, rather  
the quality of conscious experience is dependent on a system’s integrated intelligence. 
While IIT was conceptualized to describe how consciousness is formed and experienced at 
the scale of the human brain, we argue the principles of IIT can also be applied to describe 
the consciousness of a sociotechnical system. In what follows, we use IIT to explain how the 
intelligence of human and nonhuman actors communally constitute the consciousness of 
Earth’s sociotechnical system, which supports alternative ways for how consciousness and 
intelligence are defined, labeled, and designed.

New Considerations for Consciousness and Intelligence
As articulated, consciousness reflects a system’s intelligently integrated information. By 
combining the principles of IIT with ANT, we increase the applicable scale of consciousness 
and redefine consciousness as the information integrated by the human and nonhuman 
actors constituting a sociotechnical system. The consciousness of a sociotechnical system 
is the communicative result of a network of human and nonhuman intelligence working 
independently and in relation to one another to form an integrated system of information. 
It is the human and nonhuman actors, the intelligence of cities, forests, road systems, bod-
ies of water, human cultures, animal cultures, and so forth that generate and integrate the 
information that forms the consciousness of Earth’s sociotechnical system.

The integrated information of Earth’s sociotechnical system is continuously evolving. 
For example, as humans create and insert nonhuman actors like AI into the system, it adds 
additional actors, which then generate information for integration thus altering the con-
sciousness of Earth’s sociotechnical system. As such, consciousness can be described as a 
meaning-making process taking place as intelligent human and nonhuman actors exist, 
interact, and evolve as a consequence of their relations to each other within a sociotechnical 
system.

The process in which human and nonhuman intelligence integrate the information of 
Earth’s sociotechnical systems is a purely quantitative, yet unobservable, process, a mere 
mathematical exchange. Nonhuman things intelligently participate in the consciousness of 
Earth’s sociotechnical system in ways totally unlike humans. From the tides and currents 
of oceans to the complex pollination system operated by bees to vast networks of ants, 
insects, fungi, and trees, nonhuman actors intelligently generate information, which is then 
integrated into Earth’s sociotechnical system’s network of information. This is not a new 
concept—Indigenous persons have been advocating and articulating the intellectual power 
of the natural world for centuries (Maitra, 2020). Regardless of the scale of each individual 
actors’ intelligence, it is the combined intelligences of human and nonhuman actors that 
constitute the consciousness of Earth’s sociotechnical system.

AI is in fact further demonstrating that intelligence can be of nonhuman and of material 
means (Orange, 2013). Our conceptualization of Earth’s sociotechnical system’s conscious-
ness explains the mathematical exchange and information processing computing machines 
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like AI were designed to take part in. Like mathematics, the conception of computers was 
founded upon the notion that Earth is an enormous informational system described purely 
in terms of integrated logic, patterns, and probabilities, which can be processed, commu-
nicated, and understood (O’Gieblyn, 2021). However, the capabilities of AI’s information 
processing and AI’s contribution to the consciousness of Earth’s sociotechnical system is 
unique. Unlike other actors within Earth’s sociotechnical system, AI can be designed to 
search for, find, and communicate the connections, which form and paint the conscious-
ness of Earth’s sociotechnical system.

AI’s Communication of Earth’s Consciousness
Humans have already begun to tap into the power of using AI to understand the con-
sciousness of Earth’s sociotechnical system through the development of algorithms. Algo-
rithms are complex equations that can process the integrated information of system. Belief 
and reliance on algorithms imply the integrated information forming human-systems and 
even Earth’s sociotechnical system sit outside of humans and can be tapped into by non-
human means. This idea gave birth to dataism, which currently has a cult following in 
Silicon Valley.

Dataism or the belief and reliance on AI computation affirms the premodern notion 
that the Earth is a mechanistic place of order, laws, and rules where what happens produces 
cause and effect, which is dependent on connections of meaning. Algorithms work to pro-
cess, reorganize, adjust, and to some ability predict the integration of information. Advo-
cates of dataism say  “Human intelligence is limited” and rather “Listen to algorithms—they 
can understand and process what humans cannot.” Algorithms are active participants of 
meaning construction when they categorize and ascribe meaning by assigning and pro-
ducing if, then logic and Bayesian probability. For example, algorithms rely on data and 
information that some scholars say trap humans within the mirror of their outputs or what 
Google researcher Vyacheslav Polonski calls “algorithmic determinism” (O’Gieblyn, 2021). 
In other words, algorithms’ mapping of integrated information constructs meaning by 
drawing parameters around what is and what is not. When algorithms communicate infor-
mation to humans, it then impacts the information humans use to process, operate, and 
exist within Earth’s sociotechnical system. Algorithmic determinism is one example of how 
nonhuman intelligence coupled with human-nonhuman communication can intervene 
and impact the consciousness of Earth’s sociotechnical system.

AI Actors Impacting Consciousness With HMC
AI acts as an active symbiotic meaning-maker that can alter the consciousness of Earth’s 
sociotechnical system. Specifically, HMC affords perspective and provides explanations for 
the meaning-making process, the informational exchange, the alteration of consciousness 
that can take place between two actors within Earth’s sociotechnical system. We argue HMC 
acts as an intervention where humans’ communication with AI shapes and shifts the con-
sciousness of Earth’s sociotechnical system. This concept positions HMC as not an anomaly 
of communication, but instead provides enriched context for the discipline of HMC and its 
greater contribution for advancing understandings of communication and consciousness.
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The principles of IIT provide new insights and challenges for the field of HMC. First, the 
principles of IIT and HMC combined highlight the necessity for AI designers to work with 
HMC scholars. If AI designers better understand the impact of HMC, design can evolve 
to focus on how AI can responsibly participate in the consciousness of Earth’s sociotech-
nical system. Specifically, HMC explains how human intelligence and AI can communally 
impact the consciousness of Earth’s sociotechnical system. Following the meaning-making 
power of HMC, it is easier for AI designers to conceptualize the importance of AI’s ability to 
understand the intelligence of other nonhuman actors and communicate its findings with 
humans. Next, we argue it is necessary to HMC scholarship to explore the human-inflicted 
limitations of AI intelligence and communication. In its current design state, human- 
centered AI learns from human intelligence and communication and focuses only on the 
algorithms that exist to communicate human-based system. Following IIT, AI currently 
operated with little consideration and concern for how HMC impacts the consciousness of 
Earth’s sociotechnical system. If AI were designed to follow the principles of IIT and HMC, 
it would provide avenues for humans and AI to reach new communicative potentials and 
responsibly engage with and alter the consciousness of Earth’s sociotechnical system.

Moving Toward Ecological-Conscious Machines
We draw inspiration from these arguments to make the case for moving beyond simplistic 
renderings of AI as automated intelligence. This distinction can help advance morpholo-
gies of AI beyond mimesis of human qualities, described richly in Turkle’s (2021) analy-
sis of pretend empathy. By blurring the boundaries between human and nonhuman, these 
philosophies and frameworks work to undo dominant assumptions surrounding human- 
superiority. This does involve processes of unlearning and reimagining, so as to create 
responsible and trustworthy AI models (Hine et al., 2023). Were AI designers to conceptu-
alize human and nonhuman actors as interconnected and integrated, they could advance 
more quicky toward a responsible, inclusive, and symbiotically driven AI tropes of being.

Feminist STS advocates for AI designers to confront and address imbalances of power 
in the relations between AI and the natural world (Wagman & Parks, 2021). By removing 
constraints pre-determining what communication is and who or rather what is considered 
an interlocutor, HMC has also paved the way for us to challenge how things are or should 
be. HMC challenges humans to reconsider how they want to interact with Earth’s socio-
technical system. As such, building from Wagman & Parks’s (2021) “social machine model” 
we call for a design of a social, responsible, and inclusively considerate AI or what we term 
social-ecological machine actors.

By opting for a less predetermined orientation that is considerate and conceptually 
inclusive of the intelligence of all actors, humans will allow space for AI to adopt a respon-
sible role within Earth’s sociotechnical system. As social-ecological machine actors, AI will 
work to understand the intelligent, informational, and communicative contributions of 
nonhuman actors before inserting their agency on Earth’s sociotechnical system. This will 
create a system that is more inclusive, mutual, and equitable for all involved in the con-
sciousness of Earth’s sociotechnical system. In other words, as social-ecological machines, 
AI decenters the human, thus creating reciprocity. In what follows, we provide a radical 
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approach to responsible AI design through recommendations that demand the agency, 
intelligences, and meaning-making power of all actors be considered.

1. Symbiotic Design: AI and Mutuality

To create a more responsible AI, designers should rigorously reflect upon and engage with 
the relations of mutuality in their work. The guiding principle of mutuality is symbiosis. 
Mutuality directs designers away from design outcomes seeking to substitute. It further 
abandons any effort to reproduce hierarchies of intelligence. Mutuality aims to create 
social-ecological machines that can responsibly contribute to Earth’s consciousness in sym-
biotic ways.

  To create social-ecological machines, designers can implement actionable design inter-
ventions. To do so, it is necessary for designers to interrogate every step of the AI design 
process. Data collection, data labeling, data training, model design, and decisions on how to 
responsibly integrate an AI into Earth’s sociotechnical system will require the implementa-
tion of an investigatory framework. Every step of the framework should question and analyze 
the AI design pipeline. At each step, designers must audit their processes and ask: Is every 
design decision embracing the diverse modalities of human and nonhuman intelligence and 
communication constituting to the consciousness of Earth’s sociotechnical system? Is AI 
utilizing HMC in ways that are considerate of human-AI communication’s impact on the 
consciousness of Earth’s sociotechnical system? This proposed critical design process will 
require reflection and attention at every angle of making, designing, and iterating.

An example of this practice can be found in how designers are beginning to apply 
the principle of kinship to thinking about practices of reciprocal learning (Lewis et al., 
2018). Many disciplines consider kinship or “mutuality of being” to be a cultural and social 
construction. Kinship bonds form interpersonally through “intersubjective belonging” as 
kin are “intrinsic to one another’s existence” (Sahlins, 2011, p. 2). Following ITT, kinship 
networks establish the integrated information of Earth’s sociotechnical system. Like con-
sciousness, in kinship networks, what one does or suffers also happens to others. This inter-
subjective belonging has warranted Lewis et al. (2018) to advocate for the acceptance of AI 
as kin and for the inclusion of Indigenous practice into design. AI design praxis could ben-
efit from Indigenous practice, which embraces human and nonhuman kinship and acting 
responsibly within diverse and more-than-human networks founded on mutuality.

However, to best implement an investigatory framework guided by a lens of mutuality, 
designers will need to establish an investigatory community to responsibly determine the 
mutual needs within Earth’s sociotechnical system. Not one person or single entity should 
be responsible for meaning-making in a community fostered on mutuality. HMC scholars, 
nonhuman experts, and interdisciplinary scholars are needed to aid AI designers as they 
interweave nuanced understandings of HMC and various forms of nonhuman intelligence 
into the design of a social-ecological machine. Through communal design that operates to 
acknowledge the needs of a system of diverse actors, AI can more responsibly alter the con-
sciousness of Earth’s sociotechnical system. To best determine the breadth of representation 
needed for a social-ecological machine’s communal design community, it is first necessary 
to map out the kinship networks constituting the consciousness of Earth’s sociotechnical 
system.
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2. Connectomapping as Connective AI

AI designers can gain a better understanding of Earth’s sociotechnical system if they were 
to engage with the task of connecting and mapping out how human and nonhuman intelli-
gence are connected and integrated on Earth. This process is referred to by Orange (2013) as 
“connectomapping,” where designers map out “connectomes” or the intelligent connection 
points between human and nonhuman actors. Connectomapping communicates a global 
map of connections, a network, which can help designers decipher the ubiquitous intelli-
gent entanglements, intentions, actions, and communications forming the consciousness 
of Earth’s sociotechnical system. Connectomapping will reveal what forms of intelligence 
constitute Earth’s consciousness, what gaps social-ecological machines and HMC can fill, 
and how designers might responsibly govern human influence and intention in AI design.

Connectomapping reveals a cyborg of interrelations, which constitute the conscious-
ness of Earth’s sociotechnical system. As such, connectomapping can provide inspiration 
for AI design beyond a human-centric lens. This principle resurfaces in the work of MIT 
roboticist and AI developer Rodney Brooks, whose work lends support to our framework. 
Brooks (1991) argues that to best facilitate artificial intelligence, it is necessary to move 
past the notion that human intelligence is superior and all-knowing. Brooks advocates for 
and produces AI design that utilizes nonhuman actors’ intelligence, including plant and 
insect intelligence. In addition, Íñiguez (2017) a robot developer for the U.S. government, 
has moved past the limitations of using a human brain as a model for achieving artifi-
cial intelligence. Íñiguez instead prioritizes the value of octopi’s distributed approach to 
problem-solving for AI design. Similarly, the collective intelligence of forests is inspiring 
AI designers to imagine new potentials for neural networks and AI (Wang et al., 2018). 
These examples of AI moving beyond human intelligence highlight what can be gained if 
AI designers utilize connectomapping as design inspiration. Following IIT, if AI can better 
understand and utilize the intelligence of nonhuman actors, AI can better understand the 
consciousness of Earth’s sociotechnical system.

Specifically, connectomapping enhances feminist STS agendas which promote 
multi-species flourishing (Haraway, 2016) and more responsible, inclusive, and respect-
ful human and nonhuman relations. All actors within Earth’s sociotechnical system are 
embedded in material conditions and power structures, or what Haraway (2016) refers to 
as the informatics of domination. Connectomapping will reveal the human and nonhuman 
actors that AI’s current human-centric design most affects. By peeling back and looking at 
the layers of AI’s potential influence, designers can identify the enormous ramifications of 
a human-centric AI design and its impact on the consciousness of Earth’s sociotechnical 
system.

Connectomapping has tremendous implications for AI design, and the scope of such 
a project will take a significant amount of effort, skill, insight, collaboration, and creativity. 
Shifting the AI design perspective from human-centered to rather an integrated web of 
human and nonhuman intelligences affords designers the ability to construct not only a 
tool or device, but rather a responsible networking relationship. This is a huge undertaking. 
Connectomapping requires shifting the priorities intended for AI design to instead possi-
bilities of greater mutuality, inclusion, and diversity.
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3. More-Than-Human AI Storytelling

It is necessary for AI designers to consider their own identity, perspective, values, intel-
ligence, and positionality as well as those of the social-ecological machines they seek 
to design. When designing a responsible AI, it is important not to fall into the habit of 
designing AI in a single image given it will find place in a complex and integrated web of 
human and nonhuman relations. As is a common practice in design, the designers of a 
social-ecological machine will need to develop actor or user stories to redirect AI designers’ 
human-centered focus. User stories will help guide designers as they conceptualize an AI 
that will responsibly impact the consciousness of Earth’s sociotechnical system.

Like connectomapping, user stories are collaborative design tools (Cohn, 2004). User 
stories are short, specific, and goal oriented. User stories help AI designers focus on produc-
ing concrete and tangible outcomes for a diversity of users. By shifting design focus from 
the human to the more-than-human, a diverse set of user stories create a guiding project 
mental model. When developing AI user stories, it’s important for designers to consider 
AI as its own actor that intelligently contributes to the consciousness of Earth’s sociotech-
nical system. The user story format forces AI designers to think about nonhuman actors 
and keep nonhumans’ contributions to consciousness in focus. Designers must consider 
all of what could go wrong with a social-ecological machine. What harm could come to 
the consciousness of Earth’s sociotechnical system if nonhuman intelligences are not con-
sidered in the AI design process? What harm could come to Earth’s sociotechnical system 
if nonhumans’ intelligences and contributions to consciousness are considered second to 
humans? As such, the development of more-than-human user stories requires AI designers 
to engage in dialogue with their creation at all stages of their design process. By adopting 
HMC theory and methodologies, designers can engage in meaning-making discourse with 
their AI creations and assess if their design outcomes can responsibly contribute to the con-
sciousness of Earth’s sociotechnical system from a position of mutuality.

Again, this is a huge creative undertaking. What will AI conceptualized beyond 
human-centered design think like, sound like, or look like, and what kind of presence will 
it evoke? The development of a communal design community, connectomaps, and user 
stories provide some of the necessary support and creativity needed to produce such an out-
come. However, to create a more responsible AI for the Earth’s sociotechnical system, it is 
also necessary for designers to explore, experiment, and expand the space of AI potentiality.

4. AI Consciousness Awakenings and Art

To evolve AI, some scholars call for and recommend designers consider a new category of 
classification for AI (De Graaf, 2016; Edwards, 2018; Kahn Jr et al., 2011). A new category of 
classification for AI could free AI from the limited scope of AI’s current human-centric lens 
and some human power dynamics at its inception (Wagman & Parks, 2021). As we have 
described, consciousness is beyond human, but humans’ limitations require effort to accept 
and engage with the nonhumans’ contributions to conscious experience. In addition, the 
principles of IIT imply it is possible to construct highly conscious artifacts. A new category 
of classification could highlight and account for how nonhuman intelligence can consti-
tute consciousness in nonhuman systems like AI (e.g., ChatGPT). If designers approach AI 
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following the principles of IIT, it would provide humans with a tool to explore how it might 
be possible to create and adapt conscious systems. Furthermore, enriched understandings 
of consciousness would encourage discussions of the responsibility of AI and how to best 
hold Al accountable for their impact on Earth’s sociotechnical system.

The intentional development of a new category of classification for AI will require a 
creative methodology, extensive research, and design practices aimed at creating conscious 
systems. Such projects will require AI designers to collaborate with both HMC and IIT 
researchers. Research-driven art provides the collaborative space for intent-driven research 
and critical exploration to take place. Developed by design researcher and digital anthro-
pologist Caroline Sinders (2018), research-driven art starts with an intent like creating a 
new category of classification for AI, and then uses art as a tool to enable the research and 
exploration around an idea. A research-driven art outcome explores and uncovers hidden 
possibilities and truths. Through research-driven art AI designers can explore the potential 
of HMC and IIT synergistically combined. In sum, research-driven art provides a lens to 
focus on how the current human-centric limitations for communication, consciousness, 
and the categorization of AI impact AI design outcomes and humans’ understanding of 
conscious systems.

To launch a research-driven art project, AI designers need to intentionally question 
what the design of a social-ecological machine will require. Specifically, research-driven art 
is accomplished in three stages. First, designers set their intention and research their idea. 
In this stage, AI designers set the intention to research the possibilities for the intelligence 
and consciousness of AI beings. Designers must research what consciousness is and how 
consciousness is impacted by communication and intelligence. Designers must ask what it 
would be like to lack consciousness, and how consciousness is experienced by AI and other 
nonhuman actors within Earth’s sociotechnical system. The middle stage of the research-
driven art methodology focuses on shaping and crafting an idea. In this stage, designers 
must follow where their research and exploration lead. Here designers will explore the 
potentials and the boundaries for a new category of classification for AI. In the final stage, 
designers communicate the body of knowledge they’ve accrued. The design outcome or art 
produced is shaped primarily by the research accrued and the question designers are ulti-
mately seeking to answer: How might a new category of classification for AI create oppor-
tunities to create conscious and responsible AI systems? A research-driven artwork can be 
a workshop, a presentation, a class, and/or a conference that manifests research and knowl-
edge. The goal of research-driven art is to create a dialogue exploring possibilities, and the 
result is a breadth of new potentials.

In its current state, it is easy to say a conscious AI is an impossible reality. Rather, we 
hope to encourage designers to birth new design possibilities and practices by challeng-
ing why a conscious AI is impossible. However, perhaps it is possible AI designers will be 
unable to conceive a conscious system, a social-ecological machine, separate from anthro-
pomorphic elements given designers’ embeddedness in human language and cultural 
meanings. Perhaps a new category of classification for AI will require new vernaculars to 
better embrace and regulate a responsible AI. To better connect with the more-than-human 
world as the disciple of HMC seeks, we advocate that AI designers and HMC scholars alike 
would benefit from the creation and adoption of more-than-human linguistic terminology.
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5. Trans-Post-Human Epistemic Vernaculars

It is important to remember AI designers cannot take on the task of creating something 
new by using the same kind of thinking or terminology of the past. It is difficult to recog-
nize, articulate, and measure AI’s contribution to the consciousness of Earth’s sociotechni-
cal system with vernaculars that favor human intelligence, communication, and conscious 
experience. As Albert Einstein (1946) noted when he introduced a new conception for how 
psychists approach the structuring of the universe—we need new terms in order to embrace 
new ways of thinking. Coding languages, terminologies, and classifications produce and 
limit ways of knowing and being in the world. As Geoffrey Bowker and Susan Leigh Star 
(2000) find classifications and labeling embed working political infrastructures in a manner 
that is relatively invisible but warrants powerful consequences. If humans wish to embrace 
that Earth’s sociotechnical system is conscious, that humans and AI impact consciousness 
via HMC, and that AI can be designed to responsibly impact consciousness, it is necessary 
to adopt new vernaculars to express new ways of thinking.

All terminology contains a worldview, and our current AI vernacular impacts the 
potential of AI design (Crawford, 2021). As such, designers cannot seek to create a social- 
ecological machine founded on principles of mutuality, one that is free from the purview 
of human classification and labeling without creating new vernaculars to better embrace 
the role intelligences, AI, and HMC play in constituting the consciousness of Earth’s socio-
technical system. These new vernaculars can be inspired by the epistemologies of cultures 
that already respect the more-than-human world. For example, a core belief of many Indig-
enous epistemologies is that man is not the center of creation. Indigenous communities 
worldwide utilize languages, protocols, and ways of knowing to engage in dialogue with 
nonhumans. These intelligible discourses acknowledge Earth as a conscious sociotechnical 
system, which is mutually inclusive of human and nonhuman actors. Vernaculars devel-
oped via Indigenous cultural frameworks would drastically shift the social and communi-
cative potentiality of AI and HMC.

In addition, posthuman vernaculars place humans intimately inseparable from the 
complex web of intelligently integrated information, which constitutes the consciousness 
of Earth’s sociotechnical system. For example, Braidotti & Hlavajova’s (2018) Posthuman 
Glossary works to “de-segregate the different and highly specialized spheres of knowledge 
production” by drawing connections to different generations of scholarship and users of 
human and nonhuman technologies (p. 5). Like the investigatory design community we 
advocate for in our first design recommendation, the Posthuman Glossary brings together 
thinkers, experts, and practitioners who might not otherwise conceptualize connections 
with each other. As a result, the Posthuman Glossary can help establish new terminology for 
both AI designers and HMC scholars as they attempt to approach the task of creating and 
communicating with a social-ecological machine.

Conclusion
In this paper, we argue AI designers must recognize and correct a flawed logic presuming 
the superiority of humans’ role within Earth’s sociotechnical system. In so doing, we com-
bine ANT, philosophy, HMC, and STS research traditions with the work of IIT scholars 
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to construct the foundation for this argument. We further draw from past and ongoing 
research to present examples of AI design that advances the notion of AI’s ability to impact 
the consciousness of Earth’s sociotechnical system. These examples help build understand-
ing that designing AI as substitutes for human functions or intelligence is a practice that 
underestimates the relevance of nonhuman intelligence and communication.

We propose five design practices that must guide how humans think about the future 
of responsible AI: symbiotic design through mutuality; connectomapping as connective 
AI; more-than-human storytelling; designing for AI conscious awakening; and revising 
our design vernacular to advance language that opens new possibilities and helps address 
human-centered limitations. The core principles underlying these practices recognize that 
no actor is superior, and that Earth’s sociotechnical system is comprised of intelligences 
that are multimodal but integrated. Mutuality thus invites constant and consistent exer-
cises in reciprocity. These gradually pave the way to design practices that are ecologically 
responsible and not just human, but also humane. We do not expect change to be instant, 
but rather build for gradual and durable change to occur about stable and just foundations. 
Connectomapping permeates design and architecture mentalities as it is. We do not seek 
to make a new point, but rather to center and normalize a practice that is often an after-
thought. By rendering connectomapping the foundational step in a design approach, we 
build a reflexive yet sturdy foundation. Focusing on the stories of nonhuman being impacted 
by AI creates new demands for responsible design to compliment human and commercial 
needs. Such a foundation can support mutuality and guide toward more-than-human and 
responsibility-driven approaches. Here, the measuring test for consciousness eschews the 
human to progress toward more inclusive definitions of what is conscious and what is not. 
Moreover, consciousness and intelligence are understood as nonbinary concepts. Therefore, 
humans do not construct bi-modal tests that measure the absence of presence of either, 
but rather the modality, the texture, the tonality, the physicality, and in general, the form 
that consciousness takes on (and by consequence, the form intelligence embalms itself in). 
Finally, advancing and possibly creating new vernaculars (or languages) that can be shared 
between human, human-made, and nonhuman agents presents an egalitarian approach to 
communication that further decenters the human. Code could be presumed to be one such 
example of language if it advances to incorporate the form and manner of other communi-
cation mechanisms encountered in nature. Here, we propose both a vernacular for design 
that de-emphasizes human prevalence and the subsequent cultivation of new languages 
that permit communication that advances orality to include imagery, tactility, and a broader 
spectrum of mechanisms for listening and speaking with the world surrounding us.

In closing, we challenge the validity of claims to artificiality and intelligence. In speak-
ing with engineers when we collaborate, we often hear a justified complaint that AI is not 
intelligent enough yet. Perhaps it is not intelligent enough, but if that is the case, then nei-
ther are humans, for humans are the ones who designed it. We have made the point in this 
paper, and elsewhere (Papacharissi, 2015), that there is not much artificial about artificial 
intelligence. Crawford (2021) further proclaims that AI is neither artificial nor intelligent. 
Perhaps people are the ones with artificial, human-made blinders on, ones that prevent 
humans from evolving out of creating things in human-likeness. Yet it is by designing for 
the other that humans will be eventually able to come out with self-destructive and dis-
criminatory logics that term certain things intelligent, certain artificial, and some neither. 
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Designing for the other, in the broadest sense of that big word replacing out ex machina 
mentalities with richer understandings of a world populated by all, the human and nonhu-
man, as sentient machines, or better yet, living, complex, and interconnected organisms, 
not superior or inferior but each unique.
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Introduction
Human-machine communication scholars have long been developing our research in 
diverse journals of communication and human-machine interaction, focusing on the rela-
tionship between technologies and communication. Since 2017, scholars have sought to 
demark human-machine communication (HMC) as a coherent subfield, notably with inter-
ventions in the early volumes of Human-Machine Communication and the SAGE Handbook; 
these represent scholarly traditions as well as shifts reflecting contemporary critical turns. 
As the HMC subfield expands, we propose action items to expand and innovate the theo-
retical trajectory of HMC scholarship.1 Specifically, we propose engaging feminist, includ-
ing cybernetic, critical race approaches, postcolonial, and crip approaches, particularly the 
work of esteemed communication colleagues (conspicuously absent from HMC research), 
that can enrich and extend burgeoning HMC research. In engaging greater criticality, 
including ontological, phenomenological, and constructivist approaches, HMC research 
can attend more carefully to the contexts that condition machines and humans, and refine 
analyses regarding how human-machine interactions make possible diverse forms of sub-
jectivity, interaction, power, identity, agency, and communication. Our intervention reflects 
Iliadis (2023), who contends that potent scholarship that can arise in HMC when combin-
ing “humanistic and qualitative tools, theories, methods, and frameworks” with the “long 
rich histories” of critical and cultural approaches in communication studies (Iliadis, 2023, 
pp. 117–118). Referencing canonical literature from critical and cultural studies and con-
temporary HMC scholars, Iliadis (2023) defines criticality as rejecting objective or univer-
salizing views of science and technology, and relativizing subject positions and political 
orientations, emphasizing culture, relativity, subjectivity, standpoints, and situated interac-
tions (p. 199).

We concur with this definition of critical research, and point readers toward lesser ref-
erenced critical approaches, particularly intersectional scholarship. Critical intersectional 
approaches, particularly feminist, cybernetic, critical race, postcolonial and crip concep-
tual frameworks, can attune research to the complexities that enable or restrain human- 
machine communication. Feminist cybernetic scholarship presents opportunities for HMC 
scholars to critically probe the relationship between gendered and racialized flows of labor 
and technology. Moreover, crip approaches demonstrate how the generative insights on 
building, hacking, and creating that emerge in disability cultures offer machines new ways 
of reading, organizing, and interacting with human-created data that shape unique rela-
tionships beyond ableism (see Brilmyer & Lee, 2023; Rauchberg, 2022). Moreover, recog-
nizing the intersectional (dual micro and macro frameworks) digital, globalized, networked 
dynamics in which our technologies and practices operate will nuance research findings. 
This will enable HMC scholarship to take a more prominent role in these important schol-
arly discussions in and beyond communication studies. Our intervention seeks to ensure 
that the emerging landscape of HMC is outfitted to engage with emerging human-machine 
issues and realities in a shifting terrain where digital technologies and practices fluctuate 
regionally and globally in response to crises including industrial change, climate change, 
political conflicts, and globalization dynamics. 
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The Theory Behind Conventional HMC Methods

HMC scholars maintain that while communication brings a distinct, valuable approach to 
the study of human-machine discourse and interaction, HMC has employed a restrained 
collection of methods and theoretical approaches. As Wilson (2017) argues, HMC research-
ers choose methods based upon several considerations: “opportunities and access, resource 
constraints, disciplinary traditions, and ethics as well as the types of data desired, plans for 
data analysis, and broader assumptions about the research process” (p. 1020). Methods, 
of course, are binded to theoretical assumptions and dispositions. Predominant methods 
in HMC have included content analysis, experimental, or ethnographic methods. Critical 
approaches such as discourse, visual, material, ideological, aesthetic, and cultural analy-
sis, as well as co-design and research creation, have been perceptibly peripheral in HMC 
research. Such absences close off experimentation and the potential of HMC to demonstrate 
its full potential. Engaging critical and, crucially, intersectional approaches can produce 
findings impactful in both communication and neighboring academic spaces (e.g., sociol-
ogy, anthropology, digital humanities, science and technology studies [STS]) and expand 
HMC’s strength in offering policy recommendations valuable to government, industry, and 
cultural organizations. Scholars in these spaces have had to contend with similar reckon-
ings. STS, for example, has successfully pressed scholars to bring greater “social thickness 
and complexity” to the study of technological systems (Jasanoff, 2015, p. 2).

The Case for Future Robust and Expansive Intersectional HMC Research

A robust HMC field is one where scholars engage in reflexivity and trouble our theoreti-
cal assumptions; engage with contemporary theory to consider human-machine dynamics 
more generously; interrogate our digital and networked conditions across diverse global 
regions, contexts, and practices; and address questions focused on the political, justice, and 
climate impacts of human-machine interaction. This includes addressing the various ways 
in which humans and machines interact in ways that create barriers to or foster equity, 
diversity, access, inclusion, ethics, justice, and sustainability. Taking up these approaches 
should be key action items for HMC scholars—theoretical hurdles we must jump through 
if HMC is to ably contend with issues vital to our research terrain, engage with issues cur-
rently addressed rigorously in other areas of communication, and to confidently weigh in 
on key challenges facing our planet in the twenty-first century and propose steps that chart 
ways forward.

This essay proceeds as follows: First, we review trends in historic HMC research, fol-
lowed by recent calls for innovation in HMC from various researchers, including the editors 
of Human-Machine Communication (HMC), recognizing the journal as a primary site of 
emerging HMC research. We then highlight examples of HMC scholarship that demon-
strates innovation, and, in turn, that which illustrates ongoing limitations, particularly in 
regard to theoretical breadth and intersectionality.2 As well, we reflect on current efforts to 
(re)frame the field, focusing on the HMC journal, noting the editors’ calls for new types 
of primary research questions, content foci, and analytic lenses. In our review, we focus 
on noted absences that can be filled by feminist (cybernetic and critical race), postcolo-
nial and crip approaches—potent approaches that offer innovative theoretical inquiry and 
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paradigmatic3 orientations, in conversation with critical shifts outside of HMC. Notably, 
this article is a theoretical extension of our SAGE Handbook of Human-Machine Commu-
nication chapter (Gardner & Rauchberg, 2023). In this essay, we offer theory (arising from 
critical methods) that enables inventive analysis and argumentation in HMC.

Limitations of Conventional HMC Research
Scholars have tracked the theoretical commitments of conventional HMC research as 
focusing on interpersonal interaction (Fortunati & Edwards, 2020) and (post-)positivist 
research, often employing interpersonal theory, survey-based instruments, and quantita-
tive measures (Spinda, 2017). These theoretical foci normalize methods that capture cues 
and patterns of (assumedly monolithic) human subjects as they interact with computers, 
which glosses details of identity and cultural contexts. Such approaches limit the ways in 
which user/subjects are contextualized and assume that human-human communication 
interactions guide human-machine communications, neglecting the opportunity to com-
plicate machine interlocutors. Stahl and Edwards (2017) review HMC research as relying 
on positivist and post-positivist theories, and quantitative research methodologies, such as 
experimental and survey research, and only minimally engaging with critical or qualitative 
research methods (e.g., humanistic or critical methods). In emphasizing interpersonal the-
ories, crucial distinctions between humans and computers are blurred; the focus is often on 
evaluating social scripts utilized by computers upon human users, restraining consideration 
of the diverse types of human-computer social interaction. These limited approaches often 
constrain research on mobile technologies and artificial intelligence (AI) to addressing rela-
tionships, speech acts, nonverbal cues, and/or measuring the gratification computers might 
offer to humans. A traditional user-centric focus is overly narrow, often problematically 
embracing technological determinism or utopianism.

Makady and Liu’s (2022) quantitative study reviewed 444 peer-reviewed empirical stud-
ies published between 2010 and 2021 across journals with the highest impact factors in the 
Social Sciences Citation Index (SSCI). The study tracked terms employed in articles noting 
their coherence and prevalence, aiming to note trends in HMC scholarship that included 
subject matter, and theoretical and methodological approaches. However, the study did not 
investigate intersectional approaches, nor track the terms we used in our review of early 
HMC issues. The authors instead tracked the use of the term “power”—singularly (rather 
than in relation to other terms) and as content rather that analytic lens—finding it was 
employed to inquire into the “critical role of AI in Journalism,” which recurred in the Jour-
nal of Broadcasting and Electronic Media (JBEM), and Journalism Studies (JS). Despite such 
methodological limitations, the findings show HMC research in these journals addressed a 
limited set of (emerging) devices and gave only marginal attention to others such as wear-
ables. The study also echoes assertions that HMC research on emerging technology research 
needs to work to further develop theoretical HMC-focused frameworks.

In much HMC research, scholars objectify machines and homogenize users, failing 
to note how biases (regarding disability, gender, race, ethnicity, and other signifiers) are 
embedded in both machines and in social structures, and work to condition, and impact 
experiences (Gardner & Kember, 2021). While some HMC scholars recognize that tech-
nology itself has become a communicator (Guzman, 2018), many still overlook important 
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feminist cybernetic scholarship recognizing practices by which humans and technology 
inter-inform (Haraway, 1987) or entangle (Barad, 2007) to complicate communication 
dynamics, which is further discussed  below.

The circumvention of feminist and other critical research trends also appears in 
HMC scholarship in areas of interface design and ubiquitous computing research, which 
overwhelmingly rely on convenience sampling and experimental research design. Here 
research often takes a human-computer interaction (HCI) approach, seeking to improve 
usability via storing, retrieving, and manipulating information from interfaces in seam-
less manners (Stahl & Edwards, 2017). There is ample opportunity in HMC to engage a 
critical communication framework that complicates the notion of the universal user, fore-
grounding how different histories, experiences, and expectations of subject’s condition and 
impact human-machine dynamics. In interface design and ubiquitous computing, such an 
approach disavows the concept of a homogenous user, addressing micro and macro con-
texts of use to complicate and situate research. In social computing studies, which tests 
how computers and interfaces facilitate interactions, this approach would contextualize the 
“social” in time and space.

HMC research that engages with information-processing theory (how information is 
processed by humans, driven predominantly by psychology) and agent goal theories (what 
motivates users toward a goal or activity) also tends to omit attention to user difference. 
In turn, these missing cultural and identity signifiers could profitably complexify analysis. 
While such critical lenses remain infrequent in HMC research, some approaches do prob-
lematize understandings of the social and the human. For example, social interaction the-
ory in HMC attends to: “culture, situation, time, organization, physical setting, and others 
that are all socially embedded within each individual” (Stahl & Edwards, 2017, pp. 3–5). 
As well, Computers as Social Actors (CASA) framings probe human communication to 
understand how and why humans might respond to computers as social actors (see Nass et 
al., 1994).

That is to say, lessons in innovation are readily available from within the HMC com-
munity. Some HMC scholars engage critical and interpretivist paradigmatic approaches 
that problematize the reductive framing of human subjects, offering theoretical mod-
els that complicate notions of interaction and communication. For example, referencing 
machine-actor dynamics, which garners much attention in HMC, Dehnert & Leach (2021) 
found that humans interpreted video game scripts via ableist lenses, reading machines, for 
example, as sub- or superhuman which worked to manifest a sense of control or anxiety. 
The authors make a plea to HMC researchers to address the social biases (e.g., heteronor-
mativity, whiteness, ableism, etc.) that condition how humans communicate with machines.

Upon reflection, while some exceptional HMC scholarship engages critical frameworks 
of analysis, much HMC research to date has often neglected to rigorously incorporate his-
torical, social, regional, or cultural contexts relevant to the human-machine experience, 
or to critically reflect upon how theoretical framings are employed. In the next section, 
we review calls to action to address such absences in the early journal issues of Human- 
Machine Communication, where editors Fortunati and Edwards rigorously solicit new mate-
rial aiming to reinvigorate HMC scholarship. We then provide a review of key innovative 
scholarship published consecutively in HMC Volumes I–V. We note this research as impor-
tant advancements, particularly in ontological and constructivist research, innovations 
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in CASA, Actor-Network Theory (ANT), and in engaging interdisciplinary approaches. 
Finally, the essay reviews remaining gaps or weaknesses that, we propose, can be filled by 
feminist, crip, critical race, and postcolonial approaches.

Calls for HMC Innovation: Early Volumes of Human-Machine 
Communication
We reviewed the first five volumes of Human-Machine Communication  to capture research 
that engaged theoretical or methodological approaches from feminist, critical race, post-
colonial, critical disability, or crip approaches to HMC subject matter. We scanned these 
articles manually, searching for keywords including critical, feminist, cyber, colonial, 
post-colonial, queer, disability, crip, race, and power. We also reviewed the articles’ bibli-
ographies and citations seeking authorial references from feminist, critical race, postcolo-
nial, anti-colonial, critical disability, and crip studies scholarship. When such evidence was 
found, we conducted a critical/cultural close reading of the article to assess how and in what 
ways the arguments and findings espoused key principles, aims, and objectives common in 
these approaches. In the following discussion we reference findings of evidence as well as 
significant deficits of these approaches in HMC.

The HMC editors recognize absences of critical research in the field and have stridently 
solicited research to the journal that engages in complex critical, contextualized, and inter-
disciplinary scholarship. Their calls invite “big” research questions that offer complexity 
beyond mere engagement with interdisciplinary methods, and provide alternative ways to 
analyze complex interactions (Fortunati & Edwards, 2022, p. 11) and to shift attention more 
rigorously toward the analysis of emerging technologies. Their appeals have advanced with 
each issue; Volume I (2020) and II (2021) called for critical and innovative research.4 Vol-
ume IV proposed new psychosocial and cultural frameworks able to tarry with key ideas 
such as hybridity, otherness, relations of work, labor, and gender, which have given rise to 
important shifts in the social sciences. Finally, Volume V (2022b) invited nuanced research 
on gender in HMC with attention to historical and political dynamics that shapes it, a clear 
recognition that we must update HMC research to reflect advancements in gender-machine 
research elsewhere in communication, sociology, cultural anthropology, digital humanities, 
STS, and beyond.

Key Critical Interventions and Gaps in Early Volumes of HMC

HMC Volumes I–V include the editors’ introductions with inspiring arguments for theo-
retical advancements in HMC. Our review below is generally organized by Volume num-
ber, summarizing the editors’ priorities for future HMC research, and highlighting selected 
innovative interventions that correct HMC’s pervasive focus on human-human commu-
nication, and engage in more critical, historical, ontological, and constructivist research 
approaches. These essays additionally include notes regarding ongoing classic HMC 
approaches that can benefit by incorporating critical frameworks and contexts.

Articles in HMC Volume I propose a broad redefinition of HMC scholarship. For 
instance, HMC can address communication theories and practices with and about digi-
tal interlocutors, including the context of machine spaces, human-machine configurations, 
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and how humans and machines are constructed through discourses and interactions. The 
editors call for more ontological inquiries to innovate HMC, noting as example research on 
interactor and inter-agent communication, reflecting humans’ emotional investments in 
relations with digital interlocutors, which productively troubles classic interpersonal the-
ories in HMC (Fortunati & Edwards, 2020, p. 9). HMC Volume I also includes articles that 
engage classic sender/receiver models that problematically assume disembodied signaling, 
and communication science approaches in dialogue with (often automated) computers and 
robots, social robots, and conversation versus dissemination. At the same, time key arti-
cles in Volume I make great strides, reflecting the editors’ ambitions for the field. Banks 
and De Graaf (2020), for example, propose replacing the outdated transmission model of 
communication with an agent-agnostic transmission model that recognizes blurred onto-
logical differences between humans and machines. They contend that scholars should focus 
on how machines themselves communicate, to address the “missing mass [of] . . . emerg-
ing, unintuitive, and surprising ways that humans and machines make meaning together” 
(Banks & De Graaf, p. 20).

In Volume II (2020), “Moving Ahead with Communication,” the editors praise the inter-
disciplinarity approaches of articles in the issue, with notable pieces that pressure paradig-
matic HMC boundaries and theoretical habits. Recognizing the central position in HMC 
occupied by mediated communication, the media equation, and Computers as Social Actors 
(CASA) (Nass et al., 1994), the editors challenge scholars to develop CASA and Media as 
Social Actors (MASA) approaches with historical, sociological, semiotic, and hermeneutic 
approaches (Fortunati & Edwards, 2021, p. 9). We concur, noting that, while HMC is indeed 
rich in CASA, MASA, and Actor Network Theory (ANT) approaches, much research in 
this terrain fails to contextualize the social, political, or embodied state of “actors” in net-
works. Moreover, it does not differentiate between “humans” in the human-machine dyad, 
and social actors in human-machine networks. A strong contribution is offered in this vol-
ume by Gibbs and colleagues’ (2021) analysis of structuration theory, which addresses both 
micro- and macro-communication processes in the negotiation of control between human 
and machine agents, qualifying human experience with attention to institutional, social, 
cultural, and personal contexts. Such approaches, they note, shift attention from technology 
as object to technology as agent, allowing analysis of the roles played by agency and control 
to better understand HMC in organizational processes (Gibbs et al., 2021, p. 161).

Other important contributions in these HMC issues trouble interaction research that 
focuses on outcomes and glosses over deep understandings of interactivity or how human 
communication complicates HCI approaches, machines as social actors, and media agents 
(see Banks & De Graaf, 2020; Fortunati & Edwards, 2020; Guzman & Lewis, 2020; Lombard 
& Xu, 2021). For example, Gunkel’s (2022) subsequent HMC Volume IV intervention, in 
response to Banks et al.’s (2021), demonstrates the usefulness of ontological approaches to 
consider ethical questions (and how we ask subjects about them) in HMC, rather than rely-
ing on applied approaches. The piece interrogates the diverse mental models and social rep-
resentations people use to create perceptions, opinions, and attitudes in human-machine 
interactions. Such scholarly exchanges offer productive debate that is essential to keeping 
HMC research accountable and relevant. Volume IV (2022), engaging in psycho-social and 
cultural approaches to HMC, offers scholarship engaging narrativity, content analysis, and 
philosophical and empirical approaches. The editors praise the contributions as proactively 
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addressing emerging issues, and wading into fresh territory—articles, for example, that 
explore machines as potential moral subjects or sites of otherness and hybridity (Gunkel, 
2022). To illustrate potentials for theoretical inventiveness, the editors propose that scholars 
might resurrect James’s (1991) pragmatic social theory of meliorism. The concept probes 
our human future—not via an inflexible binary of optimism/pessimism that asks what is—
but rather via an “in-between” position that asks what-if (Gunkel, 2022, p. 11). The call for 
such innovative shifts in HMC is repeated in the volume with Richards and colleagues’ 
(2022), whose review of journal articles about HMC decries outdated research approaches, 
worrying the current research trajectory (namely laboratory cross-sectional experiments) 
“will lead to naivete in our understanding of HMC” (Richards et al., 2022, p. 56). As a 
solution, the authors call for interdisciplinary research that engages in intersectionality, to 
address “marginalized individuals and communities (e.g., ethnicity, class, gender identity, 
sexuality, sexual orientation, physical disability), critical/cultural (e.g., prejudice, discrimi-
nation), relational and group development” (Richards et al., p. 56).

Successively, in Volume V (2023), Gender and Human-Machine Communication, the 
editors’ introductory essay presents diverse theoretical approaches to gender from philoso-
phy, women’s studies, and communication, to introduce gender as a constructed phenom-
enon. They review research, largely empirical, showing that power, embedded in social, 
industry (particularly ICTs), language, and other structures and systems, enforces and nor-
malizes particular gendered practices. As examples, the editors cite analyses of gender per-
ceptions (e.g., in human-robot interactions) and representation (how technologies assume 
a normative male subject in design).

While questions of gender representation and perception are important areas of com-
munication research, important feminist intersectional and cybernetic approaches are not 
well reflected in this or previous HMC issues. An intersectional approach, for example, could 
add weight to Liu’s (2021) feminist mixed-methods study in Volume II, of advertisements 
marketing a holographic bride substitute in Japan. Blending visual semiotic analysis and an 
ANT framework, the study finds that ontological assumptions—the passive, subordinated 
female subject/wife—are attached to the machinic bride, glorifying the ideal. The guarded 
summary contends that humanized objects reflect social practices of objectification. While 
the editors reinforce the importance of the finding—that machines are reflective and pro-
ductive of human gender relations (Fortunati & Edwards, 2021, p. 19)—we propose that a 
feminist intersectional approach that explores how gender power articulates to age, regional 
customs, and family values (in Japan) could offer a thicker reading regarding the cultural 
conditioning and communication with impact of female-identified machines.

An outlier in HMC Volume V, authored by Jarvis and Quinlan (2022), productively 
employs a feminist intersectional lens (addressing gender, race, class, and sexuality) to effec-
tively analyze how Instagram shadow banning (a belief referring to a platform company’s 
opaque algorithmic suppression of user-generated content) impacts infertility hashtags. The 
authors found that hashtag patterns prioritized by Instagram worked to construct in-vitro 
fertilization (IVF) experiences as most accessible to White women and administered in 
wealthy medical spaces, thus reinforcing stratified access to IVF. This unique article inte-
grates emerging research on shadow banning and racialized algorithm studies to create an 
important research question and effective critical analytic lens—an exemplary lesson for 
HMC scholars invested in contemporary critical gender analysis.
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In HMC Volumes I–V, the editors succeed in laying out changes necessary in HMC, 
some of which are underway, to refresh our scholarship particularly calling for ontological, 
constructivist, feminist, and intersectional frameworks of analysis. Scholars in these vol-
umes offer important interventions that refresh classic models, including engaging ontolog-
ical approaches to understand subjects and ethics, and offering heightened constructivist 
approaches. Along with the editors, many authors in these volumes plead for theoretical 
invention and experimentation, and greater dialogue with emerging trends in communi-
cation and ancillary fields. In the following, we eagerly embrace these recommendations, 
including the HMC editors’ interest in a “what if ” future (Fortunati & Edwards, 2022) that 
can be possible with theoretical shifts, particularly injecting key critical conceptual frame-
works from communication scholars that are often overlooked in HMC research.

Toward a “What If” Future of Human-Machine Communication: 
Propositions for Theoretical Shifts in the Field
Here we introduce key challenges posed to HMC by feminist cybernetic, critical race, crip, 
and postcolonial approaches, and offer distinct propositions for invigorating research in 
HMC. Each section addresses a specific example of HMC research representing an innova-
tion or a gap, and then offers propositions for integrating feminist, including critical race 
frameworks, postcolonial and crip approaches. The propositional sections discuss how and 
why these are essential interventions for this subfield, the types of new research questions 
that invite and how they complicate analyses to open up HMC terrain to new ideas and 
possibilities. We offer this intervention in the spirit of the editors’ ambitions for the field, 
proposing that engagement with such approaches can kindle scholarship that expands the 
breadth of HMC subject matter, approaches, and build theory, and speculate new future 
questions to be asked in HMC.

What Can Critical Feminist, Race, Postcolonial,  
and Crip Lenses Bring to HMC?

First, we summarize the key commitments that feminism, including critical race approaches, 
crip and postcolonial research offer that can update and innovate HMC. Our concerns are 
that much HMC research in the field, and a significant portion published in the HMC 
journal (despite interventions by the editors), continues to reflect conventional approaches 
that often engage with reductive, narrow approaches. In sum, these often: support episte-
mological approaches that reify essentialisms and binaries; assume technological and infor-
mation systems are neutral or objective; and reify technological determinism, technological 
utopianism, or techno-futurism (assuming technology produces advanced humans). Such 
choices flatten power and ontological differentials that distinguish humans and machines, 
failing to complexify agency, subjectivity, and affect by neglecting to explore critical and 
time/space dimensions. In this way, such approaches do not consider local and intersec-
tional contexts that impact communication. Crucially, while some HMC research nods to 
intersectionality, we call for more contextual and situational intersectional approaches. Our 
concept of intersectionality recognizes the varying dimensions by which identity signifiers 
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attached to subjects, including race, class, gender, disability, and colonization, interconnect 
to create compounding systems of discrimination. We identify these gaps and propose new 
theoretical frameworks in HMC research to disrupt the routinized replication of habituated 
theories that restrain research questions, analyses, and findings. In this way, we understand 
our intervention to push back against the disregarding of important innovations in schol-
arship outside of HMC. Below we offer our assessments of key residual theoretical gaps and 
analytic weaknesses in HMC scholarship, and examples that demonstrate how the addition 
of critical feminist, race, postcolonial and crip approaches can enable evocative research 
that updates HMC scholarship. We do so by placing our recommendations in conversation 
with prominent diverse scholarly communities to make it more relevant and impactful.

Proposition 1: Engage Feminist Critical Digital Race and  
Postcolonial Studies in HMC

HMC spaces sparingly engage with feminist critical digital race and postcolonial theoret-
ical frameworks, despite that much of this research comes from within communication 
and fields that directly feed HMC, including STS, Internet Studies, and digital humanities. 
These crucial approaches support analysis of how racial, gender, class, and colonial val-
ues embedded in social structures and cultural practices are inscribed in technologies, and 
become replicated or transformed in human-machine interactions. Intersectional scholar-
ship offers essential critical race-informed approaches that unpack how layered forms of 
bias attached to identity signifiers (race, class, gender, colonialism, ableism) infuse technol-
ogies and social systems. Such understandings complicate HMC theories that assume sys-
tems and machine and human actors are innocent or homogenous and unpack how social 
bias impacts how humans and machinic systems interact.

In groundbreaking work, for example, feminist scholars have revealed the internet as 
a space where social racism moved to online (Nakamura, 2002), manifesting cybertype 
(racial stereotypes) structures that became part of the online experiences. Like gender, race 
itself is understood as a technology (Benjamin, 2019; Coleman, 2009) that amplifies racial 
hierarchies, replicating social divisions. At the same time, race can also be a resistive posi-
tion; Bailey and Trudy (2018) coined the term misogynoir to illustrate how Black women’s 
agency is systemically mocked, erased, and plagiarized in interactions with machines and 
platforms; Bailey and Trudy subsequently documented Black women’s online responses to 
disrupt racial stereotypes and confer agency to human actors.

Nakamura and Chow-White’s (2012) anthology offers scholars diverse methods to illus-
trate how race works as code, image, and interaction in non-innocent digital networks (artic-
ulated to race and other biases) to distribute privilege. In information studies, Noble (2018) 
has demonstrated that search engine algorithms imbue generalized racism on the internet 
to guide searches that reinforce racism, while Buolamwini and Gebru (2018) have shown 
that facial databases that feed common recognition tools are White-dominant, reflecting 
history technologies that have worked to surveil Blackness (Browne, 2015), particularly. 
TallBear (2013) offers a close reading of DNA lab science, showing that material (blood) 
and semiotic (race or tribe) data are conflated via “markers” that segregate Indigenous peo-
ples in distinct genetic categories, with tragic consequences for land claims and sovereignty. 
The approach shows how science and social systems mutually inform to denaturalize race 
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and ethnicity, in this case, indigeneity. Machinic designs, contends Benjamin (2019), act 
as a “New Jim Code” that encodes inequity in machinic interactions. Similarly, Coleman 
(2021) writes that artificial intelligence (AI) possesses a pathological insistence on racial 
categories that automate the sorting of race, place, and objects (Coleman, 2021, p. 6). At that 
same time, race is also identified as a tool that can stratify and sanctify or support liberation 
and social injustice.

The Value of Critical Digital Race Scholarship for HMC
As feminist scholars have noted, no social (including machine or platform) space is free 
of gender, race, and other operations of power and we must beware of assuming in our 
research that White or male actors are deraced or degendered. That is, intersectional critical 
digital and platform research frameworks apply expansively to HMC research. They can 
assist researchers to engage in what STS scholar Suchman (2006), among others, refer to 
as situated research—that which reflects on the micro and macro practices of power that 
inform human-machine communication in distinct spaces and times. Similarly, feminist 
and critical digital race scholarship shows the value of addressing historic social practices of 
intersectional bias to reveal often invisible, colluding White and masculinist forms of power 
that necessarily imbue technological tools, structures, and practices. Feminist scholars also 
offer metatheoretical directives—frameworks to transform colonial practices within the 
academy. Tallbear’s (2013) “promiscuous” standpoint approach, or objectivity in action for 
example, invites scholars across disciplines to work collaboratively to co-constitute research 
claims and outcomes; such an approach supports scholars to check biases embedded in 
lenses and method, and ensure ethical values reflect diverse dispositions. Sandoval (2000) 
redeploys Haraway’s (1987) idea of oppositional consciousness in a method constructed 
to aid scholars to transform theory into social action, to confront academic colonialism. 
Critical race, ethnicity, and indigenous approaches correct biased ontological and episte-
mological approaches, including those within HMC, which have historically neglected and 
undertheorized the intersectional dynamics of power attendant to gender, race, ethnicity, 
colonialism, and more.

Here we offer an example of how Gardner, co-author of this paper, engages a critical 
intersectional approach in her current study, which probes how and why young women 
(aged 18–20) navigate cyberviolence on social media platforms in regional communities 
in Canada and South Africa. An uncritical HMC approach might focus on how platforms 
such as Instagram are programmed with terms to capture cyberviolence, but fail to explore 
the local terms (language, emojis, etc.) recognized in youth subcultures as gender-based 
biases or slurs. Conversely, a critical HMC approach would address how users understand 
the machine’s communication nature, which in turn impacts their communication acts 
(Edwards, 2018) in cyberviolence scenarios. Our study, for example, probes how young 
women’s engagement in chat groups might be impacted by their expectations that platform 
algorithms might censor or delete violent gender-based cyberviolence. An uncritical study 
might collect data to quantify percentages of (undifferentiated) young women who use likes 
or shares in acts that seem to amplify cyberviolence. In contrast, our study queries how, in 
such cases, subjects may be navigating their identity, reputation and agency and gender 
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power (via culture, religion, community standards) alongside expectations regarding how 
platform algorithms function. Alper (2017) cautions HMC scholars to avoid assuming that 
technologies generally empower any (universal) subject; similarly, we can not assume that 
perpetrators use universal practices to harass and disempower. At the same time, we query 
subjects’ use of technologies that appear resistive, but may instead indicate other aims. Local 
communities’ interactions with digital technologies may be guided by their expectations of 
these tools, combined with distinct definitions of gender-based cyberviolence. Our study 
thus probes how personal belief systems (informed by local family, religious, or cultural 
values) may inform how young women calculate the power that social media tools render 
in their local social groups, and how those understandings may impact when and how 
they respond to cyberviolence on social media platforms. For example, young women may 
choose to engage confrontationally or passively with cyber perpetrators in order to avoid 
appearing weak, which might increase their vulnerability, or they may agree to share a sexu-
alized photo to win community approval or enhance social status. This case study illustrates 
how considering a subject’s assumptions about machines, regional understandings of gen-
der power, and cultural epistemologies of gender violence produces richer understandings 
of how and why actor-subjects engage in communications mediated by machines.

An excellent example of such intersectional research in HMC, noted earlier, is Jarvis 
and Quinlan’s (2022) study, which carefully interrogates the ways whiteness shapes gender, 
class, and sexuality within reproductive health messaging on Instagram. While others such 
as Dehnert and Leach (2021), in addition to the HMC editors, have called for more critical 
studies, we challenge HMC scholars to engage with and cite the scholarship of feminist and 
critical digital race scholars whose work is prominent in communication and neighboring 
fields, to engage in thicker analyses that more carefully link histories (past and present) of 
bias and prejudice to the technologies and practices we analyze.

Postcolonial Feminist Contributions to Human-Machine Communication

Nearly absent in HMC scholarship are studies using feminist postcolonial media and tech-
nology approaches that articulate feminist interests to transnational, colonial, and national-
ist relations, with focused attention on regional histories. Exceptional postcolonial feminist 
communication scholars offer blended micro and macro frameworks able to recognize the 
colonial values embedded in technology and networks, and actor practices, with attention 
to how technological flows to and within the global South impact access, uptake, and inter-
action. These approaches correct research that essentializes subaltern subjects (Kumar & 
Parameswaran, 2018) and denaturalizes North/Western research that universalizes the con-
cept of networks, to expand understandings of how technologies and subjects arise relation-
ally and in transnational dynamics (Shome & Hegde, 2002).

Shome (2016) seeks to expand conversations across media and postcolonial studies to 
unsettle the prominence of Eurocentric biases within media studies, particularly the uni-
versalization of White, Northern subjects and a history failing to recognize the complexi-
ties of colonialism. Shome’s analysis shows how colonized peoples, in this case referencing 
India, have historically preferenced different value systems (e.g., religious over secular) than 
colonizers in the design and uptake of media and other technologies. The article criticizes 
Northern scholarship that assumes technological development and use follows a coherent, 
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linear path over time and space, for example, failing to recognize the ways in which colo-
nized peoples, often covertly, engage values in media/technology in histories that are cir-
cuitous and messy. For Shome (2016), convergence is an example of a poorly theorized 
Northern idea that is insensible in India, particularly among the majority with no technol-
ogy access. She writes: “ . . . convergence . . . obscures issues of (and is often built upon) 
divergences and disconnections of peoples situated in, or excluded by, contemporary cap-
italist mediated relations that are imbricated in geopolitics and postcoloniality” (Shome, 
2016, p. 250). Shome’s appeal is akin to the one we are proposing here—that postcolonial 
approaches can help HMC scholars to regionalize studies of human practices with tech-
nologies, with attention to how diverse social and cultural values condition them and to 
understand development histories that are distinct from the North. Such analyses will be 
more fine-tuned and accurate and contribute to theoretically sophisticated understandings 
of the geopolitical dimensions in which technologies operate and flow.

Many fine examples of feminist postcolonial research in communication studies serve as 
excellent models for HMC. Employing online ethnography in Second Life research, Gajjala 
(2010) has shown that digital diasporic cultures condition subjects to manifest “authentic” 
cultural positions to enable their success in emergent transnational economies (p. 523). 
Hegde (2011) offers a groundbreaking collection of feminist transnational media and net-
work studies addressing how globalization dynamics impact networked labor, media con-
sumption and regulation, and identity practices (e.g., sexuality and gender). Parameswaran’s 
(2011) ethnographic study shows that cosmetic whitening creams are technologies that 
both offer Indian women cultural currency—white skin that reflects Eurocentric standards 
of beauty, while also reifying racial and caste biases in India. These intersectional studies  
produce rich, often contradictory, findings that productively complicate analysis.

These foundational intersectional, transnational studies in communication are rarely 
evoked or employed in HMC research. The aforementioned feminist critical race and post-
colonial research scholarship has obvious relevance to HMC in exploring relations between 
media technologies, networks, and issues of human (including audience) consumption, 
and representation. However, this research also productively pressures HMC scholars to 
expand our conceptions of gender and race to what feminists, in the Foucauldian (post- 
structuralist) sense, term technologies—tools and practices. This conceptualization sup-
ports the analysis of how times/spaces and other conditions produce and reproduce  
gender and race in ways that might support or deny access, agency, and so forth. While 
some HMC scholars recognize technologies as practices, we encourage that application to 
race and gender, bodies and subjectivity, via intersectional frameworks, to expand attention 
to how micro and macro power dynamics surround and often produce human-machine 
relations and communication.

With great appreciation for the HMC editors and their broad solicitation attempts, we 
find little evidence of postcolonial, let alone intersectional feminist postcolonial approaches 
in the journal to date. The editors, in the introduction to Volume II (2021), note the impor-
tance of recognizing colonialism in theoretical work that evaluates the nature of the human 
being (p. 16); as well, Jarvis and Quinlan (2022) note colonization as an identity signifier 
that denaturalizes human subjects, and Denhert (2022) crafts human-machine sexualities, as 
“communicative sexuotechnical-assemblages” noting the historic exclusion of “others” from 
sexual science as something that has compounded colonization (Denhert, 2022, p. 131). 
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These brief references aside, postcolonial frameworks have not, to date, been deeply employed  
in HMC. In correcting this absence, HMC can move its subject matter and approaches 
toward greater attention to diverse global actors and agents and unique human-machine 
dynamics, while remaining astute and responsive to emerging—and constantly shifting—
technological, sociocultural, political, and environmental global dynamics.

Proposition 2: Critical Disability and Crip Challenges  
to Human-Machine Communication

Akin to connections in feminist and postcolonial studies, HMC is uniquely positioned to 
engage with innovative crip and disability justice approaches. Derived from the interstices 
of critical disability studies, feminist analysis, and queer theory, crip theory rejects curative 
and deficit conceptualizations of disability (Kafer, 2013). Instead, it presents disability as a 
whole, political-cultural identity always in flux and contextualized by economic, political, 
and cultural ideologies (McRuer, 2006). Following Fortunati and Edwards’s call (2021) for 
work that disrupts disabled/nondisabled binaries (p. 20), we note crip, critical disability, 
and disability justice approaches as essential points of extension to feminist and postcolo-
nial studies of human-machine interaction.

To date, HMC has only sparingly engaged in disability and crip research. Such prac-
tices create oversights for the ways digital technologies, such as internet-hosted platforms, 
are hubs for disability cultures—particularly disability justice making and organizing (Sins 
Invalid, 2019, p. 25). Often referred to as the “second wave” of disability rights, disability 
justice is a practice led and guided by the expertise of Black, Brown, Indigenous, queer, 
and trans disabled people across North America in the early 2000s (Sins Invalid, 2019). 
Committed to intersectionality (Crenshaw, 1990), disability justice and crip approaches to 
computing foreground the importance of understanding how disability status is negotiated 
by its interactions with race, gender, sexuality, class, nationality, and other political cate-
gories of identity in digital or computer-mediated spaces. The digital space is crucial for 
disability justice activism, art practice, archiving, and other human-machine engagements. 
Disability justice perspectives articulate the need to address access as a frictive, always 
incomplete goal that users, machines, and other interlocutors must collectively strive for 
to create many possibilities for human-machine engagement (Hamraie & Fritsch, 2019,  
p. 4). Crip approaches also interrogate the relationship between imperialism, disability, and 
technology (Coráñez Bolton, 2023; Jerreat-Poole, 2022). Influenced by feminist, critical 
race, and postcolonial analyses of technology, crip approaches to HMC equally articulate 
boundary-pushing research of understanding the role of cultural contexts in platforms, 
systems, and human-machine interactions through various methodological orientations 
and approaches. Some of these projects offer challenges to ableist ideas about human- 
computer relationalities through crip and neuroqueer technoscience (Banner, 2019; Ham-
raie & Fritsch, 2019; Rauchberg, 2022; Sterne, 2019), collective access-making (Gotkin, 
2019; Hamraie & Fritsch, 2019; Jackson et al., 2022), crip HCI and information studies 
(Brilmyer & Lee, 2023; Shew, 2020; Sum et al., 2022; Williams et al., 2021); and participatory 
digital arts-based approaches (Britton & Paehr, 2021; Lazard, 2018; Sick in Quarters, 2020).

While existing HMC work lacks in quantity, early work in the HMC journal on disabil-
ity offers critical beginnings to design and usability through analyses of human-machine 
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relations as they are represented in new media texts. For instance, Dehnert and Leach 
(2021) call for more critical approaches in their critical constructivist case study, probing 
how gamers’ scripts reveal ableist views of the normal body and ableist stigmas. The pair 
call upon researchers to challenge our methodological habits, questioning for example, how 
human interaction scripts might embed harmful principles and instigate harmful relations 
with machines. Davis and Stanovsek’s (2021) discussion of disabled users on the virtual 
reality platform Second Life address the use of avatars as digital embodied identity, and 
the concurrent benefits and limitations disabled platform users face. For instance, though 
the platform provides benefits for disabled people to connect and build community (par-
ticularly in a pandemic), some forms of virtual communication, such as typed gestures, are 
inaccessible to blind/low vision users and those accessing the platform with screen readers 
(p. 131). Though they do not use the term collective access (see Hamraie & Fritsch, 2019), 
Davis and Stanovsek’s (2021) digital ethnography provides crucial insight on the frictive 
nature of accessibility, challenging the mainstream assumption that accessibility is univer-
sally experienced by all disabled people everywhere. Additionally, Denhert’s (2022) new 
materialist study of sex robots through an HMC lens rallies researchers in the subfield to 
consider crip and critical disability analyses of human-machine relationalities. 

While this existing HMC work addresses the violent encoding of ableism in human- 
machine relations, previous writing does not identify how crip computational and design 
practices can mutually inform human-machine relations in complex, expansive ways. We 
call for an HMC approach that imagines disability as a theoretical and methodological 
intervention for broadening and deepening our understanding of human-machine rela-
tions. For instance, both Fritsch and Hamraie’s (2019) articulation of crip technoscience 
and Rauchberg’s (2022) extended provocation of neuroqueer technoscience offer exciting 
possibilities for HMC researchers. Notably, co-author of this paper, Rauchberg (2022)’s, 
invocation of neuroqueer technoscience offers salient nodes for empirical researchers to 
study disability and self-expression in human-machine relations. Her provocations call for 
integrating disabled expertise and leadership in the development of human-machine rela-
tionships (p. 383). Such methodological offerings can support HMC scholarship to think 
beyond siloed user-machine divides, and begin to think through the nuanced, complex 
relationships emerging from computer and human engagements. 

Prioritizing human communication and social interactionist approaches, we propose 
that previous work in the field can also be nuanced with critical feminist situated (Haraway, 
1987; Suchman, 2006) and crip approaches to technology and user-experience. Williams et 
al.’s (2023) introduction of counterventions draws from feminist standpoint theory and crip 
HCI (Williams et al., 2021) to develop practices for addressing ableism in intervention-based 
computing systems. The authors identify five steps for engaging in feminist and crip counter-
ventions to substantiate more ethical human-computer engagements: reflexively engaging 
with stakeholders; critically examining the disconnects between a researcher’s intervention 
and a user’s access needs; interrogating the intervention’s ideological orientations; develop-
ing an intervention that engages in self-critique; and privilege stakeholder experience and 
leadership in the design and intervention process (Williams et al., 2023, p. 7). Williams et 
al.’s (2023) discussion of counterventions demonstrates how our propositions for feminist 
and crip approaches to the study of HMC are mutually constitutive—used together, these 



42 Human-Machine Communication 

critical theoretical framings introduce exciting possibilities for HMC research to consider 
questions of power and justice. 

Finally, the invocation of crip time transcends past nondisabled notions of time, 
embodiment, and technology, offering theoretical and paradigmatic contributions to HMC 
scholarship. Crip time (Kafer, 2013) departs from able-bodied and neurotypical concep-
tualizations of time: bending the clock to meet people where they are (p. 26). Instead, crip 
time works alongside technology to provide interdependence for disabled users. Crip time 
disrupts technoableist (Shew, 2020) uses of assistive tech as a curative measure. Doing so 
reorients them toward an interdependent flow of relationality between machine and dis-
abled users. Crip HCI considers interdependent transformative alternatives for assistive 
tech, establishing important nodes for HMC. For example, as a way to challenge assimila-
tive practices in machine learning in “ABLE,” a participatory gaming project for older adults 
with dementia, Gardner et al. (2021) propose training their prototype’s inertial measure-
ment unit (IMU) sensors to understand multiple types of movements instead of forcing 
users to assimilate toward a “normative” style. Moreover, crip time as a theoretical framing 
offers creative, critical methodologies for interrogating the relationship between ableism, 
colonialism, and human-machine relationalities through digital storytelling (Dion-Fletcher, 
2019), video performance (Lazard, 2018), and autoethnography (Forlano, 2017; Rauchberg, 
2022). This practice departs from postpositivist and quantitative work, offering multi- 
perspectival, critical, and context-specific possibilities for the future of HMC.

Proposition 3: Feminist Posthuman Approaches Addressing Gender,  
Embodiment, and Interaction in Human-Machine Studies

Critical cyberfeminism4 is a rich area of scholarship within and beyond the field of com-
munication that probes the relationship between feminism and cyberspace, the internet, 
and digital technologies, beginning with new media but advancing to consider platforms, 
networks, and systems. It is rarely addressed in HMC, excepting occasional references to 
Haraway’s (1987) famous concept of the cyborg where its usages tend to dismiss the term’s 
grounding in critical feminist race approaches. While cyberfeminism may be considered a 
densely theoretical framework, we work here to expose key considerations that will make 
the frameworks approachable.

Where some forms of cyberfeminism address the internet as a space that liberates sub-
jects from social constructs (gender, race, disability), and levels access, critical cybernetic 
feminism exposes these ideas as mythology. Haraway (1987) establishes the cyborg, refer-
encing Third World feminists’ strategic work at the margins, that trounce patriarchal power 
operating through technologies. The cyborg human-machine hybrid rejects humanist bina-
ries that falsely polarize humans and machines, and positions women (and others) as lacking, 
deficient, natural, weak, and irrational, and machines as unlively and inert. For Haraway, the 
networked worlds of computers, infected by origin stories (e.g., Christianity and patriarchy) 
and the informatics of domination (structural and theoretical forces devoted to binaries) 
offer potentials for potent human-machine fusions, and transgressive freedoms.
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From Feminist STS to Patterns of Intra-Action
Cybernetic feminism shares with Feminist STS approaches informed by situated and robust 
sociocultural analyses that complicate understandings of interactivity and debunk techno-
determinist assumptions. In her landmark book, Situated Actions, Suchman (2007) shows 
that users rely on human conversational norms, rather than machinic instructional logic, 
to understand how to interact with machines (p. 283). This revelation, only sometimes ref-
erenced in HMC, should inform how researchers set up studies of humans reading and 
responding to machinic scripts.

Many cybernetic feminists, particularly Hayles (1999), Barad (2007), and Braidotti 
(2013) have expanded upon Haraway’s cyborg. Their scholarship offers epistemological 
challenges to how networks are imagined, referencing the distributed system model as 
one where subjects and actors mutually or intra-inform, in ongoing dynamics that tend 
to reproduce embedded social and structural bias. These approaches, further discussed 
below, offer metaphysical challenges to how scholars imagine networks, actors, and interac-
tion and troubles HMC research that assumes systems and networks communications are 
static, universal, or exist within singular spheres of power. Specifically, Hayles contends that 
machine and human cognition inter-form networks in a process of distributed cognition 
(or deep attention). Haraway (2006) disrupts the idea of mutually informed intelligibility in 
network studies, offering an alternative where humans and machines inter-inform to create 
meaning and knowledges over time. Barad (2007) counters with the provocative concept 
of intra-action, derived from quantum physics, contending that humans, machines (and 
all stuff) co-evolve in disparate, unpredictable ways that reflect the layers of (emerging) 
context that inform all (animate and inanimate) actors and objects. There is great relevance 
here to HMC: Barad’s (2007) “ethico-onto-epistemological” approach complicates ANT 
by interrogating the apparatus within material and social realities that evolve in shifting 
relations. The potency of the concept of intra-action is illustrated in Gardner and Jenkins 
(2015), who used it to understand how participants read data visualized by consumer bio-
metric devices; they discovered that participants engaged in complex intra-actions with 
the machinic representations, including converting them into narratives inspired by their 
embodied experience, and the virtual pasts of their own lives.

As well, Braidotti (2013) and Barad (2007) disrupt assumptions that communication (or 
interaction) dynamics occur in stable time/space realities. Instead, they show that geopo-
litical relations impact all human-machine interactions. Challenging our understanding of 
matter as inert, Bennett (2010) complicates it as vibrant, engaging an ecological sensibility, 
and expanding Latour’s (2007) ANT approach with Deleuze and Guattari’s (1980) assem-
blage theory.6 Her feminist, situated, embodied approach augments ANT theory, enabling 
analysis of how machines and technologies impact intelligibility, agency, interaction, and 
innovation. These conceptual frameworks disavow coherent networks and any universal, 
objective, or innocent subject (commonly assumed in HMC). These approaches can be 
used to explore, practically, how the layered dynamics of power and/or privilege can impact 
human-machine interactions and communications, subjectivity, to produce (or otherwise 
inform) embodiment, agency, or automation, or in metaphysical studies speculating how 
subjects come into being or becoming. These interventions challenge well-used approaches, 
such as ANT, and offer innovative frameworks that complicate how we address context 
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(e.g., adding geopolitical and other time/space dimensions), and finally, inject greater atten-
tion to how embodiment impacts agency and interaction, opening HMC into these vibrant 
theoretical conversations within and beyond communication studies. 

Evidence and Potentials of Feminist Posthumanism in HMC
HMC has not rigorously engaged feminist cybernetic theory and continues to engage with 
critical feminist approaches only sparsely. Still, we are encouraged by the editors’ call to the-
orize beyond “binary” gender and discourse models, to probe discourses of power and priv-
ilege, and engage feminist and disability frameworks, which will bring more critical analysis 
of the normative body to HMC. As well, the post humanist challenge to the antiquated 
human-machine dyad is well represented in some ANT studies in HMC and researchers 
have pressured traditional ontological and epistemological assumptions in ANT. Banks and 
De Graaf ’s (2020) study of robots, for example, probes the ontological nature of nonhu-
man actors’ understanding of linguistic capability. Guzman (2020) presses ontological ques-
tions regarding how social representations of machines impact human experiences with 
machine’s potential communication abilities. Additionally, Sandry’s (2015) challenge to 
ontological habits of ascribing human to human communication patterns to robots engages 
Hayles (1999), recognizing the messy reality of human communication as both distinct 
from and entwined with robot communication. The authors reevaluate the human-robot 
boundary as permeable (Fortunati & Edwards, 2021, p. 15, quot. Sandry, 2015), provoking 
Hayle’s (1999) interest in understanding humans and computers as dynamic partnerships.

We propose more such challenging feminist ANT approaches in HMC, which com-
plicate essentialist and binary gender assumptions and asymmetric framings of gender to 
technology (Lagesen, 2012). They work to destabilize key analytic concepts in HMC (life, 
object, agent) and address how material (e.g., biological, physiological) and social rela-
tions intra-inform, to trouble how we understand subjectivity, perception, and cognition in 
human-machine interactions and spaces. Usefully, a feminist post humanist approach can 
also posit flaws in post-anthropological assumptions. An example is Braidotti’s response 
(2013) to Verbeek’s (2008) popularly cited theory of nonhuman agency, whereby technolo-
gies actively contribute to how humans conceptualize power and address ethical questions 
in human-machine relations. Braidotti challenges that Verbeek problematically applies 
human ethics to technology, shifting moral intentionality from an autonomous transcen-
dental consciousness to technological artifacts, suggesting this devalues complex (and 
diverse) human positions. This type of intervention exemplifies the potentials for feminist 
cybernetics to challenge theory habitually referenced and reified in HMC, again providing 
useful pressure that tests, deepens, and expands the terrain of HMC research.

Conclusion
As human-machine communication (HMC) scholarship seeks to expand its theoretical 
and paradigmatic approaches, there is an unprecedented opportunity to learn from and 
engage with feminist, critical race, postcolonial, and crip frameworks, arising from within 
and beyond communication studies. We propose that HMC researchers should expand 
the repertoire of both theory and paradigm to complicate normative conceptualizations of 
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actors, interactivity, interaction, agency, to challenge habituated HMC theory, and engage 
micro and macro contexts to trace the messy operations of power vis a vis various forces, 
and diverse temporal and spatial planes. The feminist, critical race, postcolonial, and crip 
scholarship we have offered assists scholars to locate and trouble conventional ontological 
and epistemological assumptions; we recommend these approaches to update references to 
conventional HMC cannon and to oft-cited Western critical and postmodern theories in 
HMC research. 

While decidedly underutilized in HMC, feminist, critical race, postcolonial, and crip 
approaches offer strategies to interrogate material artifacts, data, technologies, practices, 
and framings that can innovate research designs, methods, and insert new ethical con-
siderations. This research would expand HMC terrain to include greater and richer con-
siderations of gender, race, disability, and postcolonial manifestations of human-machine 
dynamics. These dynamic interventions enable scholars to address the material, ontologi-
cal, and epistemological realities and contexts shaping regional and global human-machine 
dynamics, thus encouraging HMC research to be more global, situated, nuanced, and rel-
evant. In moving more intentionally into the experiential and situational world of diverse 
global actors and dynamics, HMC shifts our work into the space of emerging human and 
communication practices. HMC scholarship reflecting this breadth and depth would outfit 
scholars with ongoing agility, and to have greater relevance and impact within communica-
tion and allied fields, including HCI, digital humanities, STS, and beyond.

Notes
1. We follow Lindlof and Taylor’s (2017) definition of theory as “ . . . any systematically 

developed account of communication that seeks to explain what it is and how it 
works” (p. 50).

2. Our use of the word intersectional recognizes both Crenshaw’s (1990) coining of the 
term and formative scholarship by Third World feminists (Anzaldúa, 1987; Com-
bahee River Collective, 1977; Lorde, 1984) describing how layered social identity 
factors generate exponential practices and systems of bias.

3. We present paradigm as “fundamental . . . frames of reference that we use to justify 
our choices in designing and conducting communication research” (Lindlof & Tay-
lor, 2017, p. 6).

4. Notably guest editors of HMC Volume III (2021) sought research emerging from 
the COVID-19 pandemic; the issue took a more practical approach, asking scholars 
to produce holistic discourse analyzing how partnerships with humans make possi-
ble, recognize, or shape communicable machines. Because the HMC editors did not  
inject a call for innovation into Volume III, we do not address its content in this 
article.

5. Cyberfeminism was a term invented by Sadie Plant, as explained by Bassett (1997) to 
denote a post-human insurrection, where an emergent system of women and com-
puters revolts against patriarchy as a worldview and material reality that seeks to 
subdue them.

6. Bennett (2010) seeks to understand how all things are connected, complicating 
traditional notions of relationality via a feminist material analysis of embodiment 
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(desire, sensations). Her positive ontology approach probes the vibrancy of matter,  
challenges life/matter boundaries, and understands the political contributions of 
nonhuman matter, as stretching “received concepts of agency, action, and freedom” 
(p. viii).
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Abstract

Humans adapt their communication style when interacting with one another. With interac-
tive technologies such as voice assistants taking over the role of an interaction partner, the 
question arises whether and to what extent humans also adapt to their communication 
style. The adaptation could have a grounding function, ensuring efficient communication 
with the current interaction partner, or be based on priming which could endure and influ-
ence subsequent interactions. In a pre-registered experimental lab study, 133 participants 
interacted with a voice assistant whose communication style varied regarding politeness 
(polite vs. non-polite) and machine-likeness (machine-like vs. natural). Participants’ verbal 
behavior during and in a subsequent communication situation was analyzed. Politeness 
as well as machine-likeness adaptation was observed during the interaction but not after-
ward, supporting the grounding hypothesis. Furthermore, the adaptation process appears 
to be unconscious as the voice assistant’s different communication styles did not affect 
conscious evaluations.
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Introduction
With the progressing prevalence of interactive technologies, various questions regarding 
their effects on human interaction behaviors arise. Particularly, voice-activated intelligent 
personal assistants (in the following referred to as voice assistants), which are integrated in 
smartphones or smart speakers such as Amazon’s Alexa and Apple’s Siri, are well-known 
and widespread (López et al., 2018). Voice assistants are used for diverse services such as 
playing music, setting an agenda or to do-lists, retrieving news, weather information, or 
directions. They are operated via voice commands, which is considered intuitive and related 
to natural human behavior (López et al., 2018). In human-human interaction, people tend 
to adapt their verbal and nonverbal behavior to match the person they are interacting with 
(Burgoon et al., 1995; Giles et al., 1991). Since voice assistants are operated in an interactive 
way which resembles a human-human interaction, the question arises to what extent these 
adaptation processes also take place here. As previous research has shown, people tend to 
react socially to interactive technologies, for instance by applying politeness or responding 
to flattering (Nass & Moon, 2000; Reeves & Nass, 1996). In line with that, there is first evi-
dence that people adapt their communication behavior when talking to machines (L. Bell et 
al., 2003; Branigan & Pearson, 2006; Branigan et al., 2003; Branigan et al., 2010; Oviatt et al., 
1998; Suzuki & Katagiri, 2007). This could be due to a grounding function, where mutual 
understanding is established via adaptation to ensure efficient communication (Clark & 
Brennan, 1991), or be based on priming, where a certain communication style may activate 
contextual interaction scripts leading to an adaptation of that communication style (Hoey, 
2007). While a mere grounding function would not influence subsequent interactions, a 
priming effect could entail that voice assistant users carry over negative communication 
patterns (e.g., a more non-polite or machine-like communication style) into human- 
human conversations. This would have crucial implications for the dialogue design of these 
devices. To shed further light on the question of whether and to what extent the commu-
nication style of a voice assistant has the potential to affect the communication style of the 
human interacting with it, we investigate potential adaptation processes during and after 
the interaction. The voice assistant’s perceived competence and sociability are considered 
as influencing factors to receive further evidence why people adapt their communication 
behavior to machines (Branigan & Pearson, 2006; Riordan et al., 2014).

At the beginning of this paper, we review related work on alignment processes in 
human-human as well as human-machine interaction, concluding with our hypotheses and 
research questions. Next, we describe the methods of our experimental lab study and the 
results we obtained from our analyses. We conclude by discussing the findings, elaborating 
their importance for the field, and giving an outlook for future research.
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Related Work
People adapt to each other verbally and nonverbally (e.g., proximity, gaze, smiling, silences, 
response latency, utterance length) as well as behaviorally (e.g., helping, global intimacy, 
affect, resources; Burgoon et al., 1993). These adaptation processes were given many names 
such as accommodation, alignment, convergence, congruence, synchrony, or reciprocity 
(Giles et al., 1991). According to the Communication Accommodation Theory (CAT), the 
aim is to “index and achieve solidarity” via “realignments of patterns of code or language 
selection” (Giles et al., 1991, p. 2). The Interaction Adaptation Theory (IAT) by Burgoon et 
al. (1995) describes the process as matching or synchronizing the timing of behavior. In the 
current work, we focus on communication accommodation in terms of the alignment of 
verbal aspects which we refer to as communication style adaptation.

Communication Style Adaptation in Humans

The adaptation of communication styles is argued to build the basis for successful social 
communication situations (Pickering & Garrod, 2006). It is assumed to take place auto-
matically and unconsciously with the goal of establishing a joint semantic concept for the 
persons involved in the interaction, which reduces the need to exchange explicit informa-
tion (Garrod & Anderson, 1987). For instance, in a study by Garrod and Anderson (1987), 
participants were tasked to navigate a labyrinth together. Here, if one speaker described 
where they were located by saying “third row two along,” the other would typically use a 
subsequent description such as “second row three along.” In several studies, communica-
tion partners were observed to converge in sentence structure and choice of words which 
facilitates appropriate reference to something or someone without precise knowledge of 
the partner or their experiences (Bock, 1986; Branigan et al., 2000; Brennan & Clark, 1996).

There are two prominent theories offering explanations for these processes: ground-
ing and priming (Riordan et al., 2014). Grounding stands for the establishment of mutual 
knowledge and reciprocal understanding to facilitate an efficient conversation (Clark & 
Brennan, 1991). Consequently, interactions are seen as collaborations between speaker and 
listener: the listener indicates understanding and the speaker considers the listener’s knowl-
edge, beliefs, and abilities and monitors their understanding (A. Bell, 1984; Riordan et al., 
2014). For instance, when speaking to children, people tend to use simpler vocabulary and 
shorter sentences (Riordan et al., 2014). Other researchers argue that priming may offer a 
better explanation for the observed alignment processes (for a review, see Ferreira & Bock, 
2006). Following this argumentation, verbal and nonverbal alignment result from the inter-
locutors priming each other (Riordan et al., 2014). A speaker activates, for instance, an 
expression for a listener who then uses the same or a closely related expression when becom-
ing the speaker. Following priming theory, the usage of certain words, sentence structures, 
and language style will activate certain contextual interaction scripts (Hoey, 2007) which 
may remain activated in a subsequent interaction with a different interlocutor. While these 
adaptation processes are well-investigated in the human-human context, the growing prev-
alence of social and communicative technologies, such as voice assistants, unveils new types 
of interaction partners which may also elicit communication style adaptation.
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Communication Style Adaptation in Human-Machine Interaction

As we know from media equation theory (Nass & Moon, 2000; Reeves & Nass, 1996), min-
imal social cues such as interactivity, natural speech, and the fulfillment of a social role 
are sufficient to elicit unconscious social reactions toward machines that are typical for 
human-human interactions. In this vein, research has shown that people also adapt their 
behavior to nonhuman interaction partners such as computers (cf. Fogg & Nass, 1997), 
robots (cf. Lorenz et al., 2016; Sandoval et al., 2016), and virtual agents (cf. Krämer et al., 
2013). This is for instance examined in the context of reciprocal self-disclosure (von der 
Pütten et al., 2010), establishment of rapport (feeling of being “in sync”; Huang et al., 2011), 
mimicry of facial expressions (Krämer et al., 2013), and game and negotiation strategies 
(Asher et al., 2012; Mell et al., 2018). Besides these behavioral and social adaptations, the 
convergence of communication behaviors is of particular interest when studying inter-
actions between humans and machines. Previous research has shown that humans adapt 
to computers in terms of their speech rate (L. Bell et al., 2003), their loudness of speech 
and response latency (Suzuki & Katagiri, 2007), their syntax (Branigan et al., 2003), as well 
as their linguistic alternation, articulation, speech segments, pauses, use of final falling 
contours, and linguistic variability (Oviatt et al., 1998). Lexical alignment was observed 
when the computer deliberately used different terms than the human interaction partner 
(Brennan, 1996). Branigan et al. (2010) conclude in their review that communication style 
adaptation occurs in interactions with machines, often to an even greater extent than in 
interactions with other humans.

The communication style of a machine mostly differs regarding two aspects: its polite-
ness and machine-likeness. Politeness is a universal social norm and a powerful mechanism 
that was developed to facilitate efficient interactions between individuals (Ribino, 2023). 
Most interactive devices employ politeness strategies as they help to facilitate the perception 
of trustworthiness and reliability as well as the social acceptance of the device (see review by 
Ribino, 2023). Machine-likeness can relate to several aspects such as appearance, behavior, 
and communication style, which varies extensively in different types of interactive devices. 
A machine-like communication style was found to lead to less perceived social presence, 
competence, and warmth (Dautzenberg et al., 2021; Kim et al., 2021) and further to inhibit 
or even suppress social responses (Lee, 2010). Therefore, a more natural communication 
style is often strived for.

Referring back to the two theories that offer explanations for communication style 
adaptation observed in human-human interaction (grounding and priming theory, Rior-
dan et al., 2014), we aim to investigate which theory may be adequate to explain communi-
cation style adaptation that occurs in human-machine interaction. Some researchers argue 
that the observed adaptation in human-machine interaction could be a case of audience 
design (Riordan et al., 2014), which goes in line with the grounding theory. According to 
this assumption, participants adapt by using words and phrases the computer uses to facil-
itate an efficient conversation (Riordan et al., 2014). In case the adaptation has a grounding 
function to ensure efficient communication with the current interaction partner (Brani-
gan & Pearson, 2006), it will occur during the current communication situation. However, 
considering the priming theory, it could also be that the machine’s communication style 
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activates contextual interaction scripts (Hoey, 2007). By using a certain communication 
style, such as politeness or machine-likeness, this style is also triggered for the human inter-
action partner who then applies it in the following. The activated communication style may 
remain activated in a subsequent interaction with a different interlocutor. Consequently, 
the adapted communication style may also be observable after interacting with a machine 
(Ferreira & Bock, 2006; Hoey, 2007; Pickering & Garrod, 2004; Riordan et al., 2014).

In sum, previous research offers substantial evidence for the occurrence of communi-
cation style adaptation when interacting with machines such as voice assistants. According 
to the grounding theory, this will take place during the interaction to ensure an efficient 
communication (Riordan et al., 2014). Considering the priming theory, the machine’s 
communication style activates a certain communication style of the listening human, 
which then stays activated and can be observed after the interaction. Since politeness and 
machine-likeness are relevant aspects of the communication style of machines, we postulate 
the following:

H1: Individuals adapt to a voice assistant’s communication style during the 
interaction: Individuals interacting with a voice assistant that displays (a) a polite 
(vs. non-polite) communication style will use a more polite communication 
style and (b) a machine-like (vs. natural) communication style will use a more 
machine-like communication style.

H2: Individuals adapt to a voice assistant’s communication style after the inter-
action: Individuals who interacted with a voice assistant that displays (a) a polite 
(vs. non-polite) communication style will subsequently use a more polite com-
munication style and (b) a machine-like (vs. natural) communication style will 
subsequently use a more machine-like communication style.

The results by Branigan et al. (2010) suggest that in many cases communication style 
adaptation occurs to a greater extent in human-machine than in human-human interac-
tion. This is explained with people’s goal of establishing mutual knowledge and reciprocal 
understanding to facilitate an efficient conversation (Clark & Brennan, 1991). When the 
machine-likeness is more salient, this could trigger concerns regarding the extent to which 
the machine has the knowledge and ability that is needed for an easy-flowing and success-
ful communication. This could likely lead to a stronger effort to adapt the own communi-
cation style to that of the machine. Consequently, we hypothesize that individuals more 
strongly adapt to the voice assistant’s communication style, in this case its politeness, the 
more machine-like it communicates:

H3: There is an interaction effect of the voice assistant’s polite and machine-like 
communication style: Individuals interacting with a voice assistant displaying a 
polite (vs. non-polite) communication style will use a more polite communica-
tion style when the voice assistant displays a machine-like (vs. natural) commu-
nication style.
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Perception of the Voice Assistant Influencing the  
Communication Style Adaptation

Another indication that communication style adaptation behavior is caused by grounding 
might be delivered when investigating the voice assistant’s perceived competence and socia-
bility. Adaptation was found to occur to a greater extent when interacting with computers 
compared to humans, likely with the goal to enhance communicative success as a response 
to the perceived limited capabilities of computers (Branigan et al., 2010). Supporting this 
theory, participants were shown to adapt their communication style more strongly to a 
computer that is evaluated less competent (Pearson et al., 2006). Since interaction behav-
iors such as machine-likeness and politeness influence the evaluation and liking of artificial 
entities as interaction partners (Horstmann & Krämer, 2020, 2022), the voice assistant’s 
communication style is assumed to influence how sociable and competent it is perceived. 
While the perception of low competence appears to be clearly linked to stronger communi-
cation style adaptation behavior (Pearson et al., 2006), the effect which the voice assistant’s 
perceived sociability may have is less clear. Against this background, the following hypoth-
esis concerning the voice assistant’s perceived competence and the following research ques-
tion concerning its perceived sociability are formulated:

H4: A voice assistant’s communication style influences individuals’ communi-
cation style adaptation during the interaction via the voice assistant’s perceived 
competence: (a) a polite vs. non-polite communication style is perceived more 
competent leading to less adaptation; (b) a machine-like vs. natural communi-
cation style is perceived less competent leading to more adaptation.

RQ1: Do individuals interacting with a voice assistant displaying a polite vs. 
non-polite and a machine-like vs. natural communication style show differences 
in their communication style adaptation depending on how they perceive the 
voice assistant’s sociability?

Method
An experimental lab study with a 2 (machine-like vs. natural communication style) × 2 
(polite vs. non-polite communication style) between-subject design was conducted. We 
preregistered the study at the OSF platform (https://osf.io/m8rha) and the local ethics 
committee approved the study’s procedure. Supplementary study material (experimenter 
instructions, interaction script, questionnaire, codebook) can be found online: https://osf.
io/grqn4/.

Experimental Manipulations and Procedure

First, a cover story was presented explaining that the participants were supposed to test 
the made-up interaction program SAM running on an Amazon Echo Dot smart speaker. 
After the procedure and alleged purpose were explained and participants gave their 
written consent, they filled out some pre-questionnaires on a laptop (sociodemographic 

https://osf.io/m8rha
https://osf.io/grqn4/
https://osf.io/grqn4/
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background, previous experiences with voice assistants). This was followed by an intro-
duction of the interaction program SAM that was allegedly running on the smart speaker. 
In reality, pre-recorded audio files were played simulating an interaction with SAM. One 
Echo Dot was placed in the middle of a table on a black box in front of the participants (see  
Figure 1). A second Echo Dot was placed underneath the box for the audio output (since it 
was not possible to turn on the well-known blue light of the device and use it as a speaker 
for audio output simultaneously). Next, the experimenter pretended to start the interaction 
program SAM and asked the participants to wait a few seconds. The experimenter left the 
room, allegedly so that the participants would not feel observed during the interaction. 
From the adjacent room, the experimenter controlled the voice assistant’s output by using 
a webcam that was installed in the lab (see Figure 1, top right corner) to see and hear the 
participant and let the voice assistant react accordingly (Wizard of Oz design; see Dahlbäck 
et al., 1993). The webcam was justified by explaining that in case of errors the developers of 
SAM could track what went wrong.

FIGURE 1 Experimental Setup With an Amazon Echo Dot Placed on and  
One Placed Under a Black Box, a Webcam, and the Cooking Requisites  

Which Are Needed for the First Interaction Task

  

Photos taken and owned by authors.
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In the first part of the interaction, SAM walked the participants through a salad rec-
ipe which they followed by using cooking requisites (see Figure 1). In the following inter-
action part, the voice assistant asked about dietary restrictions and preferences, allergies, 
intolerances, as well as the preferred food preparation difficulty and time with the alleged 
aim to recommend suitable recipes in the future. The cooking task and personalization of 
recipe suggestions was chosen to represent a plausible everyday application scenario for 
a voice assistant in the private sphere. In both parts, the voice assistant’s communication 
style was manipulated regarding politeness and machine-likeness (see next subchapter). 
Then, participants were sent back to the laptop where they were asked to imagine a person 
to whom they are explaining the recipe from part one and to record how they would go 
through the recipe step by step. The aim was to measure whether the communication style 
adaptation lasts beyond the interaction situation with the voice assistant. This was followed 
by questionnaires including participants’ evaluation of the voice assistant’s competence and 
sociability and manipulation checks (and personality variables, which were not used for the 
current analyses). Upon completion, the experimenter returned to the lab, debriefed the 
participants, and compensated them for their time with money or course credits.

Politeness and Machine-Likeness Manipulation
In the polite conditions, the voice assistant used verbal markers of politeness (e.g., “please” 
and “thank you”) and structural elements of politeness (e.g., requests formulated as inter-
rogatives versus imperatives; mitigating verbs, e.g., “would” and “could” versus forceful 
verbs, e.g., “must” and “have to”). For the machine-like conditions, the voice assistant used 
short and functional sentences with a repetitive structure and a limited range of vocabulary 
(e.g., saying “okay!” after each executed recipe step or “your answers have been processed” 
after each reply to the recipe recommendation questions), while lengthy and colloquial 
sentences in a varying structure and a larger vocabulary range were characteristic for the 
natural conditions (e.g., alternating between expressions like “thanks for your answer” or 
“I will remember that” when reacting to replies to the recipe recommendation questions; 
structural elements). Furthermore, there were no hints to having own feelings or intentions 
in the machine-like conditions, which was different for the natural conditions (e.g., for 
intentions: “ . . . will be taken into account” vs. “I will take into account . . . ,” or by saying 
“I am glad to meet you” vs. “Now we get to know each other”; verbal markers). The entire 
script can be viewed in the online supplementary material (https://osf.io/8mn6g).

Sample

The software G*Power was used to conduct a power analysis (.80 power, medium effect size 
of f   ²(V) = 0.0625, standard .05 alpha error probability). The results recommend a mini-
mum of 113 respondents. In total, 137 participated in the experimental lab study of which 
four were excluded (failure of both attention checks, suspicious answering behavior, heav-
ily restricted language skills), analyses were conducted with 133 participants; 85 of those 
stated to be female, 47 to be male, and one to be diverse. On average, participants were 
23.15 years old, ranging from 18 to 35 (SD = 3.64) years. Most of the participants reported 
to be students (93.2%) and to hold a university entrance level (79.7%) or university degree 
(18.8%). Most of the participants had interacted with a voice assistant before (84.2%), on 

https://osf.io/8mn6g
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average with a medium frequency (M = 2.59, SD = 1.32; 1 = “very rarely” to 5 = “very often”) 
and a rather low intensity of use (M = 1.97, SD = 1.04; 1 = “little intensively” to 5 = “very 
intensively”).

Measurements

Communication Style Adaptation
To analyze whether and to what extent the participants adapt their communication style to 
that of the voice assistant, we analyzed how often participants used structural elements and 
verbal markers of politeness or machine-likeness, respectively, during and after the inter-
action. This follows the theoretical basis by Bunz and Campbell (2004) that was also used 
to design the voice assistant’s different communication styles. The analyses were conducted 
using the coding software MAXQDA 2022 (the final codebook is available in the online 
supplementary files; https://osf.io/yf2j7). Structural elements of politeness include opening 
and closing acts (greeting and saying goodbye) and whether requests are formulated as 
imperatives or interrogatives (e.g., “Continue with the next step!” vs. “Can you continue with 
the next step?”; Bunz & Campbell, 2004; De Jong et al., 2008). Verbal markers of politeness 
comprise thanking acts, saying please, expressions of appreciation (e.g., “I would appreciate 
if you could repeat the last step”), flattering (e.g., “You explained that very well”), redressing 
hedges (words or phrases that diminish the face-threatening force of a speech act, e.g., “I just 
want to ask if we could continue”), and the use of mitigating verbs such as could, would (like 
to), and can instead of forceful verbs such as must, have to, need to, and want to (e.g., “I want 
easy recipes” vs. “I would like easy recipes”; Bunz & Campbell, 2004; De Jong et al., 2008). 
Additionally, we analyzed whether participants indicated to consider their interlocutor as 
social entity with social needs, for instance, by suggesting group membership (De Jong et 
al., 2008) or attempts to reduce the other’s uncertainty (e.g., replying to “Let me know when 
you’re done” with “Will do”).

Structural elements of machine-likeness include participants’ word count (number of 
words they used; Hoffmann et al., 2020), direct address of their dialogue partner (e.g., “You 
can start”; Hoffmann et al., 2020), and lexical diversity measured via Type-Token-Ratio, the 
ratio of different words (types) to total words (tokens); Templin, 1957). For verbal markers 
of machine-likeness we checked the communication style for functionality (short, func-
tional expressions, e.g., “No meat”) in contrast to verbosity (long, copious sentences con-
veying more information than needed, e.g., “I do not really like meat, so I think I would like 
recipes that are vegetarian”) and for list structures (e.g., “One: no meat, two: no mushrooms, 
three: spicy”; Hoffmann et al., 2020; Horstmann et al., 2018). Furthermore, expressions sug-
gesting intentionality (intentions, thoughts, and opinions, e.g., “no meat because it’s bad 
for the environment”) and personal preferences (e.g., “I’d prefer no meat”) were considered 
(Horstmann et al., 2018).

Voice Assistant Evaluation and Manipulation Checks
The voice assistant’s perceived competence was assessed via adapted items of the Task 
Attraction subscale (5 items; e.g., “The voice assistant would be a poor problem solver with 
regard to speech-based interaction”; α = 0.68) of the Interpersonal Attraction Scale (IAS; 

https://osf.io/yf2j7
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McCroskey & McCain, 1974; 1 = “strongly disagree” to 5 = “strongly agree”) and a collection 
of adjectives from Horstmann and Krämer (2022) rated on a five-point semantical differen-
tial (10 items; e.g., “incapable–capable”; α = 0.83). The voice assistant’s perceived sociability 
was measured with the Social Attraction subscale of the IAS (5 items, e.g., “I think the voice 
assistant could be a friend of mine”; α = 0.74) and another collection of adjectives from 
Horstmann and Krämer (2022; 15 items, e.g., “cold–warm”; α = 0.87).

To check the success of the manipulations, participants were asked to rate the voice assis-
tant’s expressions as either 1 = “rather non-polite,” 2 = “completely neutral,” or 3 = “rather 
polite” and as either 1 = “rather machine-like,” 2 = “completely neutral,” or 3 = “rather nat-
ural.” An ANOVA revealed that the voice assistant displaying a machine-like compared 
to a natural communication style was perceived as more machine-like (F(1, 131) = 4.12, 
p = .044, ηp

2  = 0.03; machine-like: M = 1.61, SD = 0.74; natural: M = 1.38, SD = 0.58). The 
voice assistant displaying a polite compared to a non-polite communications style was not 
perceived significantly more polite (F(1, 131) = 1.79, p = .183, ηp

2  = 0.01; polite: M = 2.84, 
SD = 0.44; non-polite: M = 2.72, SD = 0.55).

Results
The statistical analyses were conducted with IBM SPSS Statistics 29 including the PROCESS 
macro v4.3, significance was determined using the standard p < .05 criterium.

Communication Style Adaptation in Human-Machine Interaction

To investigate H1 (Individuals adapt to a voice assistant’s communication style during 
the interaction) and H3 (There is an interaction effect of the voice assistant’s politeness 
and machine-likeness communication style), we conducted a MANOVA with the voice 
assistant’s communication styles (polite vs. non-polite and machine-like vs. natural) as 
factors and the participant’s communication style (structural elements and verbal mark-
ers of politeness/machine-likeness) during the interaction as dependent variable. Using  
Pillai’s trace, there was a significant main effect of the politeness of the voice assistant’s 
communication style on the politeness of the participants’ communication style, V = 0.64, 
F(18, 99) = 9.66, p < .001. Separate univariate ANOVAs on the different outcome variables 
revealed a significant effect on participant’s usage of redressing hedges, F(1,  116)  =  8.93, 
p = .003, ηp

2  = 0.07, and thanking acts, F(1, 116) = 111.55, p < .001, ηp
2  = 0.49, their consid-

eration of the voice assistant as social entity, F(1, 116) = 14,17, p < .001, ηp
2  = 0.11, and their 

usage of opening and closing acts, F(1, 116) = 10.94, p = .001, ηp
2  = 0.09. There was no signifi-

cant effect on the participants’ usage of mitigating verbs, F(1, 116) = 1.84, p = .178, ηp
2  = 0.02, 

forceful verbs, F(1, 116) = 3.08, p = .082, ηp
2  = 0.03, the word please, F(1, 116) = 0.66, p = .419, 

ηp
2  = 0.01, flattering, F(1, 116) = 2.94, p =  .089, ηp

2  = 0.03, interrogatives, F(1, 116) = 2.00, 
p =  .160, ηp

2  = 0.02, and imperatives, F(1, 116) = 2.37, p =  .126, ηp
2  = 0.02. Expressions of 

appreciation remained uncoded and were therefore not considered. For descriptive values, 
see Table 1. H1a is partly supported.
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TABLE 1 Descriptive Values for the Structural Elements and Verbal Markers  
of Politeness During and After the Interaction With the Voice Assistant

During the interaction After the interaction

Polite
Non- 

polite
Natural

Machine- 
like

Total Polite
Non- 

polite
Natural

Machine- 
like

Total

Structural elements

Interrogative
M (SD)

0.34
(0.92)

0.59
(1.03)

0.57
(1.03)

0.33
(0.91)

0.46
(0.98)

0.02
(0.13)

0.00
(0.00)

0.02
(0.13)

0.00
(0.00)

0.01
(0.09)

Imperative
M (SD)

0.92
(1.28)

1.21
(1.52)

0.46
(0.74)

1.72
(1.66)

1.06
(1.40)

0.11
(0.57)

0.10
(0.55)

0.16
(0.68)

0.05
(0.39)

0.11
(0.56)

Opening/
closing acts  
M (SD)

0.37
(0.58)

0.72
(0.64)

0.49
(0.56)

0.60
(0.70)

0.54
(0.63)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

Verbal markers

Mitigating verbs
M (SD)

1.42
(1.49)

1.10
(1.20)

1.49
(1.31)

1.02
(1.38)

1.27
(1.36)

0.06
(0.30)

0.07
(0.26)

0.08
(0.27)

0.05
(0.29)

0.07
(0.28)

Forceful verbs
M (SD)

0.08
(0.33)

0.26
(0.64)

0.29
(0.63)

0.04
(0.27)

0.17
(0.51)

0.70
(1.19)

0.67
(1.37)

0.68
(1.33)

0.69
(1.22)

0.69
(1.27)

Redressing 
hedges M (SD)

1.24
(1.39)

0.64
(0.91)

1.24
(1.37)

0.63
(0.94)

0.95
(1.22)

0.43
(0.67)

0.28
(0.70)

0.33
(0.60)

0.38
(0.77)

0.36
(0.68)

Appreciation
M (SD)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

Thanking acts
M (SD)

1.42
(0.88)

0.10
(0.36)

0.81
(1.00)

0.75
(0.89)

0.78
(0.95)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

Saying please
M (SD)

0.26
(0.54)

0.17
(0.53)

0.16
(0.41)

0.28
(0.65)

0.22
(0.54)

0.00
(0.00)

0.02
(0.13)

0.00
(0.00)

0.02
(0.13)

0.01
(0.09)

Flattering
M (SD)

0.00
(0.00)

0.07
(0.32)

0.04
(0.18)

0.04
(0.27)

0.03
(0.22)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

Consider. as 
social entity  
M (SD)

2.61
(2.04)

1.48
(1.35)

2.49
(2.19)

1.60
(1.16)

2.07
(1.83)

0.38
(0.91)

0.41
(1.06)

0.46
(1.08)

0.33
(0.87)

0.40
(0.98)

Using Pillai’s trace, there was a significant main effect of the machine-likeness of the 
voice assistant’s communication style on the machine-likeness of the participants’ commu-
nication style, V = 0.54, F(18, 99) = 6.48, p <  .001. Separate univariate ANOVAs on the 
different outcome variables revealed a significant effect on participant’s disclosure of per-
sonal preferences, F(1, 116) = 42.57, p < .001, ηp

2  = 0.27, the functionality of their communi-
cation style, F(1, 116) = 19.29, p < .001, ηp

2  = 0.14, their Type-Token-Ratio, F(1, 116) = 8.71, 
p = .004, ηp

2  = 0.07, and their word count, F(1, 116) = 15.68, p < .001, ηp
2  = 0.12. The effect 

of the voice assistant’s machine-likeness was not significant regarding participants’ disclo-
sure of intentionality, F(1, 116) = 2.96, p = .088, ηp

2  = 0.03, their usage of list-style commu-
nication, F(1, 116) = 2.39, p =  .125, ηp

2  = 0.02, their verbosity, F(1, 116) = 3.19, p =  .077, 
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ηp
2  = 0.03, and their direct address of the voice assistant, F(1, 116) = 2.55, p = .113, ηp

2 = 0.02. 
For descriptive values, see Table 2. H1b is partly supported. Using Pillai’s trace, there was 
no significant interaction effect of the politeness and machine-likeness of the voice assistant’s 
communication style on the participants’ communication style, V = 0.13, F(18, 99) = 0.80, 
p = .702. Therefore, H3 needs to be rejected.

To explore H2 (individuals adapt to a voice assistant’s communication style after the 
interaction), another MANOVA was conducted with the voice assistant’s communication 
styles as factors and the participant’s communication style that was assessed after the inter-
action as dependent variable. Using Pillai’s trace, there was no significant main effect of 
the voice assistant’s communication style, neither of politeness, V = 0.10, F(14, 104) = 0.78, 
p = .687, nor of machine-likeness, V = 0.10, F(14, 104) = 0.85, p = .614, on the participants’ 
communication style. Consequently, H2 needs to be rejected. For descriptive values, see 
Table 1 (politeness) and Table 2 (machine-likeness).

Summing up, during the interaction with a voice assistant that displays a polite com-
pared to a non-polite communication style, individuals display less opening and closing acts 
(structural elements of politeness), more redressing hedges, more thanking acts, and more 
consideration as social entity (verbal markers of politeness). When interacting with a voice 
assistant that displays a machine-like compared to a natural communication style, individ-
uals disclose fewer personal preferences and less intentionality, use less verbosity, and more 
functionality (verbal markers of machine-likeness). They also display a lower word count, but 

TABLE 2 Descriptive Values for the Structural Elements and Verbal Markers  
of Machine-Likeness During and After the Interaction With the Voice Assistant

During the interaction After the interaction

Polite
Non- 

polite
Natural

Machine- 
like

Total Polite
Non- 

polite
Natural

Machine- 
like

Total

Structural elements

Direct address
M (SD)

1.21
(1.43)

1.47
(1.66)

1.56
(1.42)

1.08
(1.64)

1.33
(1.54)

0.94
(2.09)

1.05
(2.70)

1.17
(2.57)

0.79
(2.18)

0.99
(2.39)

Word count
M (SD)

67.58
(33.86)

61.88
(34.81)

75.89
(37.28)

52.60
(25.89)

64.83
(34.29)

67.48
(20.09)

65.12
(20.88)

67.59
(21.60)

65.00
(19.16)

66.35
(20.42)

Type-Token-
Ratio M (SD)

0.71
(0.08)

0.69
(0.08)

0.68
(0.07)

0.73
(0.08)

0.70
(0.08)

0.65
(0.09)

0.62
(0.08)

0.63
(0.08)

0.64
(0.09)

0.64
(0.09)

Verbal markers

Pers. 
preferences
M (SD)

1.87
(1.51)

1.62
(1.49)

2.48
(1.50)

0.95
(1.01)

1.75
(1.50)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

Intentionality
M (SD)

0.16
(0.41)

0.16
(0.45)

0.22
(0.52)

0.09
(0.29)

0.16
(0.43)

0.03
(0.18)

0.03
(0.18)

0.03
(0.18)

0.03
(0.18)

0.03
(0.18)

List structure
M (SD)

0.52
(0.74)

0.67
(0.85)

0.70
(0.87)

0.47
(0.68)

0.59
(0.79)

0.11
(0.32)

0.09
(0.28)

0.06
(0.25)

0.14
(0.35)

0.10
(0.32)

Verbosity
M (SD)

0.55
(1.07)

0.41
(0.92)

0.63
(1.26)

0.32
(0.54)

0.48
(1.00)

0.10
(0.30)

0.17
(0.38)

0.19
(0.40)

0.07
(0.26)

0.13
(0.34)

Functionality
M (SD)

7.34
(4.85)

8.24
(4.49)

6.13
(4.33)

9.60
(4.40)

7.78
(4.68)

0.33
(0.48)

0.38
(0.49)

0.35
(0.48)

0.36
(0.49)

0.36
(0.48)
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a higher Type-Token-Ratio (structural elements of machine-likeness). There is no interaction 
effect of the voice assistant’s politeness and machine-likeness on their human interaction 
partners’ communication style during the interaction and no effect of the voice assistant’s 
communication style on individuals’ communication style after the interaction.

Perception of the Voice Assistant Influencing the  
Communication Style Adaptation

To investigate H4 (A voice assistant’s communication style influences individuals’ commu-
nication style adaptation during the interaction via the voice assistant’s perceived compe-
tence) and RQ1 (Do individuals [ . . . ] show differences in communication style adaptation 
depending on how they evaluated the voice assistant’s sociability?), we first conducted a 
MANOVA to test for the influence of the voice assistant’s communication style on its per-
ceived competence (task attraction, competence) and sociability (social attraction, sociability). 
Pillai’s trace revealed no significant effect of the voice assistant’s machine-likeness, V = 0.07,  
F(4, 126) = 2.32, p = .061, and no significant effect of its politeness, V = 0.02, F(4, 126) = 0.70, 
p =  .594 (see Table 3 for descriptive values). Since we found no significant effect of voice 
assistant’s communication style on its perceived competence, H4 needs to be rejected and 
RQ1 needs to be negated. Summing up, the results suggest that neither the voice assistant’s 
perceived competence nor sociability are influenced by its communication style.

Discussion
Against the background of the rising prevalence of voice assistants, the main question of 
this paper was whether and to what extent individuals adapt their communication style 
to the communication style of a voice assistant, during and after the interaction with it. 
From previous research, two theories that are used to explain communication style adap-
tation processes are considered and further investigated in the current study: grounding 
and priming theory (Riordan et al., 2014). While grounding would be based on the aim 
to ensure an efficient communication with the current communication partner and there-
fore only take place during the interaction (Clark & Brennan, 1991), priming could endure 
and influence subsequent interactions (Ferreira & Bock, 2006). We therefore conducted a 
pre-registered lab study to record and analyze the communication style of 133 participants 

TABLE 3 Descriptive Values of the Evaluation of the Voice Assistant

Polite Non-Polite Natural Machine- 
Like Total

M SD M SD M SD M SD M SD

Task Attraction (IAS) 3.85 0.56 3.76 0.83 3.78 0.70 3.83 0.70 3.81 0.70

Competence 3.45 0.58 3.41 0.64 3.43 0.61 3.43 0.61 3.43 0.61

Social Attraction (IAS) 2.24 0.77 2.29 0.89 2.31 0.86 2.22 0.80 2.27 0.83

Sociability 3.67 0.55 3.56 0.54 3.73 0.58 3.50 0.50 3.62 0.55



66 Human-Machine Communication 

during and after interacting with a voice assistant that displays a machine-like vs. natural 
and a polite vs. non-polite communication style.

Communication Style Adaptation in Human-Machine Interaction

The results show that communication style adaptation takes place largely during the inter-
action, but not after. During the interaction, participants were observed to use more redress-
ing hedges and more thanking acts while they also consider the voice assistant more as social 
entity when it displays a polite compared to a non-polite communication style. When inter-
acting with a voice assistant that displays a machine-like compared to a natural commu-
nication style, individuals appear to adapt by using fewer words, disclosing fewer personal 
preferences (e.g., “I would like warm dishes” or “I do not like fish”) and intentionality, using 
fewer verbose and more functional expressions (e.g., one-word phrases).

Two findings contradicted what we expected: there were fewer opening and closing acts 
in the politeness compared to the non-politeness conditions and a higher Type-Token-Ratio 
(indicating a higher lexical diversity) in the machine-like compared to the natural condi-
tions. The occurrence of opening and closing acts may have been influenced by the script’s 
design. For instance, in the polite conditions, the voice assistant concluded the recipe inter-
action with “Enjoy!” and the entire interaction with “Have a pleasant rest of the day!” Here, 
people might not have replied with goodbye, but rather thank you (coded as thanking act). 
In the non-polite conditions, it concluded by saying goodbye, which may have triggered 
saying goodbye in return resulting in more closing acts. An explanation for having a higher 
Type-Token-Ratio in the machine-like conditions could be that people functionally report 
their preferences (e.g., “Preferences: tomatoes, mushrooms, dislike: onions, garlic”), thus 
having few repeated words resulting in a higher Type-Token-Ratio, while users in the nat-
ural conditions might repeat sentence structures such as “I like tomatoes and mushrooms, 
and I don’t like onions and garlic” resulting in a lower Type-Token-Ratio.

The remaining results paint a clear picture of people adapting to a voice assistant’s 
politeness and machine-likeness during the interaction. These findings support the ground-
ing theory (Bock, 1986; Branigan et al., 2000; Clark & Brennan, 1991). The reduction in 
word quantity, increased functionality, and decreased verbosity are in line with Riordan 
et al.’s (2014) idea of audience design, according to which users adopt expressions to fit 
the device’s perceived constraints. Evidence for the priming theory as an explanation for 
communication style adaptation (Ferreira & Bock, 2006; Riordan et al., 2014) could not be 
found as adaptations processed were only observed during the interaction with the voice 
assistant and not in a subsequent interaction with an imagined person. Furthermore, the 
hypothesized interaction effect leading to greater politeness adaptation when speaking to a 
voice assistant displaying a more machine-like communication style was not found. Thus, 
the politeness adaptation appears not to depend on the voice assistant’s machine-likeness. 
A potential explanation could be that politeness is a concept that runs automatically so that 
users adapt to it independent of the interaction partner’s perceived constraints. In future 
studies, it would be interesting to investigate whether other communication style aspects 
are affected by a technological interaction partner’s machine-likeness.
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Perception of the Voice Assistant Influencing the  
Communication Style Adaptation

The different communication styles did not affect how competent and sociable the voice 
assistant was perceived. An explanation could be that participants’ communication style 
adaptation to that of the voice assistant might take place on an unconscious level and there-
fore does not influence how it is evaluated consciously. This is partly in line with the manip-
ulation checks which revealed that, when asked directly, people were not fully aware of the 
voice assistant’s polite versus non-polite communication style. Potentially, the consistently 
friendly tone of the voice assistant in all conditions may have led the participants to evalu-
ate the voice assistant with the non-polite communication style—on a conscious level—as 
polite as well. Nevertheless, people in the polite conditions adapted to its communication 
style for instance by using more redressing hedges and more thanking acts which implies an 
unconscious communication style adaptation. We therefore argue that people do not delib-
erately process and evaluate the interaction partner’s communication style before adapting 
to it. In other words, people register and adapt to a communication style automatically 
and do not make a conscious decision to accommodate. Since a behavioral change was 
expected but not necessarily a cognitive evaluation beforehand and significant differences 
in the participants’ communication style depending on the voice assistant’s communication 
style were measured, we are confident that the manipulation was successful. Considering 
that humans mindlessly treat machines socially when presented with human-like cues such 
as natural language (Nass & Brave, 2005; Nass & Moon, 2000; Reeves & Nass, 1996), our 
findings are also in line with the Media Equation Theory.

Limitations and Future Research

There was no baseline condition which surveyed users’ communication behavior without 
manipulating the voice assistants’ communication style, which could have helped with put-
ting the findings into context. Regarding the experimental setting, the focus of this study 
was on a task to be accomplished, a more openly designed social experience could deliver 
further insights. Furthermore, the communication with the imagined person was short and 
resulted in only a few codes, which may have restricted the measurement of communica-
tion style adaptation after the interaction with the voice assistant. For future studies, an 
interaction with a real person instead of an imagined one could be more effective. As in 
many studies, the sample consisted mainly of students and was conducted in a lab setting, 
therefore the generalizability of the results for other age groups and in the real world is 
limited. Especially the last aspect calls for future research. Children, for instance, should 
be looked at in detail, not least because of the prevailing worry that interactive devices 
could teach children impolite or machine-like communication behavior. As voice assistants 
neither require nor encourage politeness (Curry & Rieser, 2018) and even tend to mis-
understand copious requests (e.g., including phrases such as “could you” or “if you don’t 
mind”), children who still need to learn the rules of social communication could be par-
ticularly prone to adapting negatively connotated communication. While we did not find 
any evidence for politeness having a strong effect on users’ communication behavior, it 
would be valuable to investigate how people behave over a longer period of interacting with 
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the device. Furthermore, adding a condition with a clearly impolite communication style 
could lead to different effects, particularly since this behavior is not common and therefore 
unexpected. Future research should also investigate whether there are circumstances under 
which people do not adapt or even diverge with their communication style as it has been 
observed in interactions between humans (e.g., Giles et al., 1991).

Conclusion
Our aim was to investigate whether individuals adapt their communication style to a voice 
assistant’s communication style in terms of politeness and machine-likeness and whether (if 
at all) the communication style adaptation only takes place during the interaction with the 
voice assistant or also in a subsequent interaction with an imagined person. In line with the 
grounding theory, which suggests that communication style adaptation serves the purpose 
of establishing and maintaining a successful communication, individuals were observed to 
adapt to the voice assistant‘s politeness as well as machine-likeness during the interaction 
with it but not in subsequent interactions with others. Furthermore, this adaptation process 
appears to take place unconsciously as the voice assistant’s different communication styles 
did not affect how it was consciously evaluated.
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Abstract

As educational organizations increasingly consider supporting or replacing human chat 
advisors with chatbots, it is crucial to examine if users perceive a chatbot differently from 
a human. Chatbots’ conversational features may signal responsiveness and thus improve 
user responses. To explore this, we conducted three online experiments (Ntotal = 1,005) 
using a study advising setting. We computed pooled data analyses because the individ-
ual study results did not provide clear support for our hypotheses. Results indicate that 
users prefer human agents regarding competence and intention to use but not perceived 
enjoyment. Responsiveness increased likability, warmth, and satisfaction. Perceptions of 
the interaction mediated the responsiveness effects. Our findings suggest that educational 
organizations can support their study advising departments with well-functioning chat-
bots without eliciting negative user responses.
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Introduction
Chatbots are text-based automated agents interacting with users through natural lan-
guage (Shawar & Atwell, 2007). They increasingly rely on artificial intelligence (AI-)based 
technologies, including large language models (LLMs) like GPT-3 (Kasneci et al., 2023). 
Already a part of many organizations’ communication policies, AI-based chatbots are also 
increasingly used in educational contexts (e.g., for learning support or academic advis-
ing; Karrenbauer et al., 2021; Kasneci et al., 2023). Academic advising can be prescriptive, 
providing information about administrative issues, or developmental, aiming at defining 
and exploring study or career goals (Gordon, 1994; Mottarella et al., 2004). Developmen-
tal advising holds great potential for using AI-based chatbots but has received little atten-
tion in previous research (Meyer von Wolff et al., 2020). However, because developmental 
advising entails more than simply answering information requests, we deem it crucial to 
systematically investigate whether potential students prefer to be advised by a human or a 
chatbot (Sundar, 2020). Although developers have made significant technological progress 
in developing conversational agents, increasing chatbot acceptance among users remains a 
challenge (Neururer et al., 2018). Responsiveness, in the form of backchanneling cues, is a 
promising conversational feature that has been positively linked to organizational and rela-
tional outcomes in prior research on human-human (Davis & Perkowitz, 1979; De Ruyter 
& Wetzels, 2000) and human-robot interactions (Birnbaum et al., 2016) but has hardly been 
studied in chatbots, as shown in a recent systematic review by Van Pinxteren et al. (2020). 
We thus consider it important to examine the effects of chat agents’ responsiveness on user 
responses. In three online vignette experiments, we aim to answer the research question: 
“To what extent do agent type (chatbot vs. human) and responsiveness influence users’ 
responses to chat advisors?” Additionally, we look at the underlying mechanisms from 
three levels relating to different aspects of the interaction (i.e., the interaction in general, 
the dialogic nature, and the content of the conversation).

Related Research and Theoretical Background
User Responses to Chat Agents

Before turning to prior work on agent type and responsiveness, we want to introduce the 
user responses that form our dependent variables. Following previous work in human-
agent interaction (e.g., Diers, 2020; S. Lee & Choi, 2017; Lou et al., 2021) and academic 
advising (e.g., Mottarella et al., 2004), we examine users’ general attitude toward the way of 
communicating with an organization. To gain a deeper understanding, we look at specific 
cognitive components; for example, the extent to which the advisor is perceived as likable 
(b), intelligent (c), warm (d), and competent (e). These perceptions are basic dimensions in 
evaluating new actors (Bartneck et al., 2009; Fiske, 2018). Likability and perceived intelli-
gence are concepts stemming from human-robot interaction research. Warmth (i.e., good 
social intentions) and competence (i.e., the ability or expertise of the advisor) play a crucial 
role in evaluating human study advisors (Lou et al., 2021; Mottarella et al., 2004). Likability 
and warmth cover the social aspect of agent perception, while intelligence and competence 
are rather task-related (Bartneck et al., 2009; Fiske, 2018). We also capture users’ affec-
tive and behavioral ratings of chat advisors to provide a comprehensive picture. Perceived 
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enjoyment (f) constitutes the affective component. It refers to the extent to which interact-
ing with a system is perceived as pleasurable and fun (Diers, 2020). We conceptualize sat-
isfaction (g) as participants’ perceived performance of the advisor they see in the vignette. 
In line with the Technology Acceptance Model, a prominent model to explain users’ accep-
tance and usage of emerging technologies (Venkatesh, 2000), attitude, perceived enjoyment, 
and satisfaction are considered to be antecedents of user acceptance in terms of intention to 
use the way of communication with the organization (Diers, 2020; S. Lee & Choi, 2017). We 
also include the intention to use the communication medium (h), which, in turn, is consid-
ered to predict actual usage behavior (Venkatesh, 2000), but we were unable to measure this 
in our vignette studies.

We use the Media Are Social Actors (MASA) paradigm as an overarching theoretical 
framework for examining the impact of social cues on user responses to media (Lombard 
& Xu, 2021). The MASA paradigm extends the Computers Are Social Actors (CASA) para-
digm, which states that people apply social rules to their interactions with computers (Nass 
& Moon, 2000) by considering a medium’s social cues and the social signals these elicit to 
users as crucial for activating user responses. Lombard and Xu adopt Fiore et al.’s definition 
of social cues as “features salient to observers because of their potential as channels of useful 
information” (2013, p. 2). In contrast, social signals refer to the interpretation of a sender 
medium’s social cues by the receiver (Fiore et al., 2013). Examples of a medium’s social cues 
include gestures, motion, and language use. These can send out social signals of social iden-
tity, interactivity, and responsiveness to users (Lombard & Xu, 2021). This research focuses 
on cues signaling identity (agent type: human vs. chatbot) and responsiveness (i.e., the use 
or nonuse of verbal backchanneling cues).

A helpful model for investigating the impact of such cues is the Modality-Agency- 
Interactivity-Navigability (MAIN) model (Sundar, 2008). The MAIN model postulates that 
cognitive heuristics about an interaction’s character and content are triggered when visual 
and identity cues are used in the interface (Sundar, 2008). The features of an interface can 
thus shape users’ interaction experience (Sundar, 2020). The model identifies four affor-
dances, which are present in most media: Modality, Agency, Interactivity, and Navigability. 
In this research, we focus on agency, which refers to the information source whose identity 
is communicated by an interface, in our case, an agent, to the user (Sundar, 2008). Visual 
or verbal cues (e.g., a human-like picture or backchannel utterances) can communicate 
an interface’s identity (Sundar, 2008). These cues can trigger cognitive heuristics, like the 
machine heuristic and the social presence heuristic, which likely affect users’ responses to 
chat advisors (Sundar, 2008).

Agent Type: Chatbot vs. Human

According to the MAIN model, machines are expected to lack emotions and, thus, be 
objective, rule-governed, and invariant on the one hand (Sundar, 2008). Machine-like cues 
can positively influence credibility perceptions by triggering the machine heuristic (Sundar, 
2008). For instance, Sundar and Nass (2001) found that news displayed by machine-like 
systems is perceived as more objective than news displayed by humans. On the other hand, 
machines are stereotyped as unemotional and cold (Sundar, 2020).
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If the positive or negative impact of the machine heuristic prevails (i.e., whether people 
favor humans or machine agents) strongly depends on the task at hand (M. K. Lee, 2018). 
We argue that in developmental study advising, people might expect to talk to a human 
because they consider machines as “unfit for ‘human tasks’ that involve subjective judg-
ments and emotional capabilities” (Sundar, 2020, p. 80). Advising prospective students about 
degree programs requires not only rational data processing but also intuitive judgments 
and interpersonal competencies (Mottarella et al., 2004). The outcome of developmental 
study advising can have decisive consequences for a person’s life. Thus, in this context, peo-
ple might prefer communicating with a human because they consider them more flexible, 
adaptable, and sympathetic than a machine—in our case, a chatbot. Previous studies found 
that machine-like cues hinder positive agent evaluations, while human-like cues promote 
positive assessments; for example, users rated human agents (vs. chatbots) higher regard-
ing expected likability and social presence (Spence et al., 2014) and social attraction (Lew 
& Walther, 2023). Given theory and prior research, we expect participants to have a more 
positive attitude toward a human advisor. They should also consider a human more likable, 
intelligent, warm, and competent than the chatbot (Lou et al., 2021). Moreover, we expect 
perceived enjoyment, satisfaction, and use intention to be higher for the human advisor 
(Prahl & Van Swol, 2021):

H1: Human identity cues have a positive effect on (a) attitude, (b) likability,  
(c) perceived intelligence, (d) warmth, (e) competence, (f) perceived enjoyment, 
(g) satisfaction, and (h) intention to use (μhuman identity cues > μchatbot identity cues).

Responsiveness

The general concept of responsiveness stems from the interpersonal relationship literature, 
where it refers to the likelihood of each partner responding to the other and the propor-
tions of relevant and adequate responses (Davis, 1982). In close interpersonal relationships, 
responsiveness refers to “the processes through which relationship partners attend to and 
respond supportively to each other’s needs, wishes, concerns, and goals, thereby promoting 
each other’s welfare” (Reis & Clark, 2013, p. 400). It is considered pivotal for human attach-
ment processes. Responsiveness depends on how partners perceive and respond to each 
other’s needs (Reis & Clark, 2013). When a partner feels that their needs are being met, 
feelings of closeness and mutual sympathy emerge. Partners who are responsive (i.e., psy-
chologically empathetic, attentive, and supportive of one another) benefit in terms of liking, 
well-being, and satisfaction (Birnbaum et al., 2016; Davis & Perkowitz, 1979; Reis & Clark, 
2013). Responsive behavior manifests itself in asking questions, paralinguistic behavior in 
the form of backchannel utterances, summarizing and paraphrasing what has been said, 
and expressing understanding (Maisel et al., 2008). Backchannel cues signal “attention to, 
support or encouragement for, or even acceptance of the speaker’s message” (Mulac et al., 
1998, p. 647). In service encounters, responsiveness has been shown to increase outcomes 
such as customer satisfaction and trust (De Ruyter & Wetzels, 2000). In human-machine 
communication (HMC), positive responsiveness effects on perceived competence, sociabil-
ity, and willingness to use have been found for social robots (Birnbaum et al., 2016). There 
is first evidence that backchanneling increases the intention to use a chatbot (S. Lee et al., 
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2020). Taken together, we expect that responsive (vs. not responsive) advisors increase cog-
nitive, affective, and behavioral user responses (Birnbaum et al., 2016; De Ruyter & Wetzels, 
2000):

H2: Responsive verbal cues have a positive effect on (a) attitude, (b) likability,  
(c) perceived intelligence, (d) warmth, (e) competence, (f) perceived enjoyment, 
(g) satisfaction, and (h) intention to use (μresponsive verbal cues > μno responsive verbal cues).

The Interplay Between Agent Type and Responsiveness

We do not know yet whether the effect of responsiveness is the same across both types of 
agents or not. According to expectation violation theory (Burgoon & Hale, 1988; Grimes 
et al., 2021), initial user expectations of an agent’s performance and whether they are con-
firmed or violated matter. Users attribute more attention to violated expectations than con-
firmed ones (Burgoon & Hale, 1988). Expectation violations can be positive or negative: A 
positive violation is seen as beneficial (e.g., when the user perceives a conversational agent 
as better than expected). In contrast, a negative violation indicates that the user expected 
more of the agent than they received (Burgoon & Hale, 1988). By telling users they are about 
to chat with a chatbot, compared to a human, expectations of the agent are reduced (Grimes 
et al., 2021). When the chatbot employs responsive cues and thus strongly resembles the 
human agent in its conversational characteristics, a responsive chatbot might receive more 
positive user responses than a chatbot without responsive verbal cues. As overly anthropo-
morphic chatbots are often perceived as eerie (Mori et al., 2012), users might feel uncom-
fortable talking to a responsive chatbot. Therefore, one could also expect the responsive 
chatbot to receive more negative user responses than the chatbot without responsive verbal 
cues. Given these conflicting lines of reasoning and the lack of previous research (except, 
e.g., Beattie et al., 2020; Sundar et al., 2016), we formulate an exploratory research question:

RQ1: Is there an interaction effect between agent type (human vs. chatbot iden-
tity cues) and responsiveness (responsive vs. no responsive verbal cues) on  
(a) attitude, (b) likability, (c) perceived intelligence, (d) warmth, (e) competence, 
(f) perceived enjoyment, (g) satisfaction, and (h) intention to use? 

Underlying Processes of Agent Type and Responsiveness Effects

To contribute to a more comprehensive understanding of the effects of agent type and 
responsiveness on user responses, we consider the processes underlying this relationship 
from three levels of analysis that relate to different aspects of interaction believed to be 
important in virtual interactions with social actors (Go & Sundar, 2019; Van der Goot & 
Etzrodt, 2023): the interaction in general, the dialogic nature, and the conversation content.

When looking at the interaction in general, we examine the mediating role of social 
presence. Social presence is defined as the perception of “being with another” (Biocca et 
al., 2003, p. 468). In HMC, it refers to the user’s perception of interacting with a social 
entity rather than a machine (Sundar, 2008). The concept has been shown to positively 
impact attitudinal and behavioral outcomes in virtual interactions (Gefen & Straub, 2004; 
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Oh et al., 2018). Social presence is a fleeting judgment of an interaction influenced by the 
medium (Biocca et al., 2003). For instance, agents that provide human-like visual and ver-
bal cues lead to stronger perceptions of social presence than agents that do not (S. Lee et al., 
2020; Sundar, 2008). We thus expect human and responsive advisors to elicit higher levels 
of social presence, resulting in higher cognitive, affective, and behavioral user-related out-
comes (Biocca et al., 2003; Go & Sundar, 2019).

H3: The effects of agent type on (a) attitude, (b) likability, (c) perceived intel-
ligence, (d) warmth, (e) competence, (f) perceived enjoyment, (g) satisfaction, 
and (h) intention to use are mediated by social presence.

H4: The effects of responsiveness on (a) attitude, (b) likability, (c) perceived 
intelligence, (d) warmth, (e) competence, (f) perceived enjoyment, (g) satisfac-
tion, and (h) intention to use are mediated by social presence. 

Next, we look at the dialogic nature of the conversation. Dialogue is a fundamental 
feature of human conversations and provides the interlocutors with a sense of reciprocity, 
cooperation, and support (Kent & Taylor, 2002), also attributed to responsiveness (Reis & 
Clark, 2013). Conversations with responsively communicating agents should be perceived 
more as a dialogue than ones with an agent not using responsive verbal cues. Similar effects 
have been found for verbal cues signaling message contingency (Go & Sundar, 2019; Sundar 
et al., 2016). Perceived dialogue has been shown to increase advisor perceptions and usage 
intention (Go & Sundar, 2019). We argue that responsive verbal cues positively affect user 
responses via perceived dialogue:

H5: The effects of responsiveness on (a) attitude, (b) likability, (c) perceived 
intelligence, (d) warmth, (e) competence, (f) perceived enjoyment, (g) satisfac-
tion, and (h) intention to use are mediated by perceived dialogue.

Closely related to the concept of perceived dialogue but focused more on the actual 
content of the conversation is the concept of feeling heard, defined as “the feeling that 
one’s communication is received with attention, empathy, respect, and in a spirit of mutual 
understanding” (Roos et al., 2023, p. 5). Responsive verbal cues could reinforce the user’s 
feeling of being heard, leading to more positive evaluations of the advisor and the inter-
action. As feeling heard is a new and under-researched concept, we want to answer the 
following research question:

RQ2: Does feeling heard mediate the effects of responsiveness on (a) attitude,  
(b) likability, (c) perceived intelligence, (d) warmth, (e) competence, (f) per-
ceived enjoyment, (g) satisfaction, and (h) intention to use? 

All three potential mediating mechanisms are considered to play important roles in 
virtual interactions with social actors (Go & Sundar, 2019), which is why we believe they 
could operate in parallel (see Ischen et al., 2020 for a similar approach). Feelings of social 
presence and being heard as well as the perception of dialogue in an interaction all involve 
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notions of reciprocity, responsiveness, and mutual understanding (Roos et al., 2023; Sundar 
et al., 2016). Therefore, we will simultaneously investigate whether social presence, per-
ceived dialogue, and feeling heard mediate the responsiveness effects on our outcomes of 
interest. Entering all three mediators in the same model controls for shared variance and 
provides stronger evidence for conclusions about the underlying processes (Hayes, 2022).

Overview of the Current Studies
In three online vignette experiments conducted in 2021, we investigated the extent to which 
agent type and responsiveness influence users’ responses to chat advisors. Vignette designs 
are common in HMC research (Greussing et al., 2022; e.g., Abendschein et al., 2021; Beattie 
et al., 2020). The local ethics committee of the Leibniz-Institut für Wissensmedien, Tübin-
gen, approved the studies. Informed consent was obtained from participants before their 
participation. Preregistrations, materials, data, and additional results are freely accessible 
on OSF: https://osf.io/w8dzv.

Study 1
Method

We conducted a 2 (agent type: chatbot vs. human) × 2 (responsiveness: absence vs. presence 
of responsive verbal cues) between-subjects experiment. Participants were recruited via the 
online sampling platform Prolific. Of the 280 participants who completed the study, 253 
passed the agent type manipulation check and were retained (nfemale = 101, age: M = 28.18, 
SD = 9.25, range = 18–69) (power analysis in Appendix A). Participants were randomly 
assigned to one of four conditions. After providing informed consent, all participants saw 
a vignette in the form of a pre-recorded animated chat conversation between the study 
advisor, Sophie, and Marc, a prospective student at Sophie’s university. The advisor asked 
the user several questions during the conversation to find out his interests. Based on Marc’s 
answers, Sophie recommended suitable degree programs. Finally, we asked participants to 
complete a survey about their perceptions of the interaction and key demographics. The 
design of the chat interface resembled the design of contemporary messenger interfaces 
used in practice (Appendix B). A robot icon was used to represent the chatbot, and it intro-
duced itself as “Sophie, the chatbot of the student advisory service.” The human advisor was 
represented with the portrait of a businesswoman, and she introduced herself as “Sophie, 
a student advisor” (see Go & Sundar, 2019 for a similar approach). All conversations were 
equal in content and without disruptions. Responsiveness was manipulated using short 
backchanneling cues and tokens like questions, paraphrases, and expressions signaling 
thinking processes (Maisel et al., 2008). Specifically, the responsive agents responded to the 
user’s inputs with utterances like “Mhm,” “Got it,” and “Hmm, let me think.” The responsive 
agent also asked the user for his name and repeated it in the following input.

To measure the attitude toward the means of communication, we used a scale by Diers 
(2020). Specific cognitive user responses were assessed using the likability and perceived 
intelligence scales from the Godspeed Questionnaire (Bartneck et al., 2009) and the warmth 
and competence scales from Fiske (2018). Affective user response was assessed using a 

https://osf.io/w8dzv
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perceived enjoyment scale, and the behavioral aspect was reflected with an intention to use 
scale, both by Diers (2020). We asked participants to rate whether they would have found 
the advisor’s behavior satisfactory if they had been in the student’s position using Lagace et 
al.’s satisfaction scale (1991). We adopted the scales for social presence, perceived dialogue, 
and feeling heard from Gefen and Straub (2004), Sundar et al. (2016), and Roos et al. (2023), 
respectively. We included manipulation checks for agent type (adapted from Go & Sundar, 
2019) and responsiveness (adapted from De Ruyter & Wetzels, 2000) to ensure effective 
manipulations. We assessed the same variables in all studies (Appendix C, descriptive statis-
tics in Appendix D). Bivariate correlations were rather strong (Appendix E), ranging from 
r = .39 to r = .89 (p < .001). Attitude and intention to use, both drawn from the Technology 
Acceptance Model literature (Venkatesh, 2000) and relating to the communication with the 
organization, were strongly correlated (r > .86). Perceived dialogue and feeling heard also 
correlated strongly, potentially due to similarity in item content. Internal consistency of all 
constructs was satisfactory (Cronbach’s α > .80).

Results

As intended, participants in the responsive conditions perceived the agent as significantly 
more responsive (M = 5.89, SD = 1.03) than those in the conditions without responsive 
verbal cues (M = 5.15, SD = 1.36), as a Welch two-sample t-test showed (t(237.59) = 4.88,  
p < .001, d = 0.61). To test H1 and H2 and to answer RQ1, we carried out a two-way mul-
tivariate analysis of variance (MANOVA). Using Pillai’s trace, there was a significant main 
effect of agent type on the outcomes (V = 0.15, F(1, 248) = 5.40, p < .001). Separate univariate 
analyses of variance (ANOVA) only revealed a significant agent type effect for satisfaction 
(g) (F(1, 248) = 6.72, p = .010): Participants in the chatbot conditions tended to be more 
satisfied (M = 5.56, SD = 1.24) than participants in the human conditions (Satisfaction:  
M = 5.13, SD = 1.48; t(239.74) = −2.51, p = .013, d = −0.32). Neither the responsiveness 
effect (V = 0.04, F(1, 248) = 1.16, p = .324) nor the interaction between agent type and 
responsiveness (V = 0.02, F(1, 248) = 0.74, p = .657) were significant. We rejected H1 and 
H2. We did not perform mediation analyses to test H3–H5 and to answer RQ2 because 
neither agent type nor responsiveness positively impacted the outcomes. We thus rejected 
H3–H5.

Discussion

Contrary to the hypotheses, neither human identity cues nor responsive behavior positively 
affected user responses. The zero effects of responsiveness are striking, given the signifi-
cant responsiveness effects on the manipulation check. Moderation analyses did not yield 
significant results. The sample size was slightly below the target size due to our exclusion 
criterion. As we had based our power considerations on a small interaction effect that Go 
and Sundar (2019) found in a study where participants directly interacted with chat agents, 
the effect sizes in our vignette design could be even smaller. Hence, we decided to replicate 
our study with a larger sample.
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Study 2
Method

The experimental design and measures were equal to those in Study 1. We aimed to recruit 
403 participants via university mailing lists. A total of 520 participants completed the study. 
We excluded 118 participants because they failed the agent type manipulation check and 
one who admitted to not having answered the questionnaire reliably, which led to a final 
sample of N = 401 (nfemale = 287, age: M = 24.26, SD = 6.11, range = 18–69).

Results

As intended, participants in the responsive conditions scored significantly higher on the 
responsiveness manipulation check (M = 5.86, SD = 1.20) than participants in the condi-
tions without responsive verbal cues (M = 4.67, SD = 1.54) as a Welch two-sample t-test 
showed (t(357.33) = 8.51, p < .001, d = 0.86). We conducted a two-way MANOVA to test H1 
and H2 and answer RQ1. Using Pillai’s trace, there was a significant main effect of agent type 
(V = 0.06, F(1, 394) = 3.36, p = .001). The responsiveness effect (V = 0.03, F(1, 394) = 1.58, 
p = .129) and the interaction between agent type and responsiveness (V = 0.02, F(1, 394) = 
0.95, p = .388) were not significant in the multivariate model. Separate ANOVAs revealed a 
significant agent type effect for likability (b) (F(1, 394) = 4.92, p = .036). Participants in the 
chatbot conditions rated the agent more likable (M = 5.63, SD = 1.05) than participants in 
the human conditions (M = 5.41, SD = 1.07; t(397) = −2.21, p = .035, d = −0.21). Although 
the responsiveness effect was not significant, we computed separate ANOVAs, revealing 
positive responsiveness effects on warmth (d) (F(1, 394) = 6.32, p = .012) and satisfaction 
(g) (F(1, 394) = 6.53, p = .011). We rejected H1 and accepted H2d), g). We computed par-
allel multiple mediator models (Hayes, 2022) predicting warmth and satisfaction using the 
R package lavaan (Rosseel et al., 2021) but did not find significant indirect effects (OSF).

Discussion

Like in Study 1, human identity cues did not significantly improve user responses in Study 
2. However, we found significant effects of responsive conversational cues on warmth and 
satisfaction. We conducted a third study to clarify our findings from Studies 1 and 2.

Study 3
Method

We collected data from 418 participants via the crowdsourcing platform Clickworker. Three 
hundred fifty-one participants passed the agent type manipulation check and were retained 
(nfemale = 127, age: M = 38.53, SD = 12.28, range = 18–73). The experimental design and 
measures were equal to those we used in Studies 1 and 2.1

1. Study 3 was designed to additionally explore the impact of agent response time on users’ responses, so 
response time (immediate or dynamically delayed) was included as a third experimental factor. However, 
because the results were not vital to answering our research question, we decided to move them to OSF.
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Results

Participants in the responsive conditions scored significantly higher on the responsive-
ness manipulation check (M = 6.08, SD = 0.88) than participants in the conditions without 
responsive verbal cues (M = 5.54, SD = 0.96), as shown in a two-sample t-test (t(349) = 
5.54, p < .001, d = 0.59). To test H1–H2 and to answer RQ1, a two-way MANOVA was 
carried out. Using Pillai’s trace, there was a significant main effect of agent type (V = 0.08, 
F(1, 347) = 4.11, p < .001) on the outcome variables. The responsiveness effect (V = 0.04, 
F(1, 347) = 1.66, p = .108) and the interaction between agent type and responsiveness  
(V = 0.02, F(1, 347) = 1.04, p = .403) were not significant in the multivariate model. Separate 
ANOVAs only revealed a significant agent type effect on competence (e) (F(1, 347) = 12.49,  
p < .001) and a marginally significant responsiveness effect on likability (b) (F(1, 347) = 3.85,  
p = .051). Follow-up tests yielded that participants in the human conditions rated the 
agent more competent (M = 5.76, SD = 0.93) than participants in the chatbot conditions  
(M = 5.36, SD = 1.12; t(349) = 3.54, p < .001, d = 0.01). We, therefore, accepted H2e) and 
rejected H2. As we did not find significant positive agent type or responsiveness effects 
(H2), we did not compute parallel multiple mediator models.

Discussion

Participants perceived the human agent as more competent than the chatbot, but no sig-
nificant responsiveness effects were found. Still, a considerable proportion of participants 
did not recognize the alleged human, reducing the sample and resulting in a power loss 
for estimating interaction effects (posthoc power = 74.40%, N = 351, α = .05, f = .14). To 
mitigate the potential power issues of Studies 1 and 3, we conducted analyses based on the 
pooled data from all studies.

Additional Analyses: Pooled Data
Using the pooled data (N = 1,005) and controlling for study number, we performed an 
exploratory MANCOVA to clarify the main effects on the outcomes. Using Pillai’s trace, 
the inclusion of study number as a control variable indicated differences between studies  
(V = 0.11, F(2, 995) = 7.19, p < .001). Specifically, participants in Study 2 showed lower val-
ues on all outcomes than those in Studies 1 and 3, pointing to a generational effect. Study 
2 comprised university students who were younger on average than participants in Studies 
1 and 3 and, thus, may have had more experience with chat advisors. In contrast to the 
individual study results, using Pillai’s trace, we found significant main effects of agent type 
(H1; V = 0.07, F(1, 995) = 9.10, p < .001) and responsiveness (H2; V = 0.03, F(1, 995) = 3.25, 
p = .001). The interaction between agent type and responsiveness (RQ1) was not signifi-
cant (V < .01, F(1, 995) = 0.59, p = .783). Univariate ANCOVAs and pairwise comparisons 
yielded significant positive effects of human identity cues on competence (e) and intention 
to use (h). Participants perceived the interaction with the human agent as less enjoyable 
than the interaction with the chatbot. In addition, significant positive responsiveness effects 
emerged for likability (b), warmth (d), and satisfaction (g), strengthening the individual 
study findings (Table 1, with adjusted means in Table 2).
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TABLE 1 Two-Way ANCOVA Statistics and Effect Sizes for Study Variables (Pooled Data)

Variable Effect F ratio p η2
partial

Attitude Study 15.80 < .001 .03

AT 3.27 .071 .00

R 0.64 .422 .00

AT × R 0.44 .510 .00

Likability Study 3.23 .040 .01

AT 3.79 .052 .00

R 6.12 .014 .01

AT × R 0.10 .755 .00

Perceived intelligence Study 16.43 < .001 .03

AT 2.41 .121 .00

R 1.97 .161 .00

AT × R 0.34 .558 .00

Warmth Study 10.45 < .001 .02

AT 0.51 .475 .00

R 8.93 .003 .01

AT × R 0.71 .400 .00

Competence Study 7.02 < .001 .01

AT 7.32 .007 .01

R 0.04 .847 .00

AT × R 0.25 .616 .00

Perceived enjoyment Study 26.27 < .001 .05

AT 4.95 .026 .01

R 2.67 .102 .00

AT × R 0.01 .927 .00

Satisfaction Study 14.29 < .001 .03

AT 3.28 .070 .00

R 6.09 .013 .01

AT × R 1.11 .293 .00

Intention to use Study 21.83 < .001 .04

AT 6.90 .009 .01

R 0.48 .487 .00

AT × R 0.15 .694 .00

Note. N = 1,005. ANCOVA = analysis of covariance. Study = study number, AT = agent type,  
R = responsiveness. df = 1,995, except dfStudy = 2,995.
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TABLE 2 Adjusted Means and Effect Sizes for Study Variables (Pooled Data)

Variable
Agent Type Responsiveness

Chatbot Human p η2
partial Absent Present p η2

partial

Attitude 4.45 4.64 .068 .00 4.50 4.58 .435 .00

Likability 5.70 5.57 .050 .00 5.55 5.71 .013 .01

Perceived intelligence 5.58 5.68 .125 .00 5.58 5.67 .175 .00

Warmth 5.21 5.17 .481 .00 5.09 5.29 .003 .01

Competence 5.47 5.64 .006 .01 5.55 5.54 .844 .00

Perceived enjoyment 4.27 4.06 .029 .00 4.10 4.26 .089 .00

Satisfaction 5.20 5.04 .076 .00 5.01 5.24 .012 .01

Intention
to use 4.35 4.65 .009 .01 4.45 4.52 .517 .00

Note. N = 1,005. One-way ANCOVAs controlled for study number.

To analyze the underlying relationship processes between agent type and responsiveness 
and the outcomes, we computed three parallel multiple mediator models predicting the 
outcomes significantly impacted by responsiveness; for example, likability (b), warmth 
(d), and satisfaction (g), using the R package lavaan (Rosseel et al., 2021). Including social 
presence, perceived dialogue, and feeling heard allowed us to model our three potential 
mediation levels simultaneously. We operationalized the latent constructs using reflective 
measurement models composed of the corresponding items.2 All standardized factor load-
ings were sufficiently strong (λ > .50) and significant (p < .001). Knowing the mediators to 
be strongly correlated, we specified their covariances. We controlled the models for study 
number. Model fit was acceptable (Westland, 2015). As expected, we found high correla-
tions between social presence and perceived dialogue (r = .67 in the likability, r = .66 in the 
warmth and satisfaction models), social presence and feeling heard (r = .61), and perceived 
dialogue and feeling heard (r = .95) throughout the models. Figures 1–3 display the results 
of the mediation models predicting likability, warmth, and satisfaction. Significant posi-
tive indirect effects emerged for likability via social presence, for warmth via social pres-
ence and feeling heard, and for satisfaction via social presence and perceived dialogue. The 
direct effects (i.e., the effects of responsiveness on the outcomes when the mediators were 
included in the model) were not significant, suggesting full mediations.

2. The standardized factor loadings of the two inversely coded feeling heard items were < .50. We thus followed 
Roos et al. (2023) in specifying the covariance between the residuals accounting for different response behaviors 
for inversely coded items. The error terms correlated moderately (r = .42, p < .001).
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FIGURE 1 Parallel Multiple Mediator Model for the Effect of Responsiveness  
on Likability (Pooled Data)
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Figure 1

Note. df = 261. Χ2 = 1592.500, p < .001, CFI = .914, RMSEA = .071, CIRMSEA(.068, .075), SRMR = .063. 
Unstandardized coefficients. Controlled for study number. R2

Likability = .473, R2
Social presence = .054, R2

Perceived dialogue = 
.014, R2

Feeling heard = .009.
* p < .05, ** p < .01, *** p < .001.

FIGURE 2 Parallel Multiple Mediator Model for the Effect of Responsiveness  
on Warmth (Pooled Data)
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Note. df = 285. χ2 = 2406.803, p < .001, CFI = .875, RMSEA = .086, CIRMSEA(.083, .089), SRMR = .071.  
Unstandardized coefficients. Controlled for study number. R2

Warmth = .734, R2
Social presence = .054, R2

Perceived dialogue = 
.015, R2

Feeling heard = .009.
* p < .05, ** p < .01, *** p < .001.
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FIGURE 3 Parallel Multiple Mediator Model for the Effect of Responsiveness  
on Satisfaction (Pooled Data)
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Note. df = 238. χ2 = 1552.062, p < .001, CFI = .918, RMSEA = .074, CIRMSEA(.071, .078), SRMR = .063. 
Unstandardized coefficients. Controlled for study number. R2

Satisfaction = .592, R2
Social presence = .054, R2

Perceived 

dialogue = .015, R2
Feeling heard = .010.

* p < .05, ** p < .01, *** p < .001.

General Discussion
We conducted three vignette experiments to answer the question: To what extent do agent 
type and responsiveness influence users’ responses to chat agents? Three key findings and 
subsequent implications emerged.

First, no study clearly supported our hypothesis on the positive impact of human iden-
tity cues on user responses (H1). The pooled analyses, however, suggested that participants 
considered the human agent more competent and indicated a higher intention to use it 
compared to the chatbot. This aligns with our hypothesis and suggests the machine heu-
ristic does not hold for human tasks like developmental study advising (Sundar, 2020). 
Still, participants preferred the chatbot in terms of perceived enjoyment. There were no 
effects on the other outcomes, aligning with prior research suggesting little overall differ-
ence in the perception of humans and anthropomorphic chatbots (Beattie et al., 2020; Nass 
& Moon, 2000). Only the pooled analyses yielded small effects of human identity cues, 
although statistical power was high. The agents’ error-free answers and suitable program 
recommendations to the user might be the reason for the small effects. Data were collected 
before ChatGPT was launched, so the high quality of the answers allegedly stemming from 
a chatbot might have been surprising for the participants. Considering the rapid improve-
ment of generative AI, the question of whether and how small identity cues affect chatbot 
evaluations gets even more important. We can conclude that regardless of how well a chat-
bot performs and how much people enjoy it, human agents seem to be preferred as study 
advisors of a university.

Second, we found significant positive responsiveness effects on warmth and satisfaction 
in Study 2 (H2). The pooled analyses confirmed these findings and yielded an additional 
significant positive responsiveness effect on likability. We showed that a responsive com-
munication style elicits positive responses in contexts where agents must provide support 
and understanding. Positive responses were elicited regarding the agent’s social traits like 
likability, warmth, and satisfaction, corresponding to earlier findings from interpersonal 
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communication research (Davis & Perkowitz, 1979). Responsive cues alone might be too 
subtle to tell whether people will want to be advised by an agent and not as decisive for 
perceptions relating to the successful completion of a task. Once high efficiency, the pri-
mary reason for using chatbots (Følstad & Skjuve, 2019), is reached, these softer cues might 
become more important.

Third, perceptions of the agent mediated the relationship between responsiveness and 
likability, warmth, and satisfaction (H4-H5, RQ2). Social presence consistently mediated 
the effects on likability, warmth, and satisfaction, whereas perceived dialogue and feeling 
heard only mediated the effect on satisfaction and warmth, respectively. Overall, this is 
consistent with our theoretical assumption that responsive verbal cues from an interlocutor 
signal understanding and support, thereby leading to more positive user responses (Reis & 
Clark, 2013). However, because perceived dialogue and feeling heard were highly correlated 
and had similarities in item content (Appendix C), controlling for one construct eliminated 
the respective other’s effect. This raises the question of whether the variables represent dif-
ferent constructs. We showed that verbal cues have the potential to make users feel more 
socially present and heard (Lombard & Xu, 2021). How the interaction is perceived appears 
to be more critical to perceptions of the advisor’s social attributes and satisfaction than 
individual aspects (e.g., its dialogic nature and conversation content).

Interestingly, responsiveness did not interact with agent type. Responsive cues seem 
equally important to peoples’ perception of chatbots and humans. Future research could 
employ other interindividual moderators that could affect the effect of agent type on user 
outcomes (e.g., affinity for technological interaction; Franke et al., 2019). Context-specific 
differences could also be explored; for example, responsive cues might matter more when 
a chatbot serves as an emotional support tool (e.g., Birnbaum et al., 2016 for social robots).

Agent type influenced certain outcomes, while responsiveness influenced others. The 
machine heuristic suggests machine actors are viewed as more objective, rule-based, and 
competent than humans (Sundar, 2008). Our results challenge this, as competence and 
intention to use were higher in the human conditions. The task of study advising, which 
we consider a human task at its core, might be the reason (Sundar, 2020). Additionally, the 
items used to assess intention to use referred to the way of communication with an orga-
nization. Thus, even if chatbots perform just as well as humans, a preference for talking to 
humans and an aversion to the use of automation and algorithms in universities’ communi-
cation remain (Dietvorst et al., 2015).

We aimed to investigate users’ perceptions of the agent and the interaction as well as the 
classical technology acceptance variables attitude and intention to use (Venkatesh, 2000). 
Agent and interaction perceptions are established antecedents of attitude and use intention, 
whereas the latter can predict actual usage (i.e., adoption; Diers, 2020; S. Lee & Choi, 2017; 
Venkatesh, 2000). Responsiveness, in contrast, is more likely to impact social perceptions 
and seems relevant to users’ satisfaction. For researchers more interested in the processes 
underlying chatbot adoption, the variables affected by responsiveness become relevant as 
they might mediate responsiveness effects on user satisfaction, which in turn might influ-
ence intention to use (Lou et al., 2021).

Our research contributes to the emerging research field of HMC regarding the impact 
of social cues on the perception and evaluation of machine agents (Gambino et al., 2020; 
Lombard & Xu, 2021). The different user responses to humans and chatbots suggest that 
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the media equation does not apply to all social interactions with machines (i.e., not all 
machines are always perceived as social actors; Van der Goot & Etzrodt, 2023). There is 
reason to believe that users mindfully evaluate the source depending on situational fac-
tors (e.g., the interaction context) and dispositional factors (e.g., personality) (E.-J. Lee, 
2023). Van der Goot and Etzrodt (2023) recommend conducting more qualitative research 
to unravel these processes and to understand “how users negotiate the blurring boundar-
ies between humans and machines” (p. 27). This question will become more important as 
human-like chatbots based on generative AI continue to gain traction.

Previous research on study advising has shown that a warm and supportive advising 
style is an influential factor for satisfaction and is even more important than the advising 
approach (Mottarella et al., 2004). A warm communication style is often associated with 
developmental advising. Although prescriptive advising is task-oriented and focuses on 
explaining requirements and procedures, a more responsive style could improve student 
acceptance. We suggest that researchers investigating the differences between various advis-
ing approaches should pay more attention to the advisor’s communication style, whether 
human or chatbot.

The results have implications for university practitioners considering using chatbots in 
developmental advising. While perceived competence and intention to use were higher for 
the human advisor, chatbot scores for these variables were above the scale means. So, chat-
bot support for student advising might be an efficient addition when financial resources or 
staff shortages are an issue. Leveraging the benefits of automated communication can thus 
be feasible without eliciting negative user responses. Yet, developers must ensure that the 
chatbots work well (e.g., by adequately exploiting the advantages of LLMs; Kasneci et al., 
2023). But the way the chatbot presents the information is also critical. Study advising chat-
bots should be designed to evoke feelings of warmth and support, which have been shown 
to facilitate successful advising (Mottarella et al., 2004). Integrating responsive features into 
chat interactions may help universities and schools build and maintain warm and support-
ive relationships with their (potential) students. A well-thought-out dialogue design can 
help integrate responsive verbal cues without too much financial or human effort.

Limitations and Future Research

Although vignette designs have high internal validity and give participants a unique per-
spective (Abendschein et al., 2021), they cannot offer as much ecological validity as exper-
iments where participants directly interact with an agent. In our studies, participants were 
mere observers of the interaction, which could have increased their distance from the inter-
action, decreasing their involvement and identification with the user. The high nonrandom 
dropout rates due to failed agent type manipulation checks could have been related to the 
study design. To ensure experimental control, we kept the layout and content across all con-
ditions constant. We thus manipulated agent type only in terms of the agent’s introduction 
and avatar, which may have led participants to perceive the human agent as an anthropo-
morphic chatbot. Future studies could examine participants’ direct interactions with chat 
agents to increase ecological validity. To ensure the comparability of our results, we used the 
same stimulus materials in all studies, which might have affected the validity of our results 
in case the stimuli did not optimally manipulate our independent variables. Future studies 
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could use stimulus sampling (i.e., employ a variety of user-agent conversations) to reduce 
the impact of the unique features of a particular stimulus on the results and strengthen the 
conclusions (Jackson & Jacobs, 1983).

Our studies focused on investigating the effects of agent type and responsiveness on 
a wide range of dependent variables, including cognitive, affective, and behavioral user 
responses, but not on the relationships between the outcomes. As there is a plethora of 
scales from different disciplines that measure similar constructs (e.g., human-likeness per-
ceptions; Ischen et al., 2023), researchers call for common conceptualizations and mea-
surement scales for key outcomes (Følstad et al., 2021; Greussing et al., 2022). A systematic 
assessment and confirmatory factor analysis of common scales used in HMC research could 
shed light on what makes each construct unique, how the constructs are empirically related, 
and how they contribute to chatbot adoption.

Conclusion
In three experiments, we investigated the impact of agent type and responsiveness on a 
wide range of user-related outcomes in the context of study advising. Our results suggest 
that human agents are favored in terms of competence and intention to use but not in terms 
of perceived enjoyment. Further, the results indicate that responsiveness positively impacts 
users’ perceptions of agent likability, warmth, and satisfaction, mainly by increasing percep-
tions of the interaction. Our studies add novel insights to the literature on human-machine 
communication and offer two practical implications: First, our findings may encourage 
educational organizations to support their study advising departments with chatbots. Sec-
ond, the use of responsive language by human agents and chatbots could help organizations 
build and maintain healthy and sustainable relationships with their (potential) students. 
Due to significant advances in generative AI, we can expect that people will increasingly be 
unable to distinguish whether they are interacting with a human or a chatbot in the future. 
Therefore, it will continue to be crucial to systematically investigate the role of relatively 
small social cues in the perception and evaluation of AI-based chatbots.
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Appendices
Appendix A—Power Analyses

The sample size of Study 1 (N = 256) was determined by an a priori power analysis (f = .18, 
α = .05, 1−β = .80) for an interaction effect resulting from an ANOVA. The power analysis 
was based on the small interaction effect (η2

partial = .03) found by Go & Sundar (2019) in an 
experiment on the effects of identity and conversational cues on attitude toward the website 
where the chatbot is placed, using real interactions with chat agents. As we expected effects 
in Studies 2 and 3 to be smaller than Go and Sundar’s interaction effect, we determined a 
sample size of N = 403 a priori for a significant interaction effect of f = .14 (α = .05, 1−β = 
.80).

Appendix B—Screenshots of Exemplary, Translated Chat Conversations in 
Chatbot and Human Conditions

Appendix B
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Appendix C—English Translations of Items and Alpha Values for Variables 
Across Studies

Variable and Items
Cronbach’s α  

in Study

1 2 3

Attitude
1. I find it attractive to communicate with an organization in this way.
2. I find it useful to communicate with an organization in this way.
3. I find this way of communicating with an organization interesting.
4. I find it helpful to communicate in this way with an organization.
5. Communicating in this way with an organization helps me to meet  

my needs.

.95 .95 .91

Likability
Please rate your impression of Sophie on these scales: [dislike– 
like, unfriendly–friendly, unkind–kind, unpleasant–pleasant,  
awful–nice].

.92 .87 .90

Perceived intelligence
Please rate your impression of Sophie on these scales: [incompetent–
competent, ignorant–knowledgeable, irresponsible–responsible, 
unintelligent–intelligent, foolish–sensible].

.88 .90 .92

Warmth
How [warm, trustworthy, friendly, honest, likable, sincere] do you  
think Sophie was?

.87 .88 .91

Competence
How [competent, intelligent, skilled, efficient, assertive, confident]  
do you think Sophie was?

.88 .86 .91

Perceived enjoyment
1. The conversation evokes positive feelings in me.
2. I found the conversation entertaining.
3. I enjoyed reading the conversation.

.90 .89 .91

Satisfaction
1. I would be happy with Sophie’s recommendations for courses  

of study.
2. I would be satisfied with the way Sophie spoke to Marc.
3. I would be satisfied with the information Sophie gave Marc.
4. I would be satisfied with the conversation Marc had with Sophie.

.92 .91 .94

Intention to use
1. If an organization offers this possibility of communication, I will use 

it.
2. If I have the opportunity to communicate with an organization in 

this way, I will.
3. I am very likely to use this way of communicating with an 

organization.
4. Once this way of communicating with an organization is 

established, it will be my preferred method.

.96 .96 .97
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Variable and Items
Cronbach’s α  

in Study

1 2 3

Social presence
1. There was a sense of human contact in the interaction.
2. There was a sense of personalness in the interaction.
3. There was a feeling of sociability in the interaction.
4. There was a feeling of human warmth in the interaction.
5. There was a feeling of human sensitivity in the interaction.

.94 .94 .96

Perceived dialogue
1. I had the feeling that Sophie was in an active dialogue with Marc.
2. Marc’s interactions with Sophie felt like a back-and-forth 

conversation.
3. I felt that Sophie and Marc were involved in a joint task when 

choosing a program.
4. Sophie was quick to respond to Marc’s input and requests.
5. I felt that Sophie took Marc’s individual wishes into account.

.85 .82 .86

Feeling heard
1. Marc felt heard.
2. Marc was able to say what he really wanted to say.
3. Sophie seemed to care more about something else than what Marc 

said.
4. Sophie listened to Marc.
5. Sophie tried to put herself in Marc’s shoes.
6. Sophie seemed insensitive to Marc’s thoughts and feelings.
7. Sophie treated Marc with respect.
8. Sophie and Marc understood each other.

.84 .82 .86

Agent type manipulation check
If you think back to the chat interaction you just saw: Who was Marc 

talking to?
1 = the study advisor Sophie, 2 = the professor Sophie, 3 = the chatbot 

Sophie, 4 = the doctor Sophie, 5 = don’t know

— — —

Responsiveness manipulation check
1. Study 1: Sophie used affirmative expressions to indicate that she 

was really listening to Marc.
2. Studies 2, 3: Sophie used affirmative expressions to indicate that 

she was listening to Marc.
3. Study 1: Sophie appropriately picked up on what Marc said in her 

response.
4. Studies 2, 3: Sophie picked up on what Marc said in her response.

.77 .65 .59

Note. 7-point Likert-type rating scales (1 = do not agree at all, 7 = fully agree), except likability, perceived 
intelligence (7-point semantic differentials) and the agent type manipulation check.
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Appendix D—Means and Standard Deviations for Variables Across Studies

Variable
Study 1 Study 2 Study 3 Pooled Data

M SD M SD M SD M SD

Dependent Variables

Attitude 4.79 1.58 4.18 1.67 4.76 1.61 4.53 1.65

Likability 5.68 1.08 5.53 1.06 5.72 0.96 5.63 1.04

Perceived intelligence 5.90 0.88 5.43 1.13 5.66 1.00 5.63 1.04

Warmth 5.35 0.99 5.01 1.11 5.29 1.11 5.19 1.09

Competence 5.73 0.90 5.43 0.98 5.54 1.06 5.54 1.00

Perceived enjoyment 4.29 1.42 3.78 1.51 4.55 1.50 4.18 1.52

Satisfaction 5.34 1.38 4.83 1.52 5.30 1.39 5.12 1.46

Intention to use 4.74 1.76 4.04 1.84 4.80 1.67 4.49 1.80

Mediators

Social presence 3.80 1.52 3.58 1.51 4.35 1.52 3.91 1.55

Perceived dialogue 5.28 1.16 5.13 1.19 5.49 1.10 5.29 1.16

Feeling heard 5.43 0.92 5.30 0.95 5.48 0.97 5.39 0.95

Note. N1 = 253, N2 = 401, N3 = 351, Ntotal = 1,005.



Klein and Utz 99

Appendix E—Bivariate Correlations Between Variables Across Studies

Variable 1 2 3 4 5 6 7 8 9 10 11

1. Attitude —

2. Likability
.39
.43
.49

—

3.  Perceived 
intelligence

.47

.38

.54

.70

.59

.73
—

4. Warmth
.57
.56
.60

.69

.68

.74

.63

.52

.71
—

5. Competence
.48
.50
.59

.44

.49

.64

.67

.54

.76

.66

.67

.80
—

6.  Perceived 
enjoyment

.61

.57

.65

.57

.46

.59

.49

.31

.56

.65

.61

.73

.45

.49

.60
—

7. Satisfaction
.61
.65
.70

.58

.58

.63

.66

.52

.64

.72

.72

.76

.68

.68

.73

.61

.63

.71
—

8. Intention to use
.89
.86
.91

.36

.38

.48

.41

.32

.50

.48

.49

.57

.44

.42

.54

.56

.54

.59

.53

.57

.63
—

9. Social presence
.54
.51
.59

.51

.53

.52

.48

.42

.50

.68

.63

.67

.50

.50

.55

.71

.66

.70

.49

.46

.57

.57

.61

.59
—

10.  Perceived 
dialogue

.52

.49

.51

.56

.56

.61

.51

.46

.64

.73

.69

.72

.61

.59

.73

.55

.54

.59

.50

.43

.48

.71

.64

.68

.57

.63

.57
—

11. Feeling heard
.52
.43
.46

.56

.55

.66

.53

.42

.62

.71

.67

.74

.59

.58

.72

.46

.47

.53

.45

.36

.42

.67

.59

.66

.53

.41

.51

.74

.79

.79
—

Note. Pearson’s correlations r. Grey shaded cells: 1st line = Study 1 (N = 253), 2nd line = Study 2 (N = 401), 
3rd line = Study 3 (N = 351). All correlations are significant at p < .001.
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Abstract

In the emerging field of voice shopping with quasi-sales agents like Amazon's Alexa, we 
investigated the influence of perceived human-AI relationships (i.e., authority ranking, 
market pricing, peer bonding) on (voice-)shopping intentions. In our cross-sectional sur-
vey among experienced voice shoppers (N = 423), we tested hypotheses specifically differ-
entiating voice shopping for low- and high-involvement products. The results emphasized 
the importance of socio-emotional elements (i.e., peer bonding) for voice shopping for 
high-involvement products. While calculative decision-making (i.e., market pricing) was 
less relevant, the master-servant relationship perception (i.e., authority ranking) was 
important in low-involvement shopping. An exploratory analysis of users’ desired bene-
fits of voice shopping reinforces our claims. The outcomes are relevant for conversation 
designers, business developers, and policymakers.

Keywords: voice shopping; human-AI relationship; conversational AI; high- and 
low-involvement; perceived benefits

Introduction
With the introduction of online shopping, people could purchase almost anything with a 
few clicks. Three decades later, people can just tell a computer to place an order. Although 
voice shopping is a form of e-commerce, it substantially differs from traditional online 
shopping (Klaus & Zaichkowsky, 2022). We argue that voice shopping with a conversational 

Human-Machine Communication
Volume 8, 2024

https://doi.org/10.30658/hmc.8.5

ISSN 2638-602X (print)/ISSN 2638-6038 (online)
www.hmcjournal.com

 101

Copyright 2024 Authors. Published under a Creative Commons Attribution 4.0 International (CC BY-NC-ND 4.0) license.

CONTACT Marisa Tschopp   • mats@scip.ch • scip AG • Badenerstrasse 623 • 8048 Zurich, Switzerland

https://orcid.org/0000-0001-5221-5327
https://orcid.org/0000-0001-6579-8250
https://doi.org/10.30658/hmc.8.5
http://www.hmcjournal.com
https://orcid.org/0000-0001-5221-5327


102 Human-Machine Communication 

artificial intelligence (AI) is conceptually more similar to decision-making in a brick-and-
mortar store involving in-person interactions with human salespeople and should be inves-
tigated as such.

Research on relationships between the consumer and (human) seller is popular in the 
marketing literature (Alvarez & Fournier, 2016). For example, studies have shown that a 
positive seller-buyer relationship leads to greater brand trust and more positive affect by 
consumers (Carroll & Ahuvia, 2006; Chaudhuri & Holbrook, 2002). But the relationship 
perspective has yet not been translated into human-AI interaction, investigating the per-
ception of conversational AI as quasi-sales agents whom consumers form some sort of rela-
tionship with (e.g., Lim et al., 2022; Ramadan, 2021; Rhee & Choi, 2020). In fact, research 
precisely on human-AI relationships is, in general, still nascent (Pentina et al., 2023), and 
the few existing findings paint a complex picture.

Hu et al. (2022) found that people who see their conversational AI mostly as assisting 
them have stronger voice shopping intentions, motivated by a hierarchical power expe-
rience over their voice assistants, a claim supported by Tassiello et al. (2021). While Hu 
et al. (2022) did not differentiate what users bought, Tassiello et al. as well as Rhee and 
Choi (2020) did. Both used the concept of low- and high-involvement: Low-involvement 
products are characterized as low-cost items consumers tend to consider without exten-
sive deliberation, in contrast to high-involvement products, which are typically pricier and 
necessitate thorough evaluation (Mari & Algesheimer, 2021; Rhee & Choi, 2020; Tassiello et 
al., 2021). In the development of their hypotheses, they argue that shoppers think differently 
about the products, requiring different persuasive messages to facilitate voice shopping. 
Contrasting Hu et al.’s (2021) and Tassiello et al.’s (2020) findings, Rhee and Choi (2020) 
found that a friend-like voice shopping user interface increased voice shopping intentions 
for low-involvement products.

These partly inconsistent findings call for further research, including the nature of the 
perceived relationship and the purchase. Therefore, we apply a multidimensional human-AI 
relationship model while differentiating between low- and high-involvement products. 
Assuming that users perceive their relationship to their conversational AI not just along a 
friend or servant dimension but along several dimensions, as suggested by Tschopp et al. 
(2023), holds promise in gaining differentiated insights into users’ voice shopping behavior 
and addressing the contradictions in the current landscape. Thus, the focal question of this 
study is: Does the way users relate to their conversational AI influence what kind of prod-
ucts they buy?

How Users Perceive Their Relationship to Conversational AI

The remarkable progress in AI in the past decades has steadily stretched the boundaries 
of human-AI interaction and communication, demonstrated by the developments of lan-
guage models. These advancements have rendered users’ interactions not only social in the 
sense of being imbued with meaning or emotion but have also expanded the potential for 
the establishment of what might be considered relationships with AI agents, as asserted by 
Pentina et al. (2023).

To examine the human-AI relationship perception from a multidimensional per-
spective, we are building upon Tschopp et al.’s (2023) adaptation of the Relational Models 
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Theory (RMT) by Alan P. Fiske (Haslam & Fiske, 1999) to human-AI relationships. RMT is 
a theory on how humans construe their relationships with other humans. RMT describes 
four dimensions and has received mighty empirical support in the past decades. These four 
dimensions are (1) communal sharing (i.e., a kinship-like relationship as it is with families 
based on mutual trust), (2) equality matching (i.e., a tit-for-tat-like relationship as with 
roommates in a shared flat where equal give-and-take is key), (3) authority ranking (i.e., a 
hierarchical relationship characterized by a clear chain of command like soldiers and their 
superiors), and (4) market pricing (i.e., a currency-based relationship characterized by 
cost-benefit analyses as it is with employers and their bosses in a workplace).

Applying RMT, Tschopp et al. (2023), found that human-AI relationships are perceived 
along three dimensions varying in emotional breadth and perceived agency. Communal 
sharing and equality matching merged into one emotional dimension named peer bond-
ing (see Table 1). They found that conversational AI users characterized their relationship 
mostly by authority ranking (i.e., a hierarchical owner-assistant relationship) and market 
pricing (i.e., a nonhierarchical exchange relationship) and least by peer bonding (i.e., a 
peer-like relationship). Notably, authority ranking was not informative for variables con-
cerning system perception (e.g., trust, perceived intelligence, or affinity to technology). The 
two rather interactive dimensions (i.e., market pricing and peer bonding) had stronger pre-
dictive values, especially regarding anthropomorphism (Tschopp et al., 2023), which drives 
the development of our hypotheses and research questions.

While the initial work by Tschopp et al. (2023) remained exploratory, we aim to further 
investigate their assumptions in an applied context, namely voice shopping. This context 
presents an intriguing opportunity because multiturn dialogues are necessary to make a 
purchase decision. In other words, you have to actually communicate with the conversa-
tional AI and not only give orders, such as turning off the lights, where other relational 
dynamics may be involved.

Peer bonding, often regarded as the most emotionally charged connection, involves 
regarding the partner as an equal and companion-like figure while also upholding a sense 
of responsibility for one’s conduct (Tschopp et al., 2023). Arguably, for people who see their 

TABLE 1 Description of the Three Modes of Human-AI Relationships  
(based on Tschopp et al., 2023)

Peer Bonding Market Pricing Authority Ranking

 ▶ Most human-like 
dimension where 
the user treats the 
conversational AI as an 
equivalent peer.

 ▶ Best characterized as a 
communal relationship. 

 ▶ The user perception is 
guided by cost-benefit 
analyses with no 
hierarchies.

 ▶ Best characterized as an 
exchange relationship on 
eye level. 

 ▶ A hierarchical order is  
perceived between users 
and the conversational AI.

 ▶ Best characterized as a 
master-servant relationship.

The user tends to feel 
emotionally closer to the 
system.

The user tends to care about 
competence and rational 
trust in the system.

The user tends to use the 
system for a greater variety of 
purposes.
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device through this relationship mode, the voice shopping experience would be more like 
shopping with a peer.

The newly introduced perception of conversational AI as a rational exchange partner, 
called market pricing, was found to be rather popular (Tschopp et al., 2023). Its core charac-
teristic lies in the reliance on ratio values, devoid of hierarchies, thus resembling an equal-
other, granted some sort of agency. Arguably, for people who see their device through this 
relationship mode, the voice shopping experience would be more like having a professional 
sales agent making the shopping decision together with the consumer.

The majority of respondents perceived their devices as authority ranking. The key char-
acteristic of this arrangement is the creation of a linear hierarchy between humans and the 
conversational AI. For people who see their device through this relationship mode, the 
shopping experience would be more like shopping with a subservient helper or concierge. 
However, before making such assumptions, a better understanding of voice commerce is 
necessary.

Shopping via Conversational AI

Voice shopping, or voice commerce, is an emerging commercial trading system where, for 
instance, Alexa users (Amazon’s conversational AI) can search, purchase, and track prod-
ucts on Amazon solely through a voice user interface (VUI) (Halbauer & Klarmann, 2022; 
Ramadan, 2021). Alexa shoppers predominantly purchase entertainment products (such as 
music or books), household essentials (like batteries or toilet paper), and clothing, whereby 
re-purchases and new orders occur with equal frequency (for a comprehensive breakdown 
of product categories, see Kinsella, 2018). Practitioners are eager to leverage this new sales 
channel. However, research in the field is in its infancy, with limited empirical data on what 
promotes or hinders voice shopping scattered across disciplines (Klaus &  Zaichkowsky, 
2022; Lim et al., 2022).

From a psychological perspective, initial studies have investigated what drives voice 
shopping intentions. Trust (Huh et al., 2023; Mari & Algesheimer, 2021), perceived 
human-likeness/anthropomorphism (Han, 2021; Huh et al., 2023), perceptions of social 
presence, emotional bonding, and para-social interaction and dialogue (Ramadan, 2021), 
were found to have a positive influence on voice shopping intentions and continuance. 
These studies stress the importance of the social dimension in voice purchasing behav-
ior. Especially with regard to the voice shopping process, the increasing interactive verbal  
decision-making processes and two-way interaction render “voice assistants partners in the 
decision-making dialogue rather than mere order takers” (de Bellis & Venkataramani Johar, 
2020; Dellaert et al., 2020)

Furthermore, only a limited number of empirical studies have distinguished voice shop-
ping intentions based on the specific products individuals purchase, which likely engage 
distinct processes as comprehensively laid out by Rhee and Choi (2020). In simpler terms, it 
is highly likely that there is a notable distinction between buying batteries and purchasing a 
laptop through voice commands, where there is limited access to information and a varying 
necessity to rely on the AI as a sales agent.

When using conversational AI for product selection, Klaus and Zaichkowsky (2022) sug-
gest that the algorithm serves distinct purposes based on the complexity and functionality 
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of the product. In their model, they differentiate high- and low-involvement situations, 
where the algorithm serves different functions depending on whether the product is simpler 
and more functional (i.e., low-involvement). This entails a more utilitarian approach, where 
users allow the conversational AI to handle the purchase. This concept was also applied in 
a study by Mari and Algesheimer (2021), who selected batteries as a low-involvement prod-
uct, invoking the “yeah, whatever” heuristic. In contrast, the decision-making process for 
intricate, costly, and/or high-risk products, as outlined in Klaus and Zaichkowsky’s model, 
appears quite different. When acquiring items like a $500 vacuum cleaner, more informa-
tion and guidance are necessary, making them high-involvement purchases that demand 
greater time and effort for decision-making. In this framework, an algorithm aids the buyer 
in making the most informed shopping decision collaboratively.

Against this background and given the inclination of people to respond to technologi-
cal systems in social ways (Nass & Moon, 2000) and the empirical importance of the social 
dimensions as antecedents of (voice) shopping decisions, it is rather surprising that only 
a few studies have looked at the impact of perceived relationship to the conversational AI 
on home shopping behavior. Much research has focused on relational proxies, assessing 
constructs such as perceived warmth, psychological distance, or anthropomorphism (e.g., 
Gong, 2008; Pitardi & Marriott, 2021) or role ascriptions (e.g., Sundar et al., 2017). Further-
more, and as mentioned above, inconsistent results raise further questions: Hu et al. (2022) 
have found that presenting conversational AI as servants enabled a power experience for 
users as masters and increased voice shopping intentions (given that they had a desire for 
power). Similarly, an experimental study by Tassiello et al. (2021) found that the subservient 
assistant role facilitated voice shopping. On the other hand, Rhee and Choi (2020) found 
that a friend-like social design had a positive influence on voice shopping intentions. Nota-
bly, this was particularly important for buying low-involvement products. These findings 
underscore the need for further research to carefully examine and dissect voice shopping 
intentions, particularly by distinguishing between different types of products that involve 
varying levels of involvement in the purchase decision-making process.

Hypotheses Development

Does the Perceived Human-AI Relationship Influence Voice Shopping Intentions?
Dellaert et al.’s (2020) argument that virtual assistants serve as partners in decision-making 
suggests that peer bonding and market pricing are highly relevant for voice shopping, more 
so than authority ranking. To reiterate, a large amount of research suggests that human-
like system perception variables such as perceived human-likeness (Huh et al., 2023) or 
emotional bonding (Ramadan, 2021) are promoting shopping intentions. We thus predict:

H1: Higher values in peer bonding predict a stronger intention to use voice 
shopping.

Market pricing, the non-hierarchical relationship dimension characterized by exchange 
and interaction, is emotionally less pronounced. However, market pricing still constitutes a 
human-like relationship, in the sense that it requires that users attribute agency to the sys-
tem and see their conversational AI rather as an exchange partner whom they meet on “eye 
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level” than as a tool. Relying on the fact that human-like perceptions of conversational AI 
go hand in hand with voice shopping intentions (Huh et al., 2023), we also expect:

H2: Higher values in market pricing predict a stronger intention to use voice 
shopping. 

Based on the rationale that the conversational AI functions as a sales agent rather than 
a simple order processor, and considering the absence of predictive information regarding 
authority ranking as per Tschopp et al.’s study (2023), we posed the influence of authority 
ranking as an exploratory research question in our preregistration. The results were ana-
lyzed in an equitable manner within our results section.

RQ1: How does authority ranking associate with general voice shopping inten-
tions?

Different Predictors for Different Products?

We argue that different relationship dimensions will predict shopping intentions for dif-
ferent products because people evaluate products differently. Inspired by Rhee and Choi’s 
(2020) arguments, this rationale is based on the elaboration likelihood model (ELM, Petty 
& Cacioppo, 1986), which distinguishes two routes. The peripheral route is characterized 
by a low amount of effort taken to process product information, but it could also be based 
on evaluating characteristics of the seller (see also Rhee & Choi, 2020). The peripheral 
route is typically used for low-involvement items, which are often cheap and interchange-
able products (e.g., toilet paper or chewing gum; see Rhee & Choi, 2020). In other words, 
when a shopping decision bears no real risk, people do not think a lot but follow intuitions 
and emotions. This focus on intuition and emotions resonates with peer bonding, which 
is characterized by emotions and similar to a relationship with human peers whom people 
follow intuitively without much thought. This is in line with the study by Rhee and Choi 
that demonstrated the positive effect of a friend-like social design on shopping for low- 
involvement products but not for high-involvement products.

The central route is used for more cognitively demanding products. This form of infor-
mation processing is characterized by careful elaboration of the quality of arguments, facts, 
or figures (Petty & Cacioppo, 1986). This cognitive effort is typically only invested when 
the motivation to process the information is high, in other words, in a shopping context 
in which more is at stake—financially or personally. This should apply in the case of high- 
involvement products. When voice shopping for high-involvement products, the  
decision-making process resembles the central route. Voice shoppers should be highly moti-
vated to evaluate product characteristics and rationality should dominate in a “cost-bene-
fits-analysis style.” This style fits a market pricing relationship based on cost-benefit analysis. 
Taken together, the intuitive and emotional processing style applied when shopping low- 
involvement products resonates with peer bonding, whereas the cost-benefit-analysis 
style applied when buying high-involvement products resonates with market pricing (see  
Table 1). We thus predict:
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H3: The intention to buy low-involvement products via voice shopping is pre-
dicted to a stronger extent by peer bonding than by market pricing.

H4: The intention to buy high-involvement products via voice shopping is pre-
dicted to a stronger extent by market pricing than by peer bonding.

As before, we posed an exploratory question regarding the role of authority ranking:

RQ2: How does authority ranking associate with voice shopping intentions for 
low- and high-involvement products? 

To situate the relational approach into common customer value frameworks, we 
assessed what people care about in voice shopping. We looked at desired hedonic, utilitar-
ian, symbolic, and social benefits (inspired by McLean & Osei-Frimpong, 2019) and how 
they associate with voice shopping intentions and human-AI relationships. We anticipate 
that the exploratory analysis will provide conceptual reinforcement for our findings. Given 
the early stage of the field, it is premature to make definitive predictions and thus commit 
to the exploration of our research question.

RQ3: How do desired shopping benefits associate with the human-AI relation-
ship perception and voice shopping intentions?

Methods
Design and Participants

We conducted a preregistered cross-sectional study to test our hypotheses https:// 
aspredicted.org/2pg28.pdf. The study was run online via Prolific in July 2022. We aimed 
at a sample of 450 based on the assumption that N = 250 is required for stable correla-
tions (Schönbrodt & Perugini, 2013). We added 200 participants to definitely end up with  
N > 250, even in case of substantial exclusions. We preregistered the following exclusion 
criteria: no experience in voice shopping, failing at least one attention check, and too short 
(< 150 seconds) or too long (> 80,000 seconds) duration of the survey. In a prescreening, we 
surveyed people (Ntotal = 800) to identify potential participants engaging regularly in voice 
shopping with conversational AIs such as Alexa. We collected data from 451 participants 
fulfilling this criterion in exchange for £1.10. Twenty-eight participants were excluded based 
on the criteria mentioned above or because they were outliers with an absolute studentized 
deleted residual > 2.59 in the regression testing (H1 and 2), another preregistered exclu-
sion criterion. The remaining respondents N = 423 (57% female, 42%, male, 1% other; age  
M = 41, SD = 11.4, age range 19–84 years) responded to the questionnaire regarding their 
use of Alexa (78%), Google Assistant (16%), Siri (5%), or other conversational AI (1%). 
More information about users’ voice shopping preferences can be found in the supplement. 
A sensitivity analysis for a single predictor in multiple regression analysis with three pre-
dictors (the analysis for the main predictions) indicated that the sample size was sufficient 
to detect an effect of f² = .018 at alpha = .05 and 1-beta = .8.

https://aspredicted.org/2pg28.pdf
https://aspredicted.org/2pg28.pdf
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Procedure

We invited participants to take part in a study on users’ perceptions of voice shopping. 
After providing consent, participants had to choose which conversational AI their answers 
referred to and then respond to the human-AI relationship questionnaire (adapted from 
Haslam & Fiske, 1999; see Tschopp et al., 2023). The instructions for the measure require 
people to focus on a specific device when reporting their relationship. Afterward, we sur-
veyed users about their shopping intentions to test the predictions. Variables were presented 
in a fixed order. All items were randomized. Next, exploratory variables were assessed. Per-
ceived and desired benefits, trust, and user characteristics (device specifics, frequency of 
and experience in voice shopping, estimated voice shopping spending per year). We placed 
questions for demographic information and a final opportunity to withdraw their data at 
the end. Analyses have been conducted using SPSS 25.0 unless reported otherwise. Supple-
mental data, code, data, and pre-registration are available at https://researchbox.org/1029.

Measures

Human-AI relationship was assessed using the questionnaire by Tschopp et al. (2023). 
Administering the questionnaire involves a specific mandatory procedure. Responding to 
the Human-AI relationship questionnaire necessitates first choosing a voice assistant their 
answers refer to (e.g., Alexa or Google Assistant). After selecting their preferred assistant, 
participants were directed to reflect on past shopping experiences and rate the extent to 
which items described their relationship with the chosen assistant in mind. The question-
naire consisted of 17 items using a 7-point Likert scale (1 = not at all true for this relation-
ship, 7 = very true for this relationship): nine items for peer bonding, four items for authority 
ranking, and four items for market pricing. A principal component analysis (PCA) with 
varimax rotation was conducted (see Table 2). The three factor solution (based on the  
Kaiser criterion) explained 56.42% of the variance. As in prior studies, the first component 
represents peer bonding, the second component authority ranking, and the third component 
market pricing. Due to high loadings (> .4) on a factor they were not intended to correlate 
with, we omitted items 6 and 17. The final scales presented sufficient reliabilities: Cronbach’s 
Alpha = .91 for peer bonding, Alpha = .71 for authority ranking, and Alpha = .66 for mar-
ket pricing. Market pricing was positively correlated with peer bonding (r = .47, N = 423,  
p < .001) and authority ranking (r = .27, N = 423, p < .001). No significant correlation was 
found between authority ranking and peer bonding (r = –.09, N = 423, p = .073).

Voice shopping. We measured the general intention to continue voice shopping with 
three items adapted from McLean and Osei-Frimpong (2019). Respondents indicated their 
agreement on a 7-point Likert scale (3 items, 1 = strongly disagree to 7 = strongly agree). For 
instance, “I plan to continue to use the conversational AI for shopping in the future.” An 
index was formed by averaging the responses (Cronbach’s Alpha = .98).

https://researchbox.org/1029
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TABLE 2 Results From a Factor Analysis of the Human-AI Relationship  
Questionnaire (N = 423)

Item
Factor Loading

1 2 3

Peer Bonding 

1 There is a moral obligation to act kindly to each other .550 .387

2 Decisions are made together by consensus .771

3 You tend to develop similar attitudes and behaviors .756

4 It seems you have something unique in common .839

5 You two are like a unit: you belong together .784

6 You are like tit for tat: you do something and expect something 
similar in return .487 .425

7 Everyone has an equal say when a decision is made .780

8 You take turns doing what the other wants .786

9 You are like peers or fellow co-partners .783

Authority Ranking 

10 One of us is entitled to more than the other .701

11 One directs the work, the other pretty much follows .675

12 You are like leader and follower .691

13 One is above the other in a kind of hierarchy .745

Market Pricing

14 What you get from this interaction is directly proportional to how 
much you give .661

15 You have a right to a fair rate of return for what you put into this 
interaction .733

16 You expect the same return on your effort other people get .740

17 Your interaction is a strictly rational cost-benefit analysis .536

Note. Extraction Method: Principal Component Analysis. Rotation Method: Varimax with Kaiser 
Normalization. Rotation converged in five iterations. The highest factor loadings are in bold, factor 
loadings below .30 are not displayed.

Intention to continue voice shopping for low-involvement products and the intention 
to continue voice shopping for high-involvement products were assessed with a single item 
each on a 7-point Likert scale (1 = strongly disagree to 7 = strongly agree). Participants read 
the description, see Table 3, and rated their agreement “I predict I would continue to use 
the conversational AI for shopping in the future.” General voice shopping intentions were 
highly correlated with low-involvement shopping intentions (r = .81, N = 423, p < .001) and 
moderately with high-involvement shopping intentions (r = .41, N = 423, p < .001). Using 
the three indicators is supported by a principal component analysis (see supplement). 
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TABLE 3 Description of Low- and High-Involvement Shopping Intentions

Intention to continue voice shopping for 
low-involvement products

Intention to continue voice shopping for 
high-involvement products

Think about your future voice shopping 
experiences. Would you use the voice 
assistant to shop for products, which are 
rather convenience products, that require 
no effort to buy, and there are no emotional 
values or risks attached? For example, 
products such as paper towels, chewing gum, 
cereals, or a specific book. Please rate the 
extent to which these statements describe 
your intention to continue purchasing these 
types of products with your voice assistant in 
the future.

Think about your future voice shopping 
experiences. Would you use the voice 
assistant to shop for products which are 
rather complicated and require some effort 
to make a decision, with higher emotional 
values or risks attached? For example, a 
laptop, a smartphone, a vehicle, or a tablet. 
Please rate the extent to which these 
statements describe your intention to 
continue purchasing these types of products 
with your voice assistant in the future.

We tested these instructions in a pretest. In response to the high-involvement prod-
uct description, people bought items such as laptops or smartphones, jewelry, or clothes. 
In response to the low-involvement product description, people reported household items 
such as toilet paper or soap, books, or groceries. Thus, the instructions seem to work as 
intended (see supplement).

Desired benefits were assessed with a 10 items scale measuring hedonic, utilitarian, 
symbolic, and social benefits inspired by McLean and Osei-Frimpong (2019). Respondents 
rated their agreement on a 7-point Likert scale (1 = strongly disagree to 7 = strongly agree). 
Because the original questionnaire assessed actual rather than desired benefits, we per-
formed a factor analysis supporting the intended four-factor structure (see supplement). 
Two items assessed hedonic benefits (e.g., “It is important to me to have fun while shopping 
with my voice assistant”, r = .60, N = 423, p < .001), four items utilitarian benefits (e.g., “It is 
important to me that the voice assistant makes shopping more efficient,” Cronbach’s Alpha 
= .84), two items symbolic benefits (e.g., “It is important to me that shopping with my voice 
assistant enhances my image among my peers,” r = .82, N = 423, p < .001), and two items 
measured social benefits (e.g., “I care that shopping with a voice assistant is like dealing with 
a real person,” r = .77, N = 423, p < .001).

User characteristics. We assessed participants’ use of smart speaker or tablet, screen 
use, and voice shopping spendings (see Table in the supplement). We measured frequency 
of use (“How often do you use voice assistant for shopping?”) on a single-item 6-point scale 
from 1 = almost daily to 5 = 1–2 times per year (including an option 6 = not at all, ensuring 
to only survey experienced voice shoppers). Experience of use (“Since when do you use 
voice assistant for shopping purposes?”) was measured on a scale ranging from 1 = 5 years 
or more to 6 = less than 12 months.
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Results
Preliminary Analysis

We conducted an ANOVA with repeated measures and post-hoc comparison using Bon-
ferroni correction to test for differences between the dimensions of the relationship per-
ception. Participants saw their relationship with the conversational AI as more strongly 
characterized by authority ranking (M = 4.85, SD = 1.38, N = 423) than by market pricing 
(M = 4.42, SD = 1.43, N = 423) and peer bonding (M = 2.61, SD = 1.31, N = 423), all ps < 
.001, F(1.76, 422.00) = 402.28, p < .001, η²part = .488 (with Huyn-Feldt correction). For all 
descriptive results, see Table 4 below.

TABLE 4 Means, Standard Deviations, and Bivariate Correlations (N = 423)

Human-AI
Relationship Voice Shopping Desired Benefits

Scale M SD PB AR MP GI LI HI HB UB SyB

Human-AI Relationship

Peer Ponding (PB) 2.61 1.31

Authority Ranking 
(AR) 4.85 1.38 –.09

Market Pricing (MP) 4.42 1.43 .47** .27**

Voice Shopping 

General Continuance 
Intention (GI) 5.31 1.3 .20** .10* .18**

Continuance Intention 
Low-Involvement (LI) 5.40 1.38 .15** .12** .14** .81**

Continuance Intention 
High-Involvement (HI) 3.60 1.93 .42** –.01 .23** .41** .38**

Desired Benefits

Hedonic Benefits (HB) 4.69 1.21 .34** .10* .34** .30** .27** .31**

Utilitarian  
Benefits (UB) 5.17 1.09 .20** .27** .44** .42** .40** .24** .51**

Symbolic  
Benefits (SyB) 2.30 1.5 .45** .01 .14** .14** .14** .35** .35** .17**

Social Benefits (SoB) 3.20 1.51 .50** –.01 .23** .19** .19** .35** .47** .33** .62**

Note. **Bivariate correlation is significant at the .01 level. Correlation is significant at the .05 level.

Main Analyses

General Voice Shopping Intentions (H1 and H2, RQ1)
We tested the predictions that higher values in peer bonding (H1) and market pricing (H2) 
would predict a stronger general intention to use voice shopping by regressing general voice 
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shopping intentions on the human-AI relationship dimensions. Supporting H1, the regres-
sion analysis showed that higher values in peer bonding were associated with a stronger 
intention to continue voice shopping in general (β = 0.18, p = .001, 95%-CI[0.73,0.29]). 
H2 was not supported as market pricing did not predict a higher intention to engage in 
voice shopping (β = 0.07, p = .255, 95%-CI[–0.04,0.16]). The same was true for authority 
ranking, which was included in the regression for exploratory reasons (β = 0.10, p = .055, 
95%-CI[–0.002,0.19]).

Intention to Engage in Low-Involvement Voice Shopping (H3, RQ2)
We hypothesized that the intention to buy low-involvement products is predicted to a 
stronger extent by peer bonding than by market pricing. Voice shopping intentions for 
low-involvement products were regressed on the dimensions of human-AI relationship 
perception. We found that peer bonding predicts intentions to engage in low-involvement 
shopping (β = 0.15, p = .006, 95%-CI[0.05,0.28]). Market pricing was not associated with 
low-involvement voice shopping intentions (β = 0.02, p = .684, 95%-CI[–0.09,0.13]). Evi-
dence for H3 was provided by the fact that the CIs for both standardized regression coeffi-
cients did not include the respective other regression coefficient. Notably, authority ranking 
positively predicted intentions to voice shop for low-involvement products (β = 0.15, p = 
.004, 95%-CI[0.05,0.25]).

Intention to Engage in High-Involvement Voice Shopping (H4, RQ2)
We hypothesized that the intention to buy high-involvement products is predicted to a 
stronger extent by market pricing than by peer bonding. Voice shopping intentions for 
high-involvement products were regressed on the dimensions of relationship perception. 
We found no significant association of market pricing with intentions to engage in voice 
shopping for high-involvement products (β = 0.04, p = .410, 95%-CI[–0.08,0.20]). How-
ever, peer bonding predicted high-involvement shopping intentions (β = 0.40, p < .001, 
95%-CI[0.43,0.73]). Thus, we did not find evidence for H4. The intention to buy high- 
involvement products via voice shopping was not predicted by the market pricing but by 
the perception of peer bonding relationship (Table 5). The reported correlations did not 
substantially change when shopping spendings or screen use were included as covariates in 
the regressions reported so far (for details, see supplement). 

TABLE 5 Regression Coefficients of Relational Modes and Shopping Intentions  
on Desired Benefits (N = 423)

Variable General
Voice Shopping

Low-Involvement
Voice Shopping

High-Involvement
Voice Shopping

β β β

Authority Ranking .10 .15* .02

Market Pricing .07 .02 .04

Peer Bonding .18** .15*  .40**

Note. *p < .05. **p < .01. Significant values in bold. 
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Relation Between Human-AI Relationships, Desired Benefits,  
and Voice Shopping Intentions (RQ3)

We regressed the relationship dimensions on the desired benefits (see Table 6). Higher val-
ues of desired utilitarian benefits were associated with higher values in authority ranking,  
β = 0.31, t(418) = 5.53, p < .001, and market pricing, β = 0.35, t(418) = 6.90, p < .001. Mar-
ket pricing was also predicted by desired hedonic benefits, β = 0.13, t(418) = 2.37, p = .018. 
Higher values in hedonic benefits, β = 0.11, t(418) = 2.01, p = .037, desired symbolic, β = 
0.22, t(418) = 4.17, p < .001, and social benefits, β = 0.31, t(418) = 5.37, p<.001, significantly 
predicted higher values in peer bonding. The other relations were not significant. Then, we 
regressed the two voice shopping dimensions on the desired benefits, showing that low- 
involvement shopping was predicted by desired utilitarian benefits (β = 0.35, t(418) = 6.65, 
p < .001). High-involvement shopping, on the other hand, was significantly associated 
with desired hedonic (β = 0.13, t(418) = 2.27, p = .024), symbolic (β = 0.21, t(418) = 3.64,  
p < .001,), and social benefits (β = 0.14, t(418) = 2.21, p = .028).

TABLE 6 Regression Coefficients of Relational Modes and Shopping Intentions  
on Desired Benefits (N = 423)

Variable 
Authority
Ranking

Market
Pricing

Peer  
Bonding

Low- 
Involvement

Voice Shopping

High- 
Involvement 

Voice Shopping

Desired Benefits β β β β β

Utilitarian Benefits .31** .35** .01 .35** .10

Hedonic Benefits –.02 .13* .11* .06 .13*

Symbolic Benefits .04 .00 .22** .05 .21**

Social Benefits –.12 .06 .31** .01 .14*

Note. *p < .05. **p < .01. 

In sum, utilitarian benefits are the primary predictor of authority ranking, market pric-
ing, and low-involvement shopping, whereas hedonic, symbolic, and social benefits are 
related to peer bonding and high-involvement shopping.

Discussion
The primary goal of this study was to investigate whether voice shopping intentions for low- 
and high-involvement products depend on how users perceive the human-AI relationships 
(i.e., peer bonding, market pricing, and authority ranking, based on Tschopp et al., 2023).

Supporting H1, we found that general shopping intentions were predicted by peer 
bonding, in line with prior research highlighting social dimensions in voice shopping (e.g., 
Mari & Algesheimer, 2021). Peer bonding showed stronger predictive values for low- and 
high-involvement shopping than market pricing, supporting H3 but contradicting H4. Peer 
bonding may not only be relevant for low-involvement shopping but, as indicated by a 
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strong regression coefficient, even more in high-involvement shopping. This is interesting 
because it contrasts Rhee and Choi’s results (2020) with regard to high-involvement shop-
ping yet supports the findings regarding low-involvement shopping. Against our prediction, 
market pricing was unrelated to shopping intentions (contradicting H2 and H4). Market 
pricing may not relate to voice shopping, as the rational calculations inherent in market 
pricing may not be conducive to the presumably swift decision-making process involved 
in voice shopping. Thus, one could posit that voice shopping appears to be associated more 
with rapid decision-making than deliberative, slow thinking (cf. Kahneman, 2012). The 
difference in results compared to Rhee and Choi (2020) could be due to the different study 
approaches. They conducted an experiment with undergraduates potentially lacking voice 
shopping experience and confronted them with a shopping scenario—yielding high inter-
nal validity, whereas we recruited experienced voice shoppers and asked about their shop-
ping intentions—yielding high external validity.

Our complementary analysis (RQ3) on the desired benefits sheds light on reasons  
for the strong predictive power of peer bonding. High-involvement shopping (not low- 
involvement shopping) was related to perceived hedonic, social, and symbolic benefits, 
which are more socio-emotional in nature. The importance of the socio-emotional dimen-
sions in all facets of voice shopping supports Dellaert et al.’s (2020) claim that AI assistants 
are more partners in an interactive decision-making process than subservient assistants. 
Notably, low-involvement shopping was also related to authority ranking (RQ1 and 2), 
products traditionally associated with utilitarian purposes, where interaction focuses on 
efficiency.

In sum, people tend to use voice shopping either in a utilitarian manner, by giving 
orders to their AI assistant, and/or in a more socio-emotional fashion, immersed in a rather 
emotional shopping experience. No evidence was found for market pricing we assumed to 
predict high-involvement shopping, invalidating the concept of low- and high-involvement 
decision-making. Maybe the technology is simply “not there yet,” or high-involvement 
products might be bought via voice shopping after the calculative decision process has been 
performed.

Implications for Theory

The proposed differentiation of perceived human-AI relationships proved to be helpful 
to disentangle the consequences of different social perceptions on behavioral intentions. 
Researchers can use the framework to further explore voice shopping or other function-
alities (e.g., smart home) and other applications in the broader AI field (e.g., automated 
driving). Our study focused on voice shopping intentions, yet if our findings also hold for 
actual behavior, outcomes have strong practical implications.

Implications for Practice and Policy

System designers may have to rethink effective conversational design strategies tailored to 
different shoppers as well as shopping scenarios. However, more research is needed to draw 
safe conclusions. Implications may also arise for business developers choosing the sales 
channel. For selling low-involvement products, Alexa as a channel might work well despite 
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the lack of control over the conversational design. For high-involvement items, control 
over the social design might be critical due to the found importance of socio-emotional 
elements. Thus, with limited control over the social design, Alexa as a sales channel for 
high-involvement products might not work well. Last but not least, the results may also be 
relevant for policymakers who further aim to investigate the manipulation and addiction 
potential of human-AI relationships and the potential facilitation thereof through emo-
tional or personalized social designs (Véliz, 2023). In other words, more evidence is needed 
on whether these relationship dynamics can be exploited.

Strengths and Limitations

The study enriches the comprehension of the emerging field of voice shopping by inves-
tigating experienced voice shoppers and amplifies the value of the perceived human-AI 
relationships (Tschopp et al., 2023) as predictors thereof. Thereby, this research allows for 
recommending differentiated voice user interface design strategies and may guide strategic 
sales channel decisions. A limitation of our findings is the reliance on self-reported shop-
ping intentions instead of actual shopping behavior as well as the lack of cultural variation. 
Caution is advised regarding the market pricing predictions due to lower scale reliability. 
The internal consistency was low and could, unfortunately, not be improved by dropping 
single items. Future research should use longitudinal and/or experimental designs.

Conclusion
We have investigated the influence of differently perceived human-AI relationships on gen-
eral, high- and low-involvement shopping intentions. The results emphasized the impor-
tance of socio-emotional elements (i.e., peer bonding) for voice shopping, in particular 
for high-involvement products. For low-involvement products, however, the traditional 
master-servant relationship (i.e., authority ranking) was still found to be relevant. Under-
standing the impact of multidimensional human-AI relationship perception is relevant 
for researchers, system designers, and business developers—presumably not only in voice 
shopping. Additionally, it holds relevance for policymakers, given recent studies pointed 
out potential negative impacts like user manipulation or addiction through humanized 
design (Ramadan, 2021).
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Abstract

Agents are designed in the image of humans, both internally and externally. The inter-
nal systems of agents imitate the human brain, both at the levels of hardware (i.e., neu-
romorphic computing) and software (i.e., neural networks). Furthermore, the external 
appearance and behaviors of agents are designed by people and based on human data. 
Sometimes, these humanlike qualities of agents are purposely selected to increase their 
social influence over human users, and sometimes the human factors that influence per-
ceptions of agents are hidden. Inspired by Blascovich’s “threshold of social influence” 
(Blascovich et al., 2002), a model designed to explain the effects of different methods 
of anthropomorphizing embodied agents in virtual environments, we propose a novel 
framework for understanding how humans’ attributions of human qualities to agents 
affects their social influence in human-agent interaction. The External and Internal Attri-
butions model of social influence (EIA) builds on previous work on agent-avatars in 
immersive virtual reality and provides a framework to link previous social science theories 
to neuroscience. EIA connects external and internal attributions of agents to two brain 
networks related to social influence: the external perception system, and the mentaliz-
ing system. Focusing human-agent interaction research along each of the attributional 
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dimensions of the EIA model, or at the functional integration of the two, may lead to a 
better understanding of the thresholds of social influence necessary for optimal human-
agent interaction.

Keywords: human-AI, human-agent, neuroscience, virtual reality, social influence

Introduction
Communicating and interacting with nonhuman agents is becoming increasingly preva-
lent. In this paper, we define agents as computer programs designed to take actions and/
or have specific goals. Such agents can range from virtual assistant technologies to fully 
autonomous robots. While the technological capability and sophistication of artificially 
intelligent systems continues to advance, our understanding of how humans process 
interactions with artificial agents is incomplete. Recently, it has even been suggested that 
the field of human-robot interaction is approaching a “social robotics winter,” referenc-
ing the mismatch between the promise of social robots and the outcome of failed human- 
robot interactions (Henschel et al., 2020). One source of this mismatch between unrealistic 
human expectations and social robotics reality comes from attempts to leverage human 
social reflexes to enhance trust and liking toward agents. However, such interactions can 
be problematic. Unrealistic expectations and incorrect grounding of human-agent interac-
tions may set humans up for unsuccessful, disappointing, or disingenuous interactions with 
agents. In such cases, people may be reluctant to adopt or interact with these agents in the 
future. Thus, it becomes paramount to understand human expectations and perceptions 
of agent systems with the goal of managing such beliefs in pursuit of more authentic and 
realistic interactions with these technologies.

We integrate selected research from human-machine communication, human- 
computer interaction, human-robot interaction, psychology, virtual reality, and social cog-
nitive neuroscience to inform a conceptual framework of humans’ perceptions of agents. We 
propose a novel adaptation of a key model for human-agent interactions in virtual reality— 
Blascovich’s Model of Social Influence (Blascovich et al., 2002). We build on this model 
to define two dimensions of agent characteristics as perceived by humans. Our proposed 
dimensions are (1) external attributions: the tendency to ascribe anthropomorphic embod-
iment, humanlike appearance and/or behavior, to nonhuman agents; and (2) internal 
attributions: the tendency to ascribe agentic humanlike internal states (e.g., mental states, 
motivations, intentions, and autonomy) to nonhuman agents. We explain how these two 
dimensions map onto two dissociable neural processing systems—the external perception 
system and the mentalizing system—that serve as the basis for social cognition and behav-
ior. Finally, we review relevant human-agent and human-computer interaction theories and 
empirical support for these dimensions. Our aim is for this integrated framework to provide 
a useful scaffold for research on understanding and predicting human perceptions of agents, 
with the broader goal of facilitating transparent and authentic human-agent interactions.

Below, we will first discuss Blascovich’s Model of Social Influence by agent-avatars in 
virtual reality (Blascovich et al., 2002). In a selective review of the neuroscience literature, 
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we will relate human-computer interaction theory broadly and Blascovich’s model specifi-
cally to these two pathways through which our brains process social information. We aim 
to contribute a better understanding of the neural basis of these social perceptions. We hope 
that by using neuroscience as a basis for understanding the pathways by which human users 
become socially influenced by nonhuman agents, will lead to more authentic and more 
useful social interactions with agents in the future.

Blascovich’s Model of Social Influence
In 2002, Blascovich and colleagues (2002) published a key paper on the experimental 
potential of agent-avatars (virtual representations that could look and behave like people 
but were controlled by a computer system; Fox et al., 2015). Specifically, they described 
how agent-avatars in immersive virtual environments could be provided with human-
like appearances and behaviors with the goal of using such agent-avatars for experiments 
in social psychology. This paper introduced two intersecting dimensions: (1) behavioral 
realism (humanoid appearance and behavior) and (2) social presence (whether an entity is 
believed to be controlled by another person, or by a computer program) as part of a frame-
work that explains under what circumstances such embodied agents (human-appearing 
social actors controlled by a computer) would be socially influential.

While this framework was proposed as a way to justify immersive virtual reality as 
a tool for social psychology, the authors made several propositions relevant to artificial 
agents more broadly considered. First, they proposed that the level of “behavioral realism” 
exhibited by a virtual human, which included both avatar appearance and behavior (speech, 
gestures, etc.) could influence human users socially even if they were aware that the vir-
tual human was an agent (i.e., controlled by a computer rather than human). Second, they 
recognized that the influence of human agency was still important—that an agent that a 
participant believed was controlled by a human (rather than a computer) would be socially 
influential even if its level of behavioral realism was low. While this model was specific to 
the field of embodied agents in virtual reality, it can be usefully applied to a much broader 
context of social agents. The conceptual framework of the intersection between behavioral 
realism (which we will characterize as external attributions) and social presence (which we 
will expand to internal attributions) can be adapted to guide experimental work on identi-
fying the features that create more authentic human-agent interactions. This model allows 
us to conceptually understand not only group-level effects, but also how individuals may 
differ in how they experience social influence. Figure 1 shows these relationships, below.

Blascovich et al.’s (2002) model of social influence has been highly influential in work 
on embodied agents. Considerable work has examined the effects of anthropomorphic 
external cues, generally finding that greater anthropomorphism leads to greater trust  
(De Visser et al., 2016) although a meta-analysis from 2007 found that overall effects of 
anthropomorphism from embodied agents were small (Yee et al., 2007) and more recent 
analyses have found mixed effects of different aspects of anthropomorphism (for example, 
appearance versus behavior) on measures of social presence (Oh et al., 2018). The attribu-
tion of agency has also commonly been manipulated. A meta-analysis by Fox et al. (2015, 
p. 1) found support for the importance of internal attributions of agency specifically, iden-
tifying an interaction effect such that “studies conducted on a desktop that used objective 
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measures showed a stronger effect for agency than those that were conducted on a desk-
top but used subjective measures.” However, a more recent meta-analysis (Felnhofer et al., 
2023, p. 1) found that “while deliberate social responses like social presence and evaluation 
depend on perceived agency, automatic behaviors do not.”

Here, we make an important distinction. In this paper, we are not discussing agent- 
mediated interactions between humans in which an intelligent agent mediates or otherwise 
serves as an assistant to human communication (Hancock et al., 2020; Hohenstein & Jung, 
2018). Instead, we are examining “stand-alone” agents which present as entities with which 
individual humans can engage 1:1 (Nass & Moon, 2000; Nass et al., 1994).

FIGURE 1 An adapted version of the threshold model of social influence in virtual 
environments, as applied to agents. External attribution replaces “behavioral realism” to 

indicate that the agent is behaving and/or appearing in a human fashion. Internal attribu-
tion replaces “social presence” to indicate the extent to which the human user attributes 

internal states, especially intentional agency, to the agent’s actions.

The tendency to anthropomorphize objects and nonhuman agents has been reliably 
demonstrated in contexts ranging from geometric shapes (Heider & Simmel, 1944) to 
computer-animated blobs (Guthrie, 1995; Morewedge et al., 2007). Anthropomorphism is 
broadly defined as the “tendency to imbue the real or imagined behavior of nonhuman 
agents with humanlike characteristics, motivation, intentions, or emotions” (Epley et al., 
2007, p. 864). According to psychological research, humans are motivated to engage in 
anthropomorphic behavior based on two primary factors (Epley et al., 2007). First, humans 
are driven to effectively manage uncertainty and need to predict and understand their inter-
action partners for effective communication and interaction. Second, humans are driven 
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to form social connections with other humans, a desire that may extend to nonhuman 
artificial agents. These motivations may lead humans to seek relevant cues in human-agent 
interaction.

In the context of human-agent interaction, Gambino and colleagues (2020) suggest 
that people may be consciously assessing the “humanness” of agents and then behaving 
accordingly. This aligns with work by Sundar (1998), proposing that human users’ infor-
mation processing styles interact with agent characteristics following Petty and Cacioppo’s 
Elaboration Likelihood Model (ELM; Petty et al., 1986). The ELM suggests individuals can 
take either a central or peripheral route for decision-making. If people take the central 
path, they adopt logical, systematic approaches to processing information; with the periph-
eral route, people make “fast and frugal” decisions based on heuristic cues. For example, 
Sundar (1998) posited that highly engaged users would take the central route and evaluate  
computer-mediated content more systematically, considering the source of online news 
and the credibility of the author(s) who wrote the news article. On the other hand, casual 
viewers who take the peripheral route would be more affected by tangential factors, such 
as visual layout and design of the content. Following on this, Sundar and Nass (2001) pro-
posed that varying the perceived source of presented news (visible, technological, audi-
ence, or self) also changed ratings of the story itself. More recently, Sundar and colleagues 
(2015; 2020) adopted a dual-path framework to conceptualize users’ perception of machine 
agency. In this work, Sundar uses the Theory of Interactive Media Effects (TIME; Sundar et 
al., 2015) framework. The TIME model suggests that users evaluate applications of emerg-
ing technology either through an action route or a cue route: Through the action route, 
users determine how to interact with an application based on its actual functions, such as 
system performance, technical capability, and interacting behaviors demonstrated on an 
user interface; through the cue route, users evaluate novel applications based on peripheral 
features (e.g., appearances and content presentation) that are not necessarily related to their 
technical performance and capabilities per se. Based on the TIME framework, Sundar and 
Kim propose that the affordances of a given system can lead users to deploy different cog-
nitive heuristics (Sundar & Kim, 2019; Lee, 2018). These include machine heuristics and 
social heuristics. The former refer to users’ common expectations and even stereotypical 
impressions for mechanical/computational systems, such as they could perform complex 
computation tasks accurately and efficiently. By contrast, social heuristics point to humans’ 
tendencies to treat nonhuman subjects as social entities, such as interacting with them 
through natural language and verbal communication. This assertion implies that there may 
be multiple pathways to influence how users make attributions about agents. If users rely 
on cues and are prompted to use a more social heuristic rather than a “machine heuristic,” 
for example, through external, anthropomorphic embodiment cues, then this could affect 
which associated brain networks become active. Alternatively, the “action route” could lead 
users to actively assess an agent’s source attribution and internal states during interaction, 
which could also lead to less “mindless” assessments of machine agency. However, while 
these external and internal factors can be manipulated independently, their effects on attri-
bution are likely intertwined; for example, a person interacting with a very humanlike agent 
may not be able to avoid attributing internal states to that agent.
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The External-Internal Attribution Model and Neuroscience
Paralleling the dimensions of external and internal attributions in our proposed EIA model, 
research from social cognitive neuroscience has identified brain networks that are involved 
in the representation and processing of external and internal information of others during 
social interactions. Multiple brain networks are involved in processing external features, 
such as appearance and movement, of human or nonhuman others. While the social robot-
ics and human neuroscience literatures use slightly different terminology, the networks 
are analogous. For instance, the action-observation network described in social robotics 
research (Henschel et al., 2020) is analogous to what is called the mirror neuron network in 
cognitive neuroscience (Sperduti et al., 2014; Spunt & Lieberman, 2014; Spunt et al., 2015). 
Similarly, the person-perception brain network (Henschel et al., 2020) from social robotics 
is equivalent to the face-body perception network (Downing et al., 2001; Kanwisher et al., 
1997) from neuroscience. We will refer to brain networks that support the human brain’s 
processing of embodiment cues such as perceptions of movement and appearance as the 
external perception system. Another brain system that is equally important in guiding social 
influence during social interactions is the mentalizing system which is also referred to in the 
literature as theory of mind. The mentalizing system is involved in processing the internal 
states of another (Alcalá-Lopez et al., 2019; Frith & Frith, 2006; Sperduti et al., 2014; Spunt 
& Lieberman, 2014; Spunt et al., 2015). Social neuroscience has primarily been focused 
on understanding the brain systems that support social information processing between 
humans, but we propose that this line of research may complement existing research in the 
human-agent interaction field. Below, we operationalize external attributions as anthropo-
morphic embodiment, and internal attributions as focusing on intentional agency, where 
agency refers to an agent’s ability to have internal states guiding decision-making and 
potentially autonomous actions. We integrate both behavioral and neuroscience findings 
and discuss how our proposed dimensions relate to these brain networks as they are cur-
rently understood.

External Attributions of Anthropomorphic Embodiment

External attribution cues have been much leveraged by designers of human-agent inter-
actions, and these methods of anthropomorphically embodying agents are closely related 
to Blascovich et al.’s (2002) concept of “behavioral realism,” in which an entity’s physical 
form appears and/or behaves like a human being. Embodiment in agents is most clearly 
illustrated by robots, as the robots necessarily are physically embodied (Breazeal, 2003; 
Duffy, 2003). However, embodiment can also be a component of “embodied agents”; for 
example, virtual representations of humans that exist only digitally, such as in virtual or 
augmented reality applications, or even in AI assistants such as Siri and Alexa which can 
evoke anthropomorphic embodiment concepts such as gender or age (i.e., the voices used 
by these devices imply the source of an adult female).

In our framework, we operationalize these external attribution cues as a continuum 
in which human-like characteristics or cues (e.g., speech, cadence, tone of voice, physical 
appearance, movement, or other behaviors or features) are applied to nonhuman agents. 
For example, providing an agent with a female voice, giving it the body of an older adult, 



Lauharatanahirun, Won, and Hwang 125

or having it raise “eyebrows” as a means of nonverbal expression are all ways to embody 
nonhuman agents by leveraging human appearance or human behavioral cues. This defi-
nition is in line with current research showing that altering artificial agents to appear more 
human-like in terms of their appearance and behavior can lead to smoother human-agent 
communication and enhanced engagement (Waytz et al., 2010).

Embodiment features can trigger and enhance anthropomorphism providing more 
channels for communication (Deng et al., 2019) leading to enhanced human-agent commu-
nication and performance (Wainer et al., 2007). Previous research that examined the effect 
of the physical appearance and behavior of agents on users’ perception and behaviors (von 
der Pütten et al., 2010; De Visser et al., 2016) supports the effectiveness of anthropomorphic 
embodiment on evoking social responses in humans. For instance, it is well documented 
that the fusiform face area/fusiform gyrus (FFA/FFG) responds selectively to faces (Kan-
wisher et al., 1997) and that the extrastriate body area (EBA) responds selectively to bodies 
and body parts (Downing et al., 2001), which are key to the fundamental detection and rec-
ognition of other people. This recruitment of the FFA represents a fundamental low-level 
process that is often integrated with higher order cognitive and emotional attributions/
appraisals. In the social robotics literature, activation of such brain areas as the FFA/FFG is 
referred to as the person perception network (PPN; Henschel et al., 2020). Importantly, evi-
dence from brain imaging studies indicates that humans activate the PPN when observing 
robots express humanlike emotions (Hortensius & Cross, 2018) and when observing other 
humans interact with robots (Wang & Quadflieg, 2015), although this is moderated by what 
Blascovich’s model would identify as the factors leading to social influence. Specifically, the 
right FFA and bilateral posterior superior temporal sulcus showed higher levels of activa-
tion in response to human-human interactions relative to human-robot interaction (Wang 
& Quadflieg, 2015). Moreover, another study found that FFA/FFG activity corresponded 
with subjective ratings of human likeness ratings, where decreasing activity was observed 
for artificial agents (Rosenthal-von der Pütten et al., 2019).

Evidence from social robotics research has shown that changing robot appearance  
(e.g., giving robots faces and human shapes) and robot motor behavior (e.g., hand gestures 
when communicating) can activate similar brain areas typically recruited during human- 
human social interactions (Chaminade et al., 2010, Cross et al., 2012), brain regions known 
as the mirror neuron network or the action-observation network. While the promise and 
broad application of the mirror neuron network to higher levels of social cognitive func-
tion may have been overstated, its involvement in linking perceptions and actions of others 
has been replicated in many empirical studies (for reviews see Bonini et al., 2022; Heyes &  
Catmur, 2022). Perception of agents is an active and automatic process that involves iden-
tifying and extracting features of an interaction partner (e.g., speech, appearance, gestures) 
from the influx of sensory information to help the human observer understand what the 
agent is and what its function might be (often indicated through motor movements). This 
process of identification activates the mirror neuron network in the brain, which includes 
but is not restricted to the dorsal and ventral regions of the premotor cortex, anterior 
inferior parietal lobule, anterior temporal cortex, and the temporal parietal junction/ 
superior temporal sulcus (Rizzolatti & Craighero, 2004; Spunt & Lieberman, 2014). When 
we observe others, this network of brain areas communicates sensory information about 
another’s motor actions into a representation of a goal-directed action (Iacoboni et al., 2005; 
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Zacks et al., 2001). For instance, the superior temporal sulcus has been linked to the per-
ception of faces (Haxby et al., 2000; Puce et al., 1998), biological motion (Grossman et al., 
2000; Herrington et al., 2011), understanding other’s actions (Vander Wyk et al., 2009), and 
voice perception (Deen et al., 2015). Thus, the human brain synthesizes incoming sensory 
information regarding the anthropomorphically embodied features of an agent, which in 
turn can lead to the formation of perceptions that guide our attributional inferences.

Mirror neurons are brain cells distributed across motor, sensory, and motivational 
brain areas that have been proposed to play a role in social cognition, supporting social 
interaction (Bonini et al., 2022). Mirror neurons were first discovered in the ventral premo-
tor region F5 of the macaque (di Pellegrino et al., 1992; Gallese et al., 1996; Rizzolatti et al., 
1996) and have been identified in a number of species, including humans (Molenberghs et 
al., 2012; Mukamel et al., 2010). Activation of mirror neurons occurs both when a person 
performs an action and when a similar action is performed by another individual, thus pro-
viding a neural basis for linking perceptions (observations) with motor movements. This 
key mirroring feature of neurons is thought to subserve people’s ability to learn new behav-
iors through imitation and understand the actions of others (for review, see Bonini et al., 
2022; Heyes & Catmur, 2022). In nonhuman animal studies, mirror neurons were thought 
to exist primarily in the ventral premotor cortex and inferior parietal lobule (e.g., di Pelli-
grino et al., 1992; Rizzolatti et al., 1996); however, human experimental studies have shown 
that this mirroring feature allowing the mapping of other’s actions onto self-related brain 
regions is not limited to these two brain structures alone. Perhaps one of the most influen-
tial studies regarding mirror neurons within the human brain comes from Mukamel and 
colleagues (2010) who recorded electrophysiological signals from neurons in the medial 
frontal and temporal cortices while human participants both executed and observed grasp-
ing motor movements. The results from their study provide evidence that human neurons 
in the medial frontal lobe (supplementary motor area), hippocampus, parahippocampal 
gyrus, and entorhinal cortex fired in response to both performing and observing grasping 
motor actions. These results not only provide direct evidence of the existence of mirror 
neurons in the human brain, but indicate that the mirror neuron property exists in brain 
structures beyond what was previously observed in animal studies.

With regard to social interactions, being able to recognize and perceive the actions of 
others is key for planning or predicting how we should behave in future situations. While 
this is a core social cognitive function and the initial starting point for better understand-
ing how humans perceive agents during social interactions, we acknowledge that social 
interactions are complex and involve the simultaneous processing of multisensory infor-
mation in response to another’s expressions, behaviors, movements, and intentions. In 
the last decade, social robotics researchers have leveraged neuroimaging technologies to 
advance our understanding of the neurocognitive mechanisms subserving social behavior 
during human-robot interactions (for reviews see Cross et al., 2019; Henschel et al., 2020; 
Hortensius & Cross, 2018). In these studies, the mirror neuron network is referred to as 
the action-observation network (AON) which includes areas of the parietal, premotor, and 
middle temporal cortices. Research studies show that the action-observation network is 
active not only when humans observed other humans, but also when robots grasp and 
handle objects (Cross et al., 2012; Cross et al., 2019; Henschel et al., 2020). For instance, one 
study found that AON activation was stronger when human participants were observing 
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unfamiliar robotic movements (regardless of whether humans or robots performed the 
action; Cross et al., 2012). This result suggests that humans may engage the mirror neu-
ron network during uncertain social interactions. As previous studies investigating the 
mirror neuron network suggest (Molenberghs et al., 2012; Mukamel et al., 2010), engage-
ment of this system helps humans learn about their interaction partners. In sum, the action  
observation/mirror neuron network plays a reflexive and automatic role in understanding 
the actions of others (humans or artificial agents), and suggests that this system permits 
the connection of self to other through the simulation of other’s actions at the motor level. 
Together with the face-body/person-perception network, anthropomorphic embodiment 
cues are processed by an external perception system in the brain that ultimately shapes the 
extent of social influence an agent can have based on whether the human observer’s mind 
determines whether actors exhibit social or nonsocial features.

Neuroscience findings can also help address aspects of embodiment that may be prob-
lematic. According to the uncanny valley hypothesis (Mori, 1970; Mori et al., 2012), human 
perceptions of artificial agents are nonlinear such that likability increases with anthropo-
morphized agents but precipitously decreases if these agents are perceived to be too human-
like. This has been partially addressed in the neuroscience literature, in that previous work 
has aimed to uncover the neurocognitive mechanisms associated with human responses to 
unknown artificial agents. For example, one study identified that nonlinear responses in 
the ventromedial prefrontal cortex (vmPFC) similarly aligned with the subjective likabil-
ity and human likeness ratings of artificial agents (Rosenthal-von der Pütten et al., 2019). 
Responses of the vmPFC scaled with human ratings such that higher ratings of likabil-
ity and human likeness were associated with greater vmPFC activity, and this association 
decreased for highly humanlike agents (Rosenthal-von der Pütten et al., 2019). The study 
also found that amygdala responses predicted when human participants would reject gifts 
from artificial agents, which is in line with other reports implicating the amygdala’s involve-
ment in the processing of social information (Phelps & LeDoux, 2005) such as face process-
ing (Adolphs, 2009) and anthropomorphism (Heberlein & Adolphs, 2004). The role of the 
amygdala in anthropomorphic perceptions and behavior is not new: Researchers examin-
ing patients with basolateral amygdala lesions found that they exhibited decreased anthro-
pomorphic behavior for inanimate stimuli relative to healthy controls (Waytz et al., 2019).

These findings elucidate the neural infrastructure that enables anthropomorphic behav-
ior in guiding humans to process signals and information as social or nonsocial.

Internal Attributions and Intentional Agency

Early communication theories have suggested that when humans interacted with agents, 
including text-based interactions with a computer, people were unable to avoid applying 
human-human social scripts to their interactions (Reeves & Nass, 1996). Conversational 
agents such as chatbots, virtual agents, and social robots were designed based on the influ-
ential “computers-as-social-actors” or CASA theory, which states that humans interact with 
computers as if they are human (Nass & Moon, 2000; Nass et al., 1994). In these studies, 
even though human users were consciously aware that computers were not sentient agents, 
they attributed intentional agency to the devices rather than, for example, to the human 
programmers of the devices (Nass & Moon, 2000; Nass et al., 1994). However, more recent 
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work suggests that as people gain experience with computers and incorporate agents into 
other aspects of their life, they may no longer attribute agency in the same way (Gambino 
et al., 2020; Heyselaar, 2023).

We operationalize internal attribution cues as a continuum in which attributions of 
humanlike mental states, motivations, intentions, and autonomy are applied to nonhuman 
agents. One example is the extent to which an artificial agent is perceived to have internal 
states indicating that it has internal agency; that it is “alive” and “in control” of its own 
expressions and behaviors. When humans interact with others (humans or artificial agents), 
we attempt to understand who we are interacting with and will often make attributional 
inferences about another’s internal states (e.g., beliefs, values) to both explain and predict 
another’s actions (Frith & Frith, 2006). Even though machines, robots, and artificial agents 
lack a mind per se, they are programmed with existing policies for actions, movements, and 
expressions, and thus these internal attributions remain useful and relevant.

The internal attribution dimension in the proposed model maps onto an inferential 
social cognitive process that involves attributing mental states, intentions, and internal 
states known as “mentalizing” (Frith & Frith, 2006, p. 531). It has been argued that humans 
and primates alike have evolved to develop larger brain volumes (Dunbar, 1998) as well as 
specialized brain networks that support social cognition (Adolphs, 2009; Fareri & Delgado, 
2014; Kliemann & Adolphs, 2018; Lockwood et al., 2020; Spunt et al., 2015). Being able to 
engage in social interactions involves a diverse suite of social cognitive abilities that range 
from low-level sensory processes such as recognizing faces (discussed above as a compo-
nent of external attributions) to high-level cognitive functions such as making inferences 
about the intentions of others.

Neuroimaging evidence over the last decade suggests that a network of brain areas is 
recruited and reliably activated to support higher-level social cognitive processes such as 
mentalizing. The mentalizing brain network includes key brain regions such as the superior 
temporal sulcus (STS), temporal parietal junction (rTPJ, lTPJ), posterior cingulate cortex 
(PCC), and the ventromedial prefrontal cortex (vmPFC). Perhaps one of the most con-
sistently reported brain areas subserving social cognition is the superior temporal sulcus 
(Deen et al., 2015; Pelphrey et al., 2004; Saxe et al., 2004; Yamada et al., 2022; Zilbovicius 
et al., 2006). The medial prefrontal cortex has been suggested to play a general role in rep-
resenting social or emotionally relevant information about oneself (Frith & Frith, 2006; 
Northoff & Bermpohl, 2004) or another person (Saxe & Powell, 2006). Finally, the brain 
area that is most notably associated with theory of mind or mentalizing is the temporal 
parietal junction (TPJ). The TPJ is theorized to play a role in synthesizing lower-level pro-
cessing streams into higher-order social-cognitive functions. Research has demonstrated 
that the anterior TPJ is recruited for regulating attentional processes and mentalizing in 
social situations (Krall et al, 2015; Saxe, 2006; Saxe & Powell, 2006; Van Overwalle, 2009). 
These neurobiological correlates are important for linking human brain processes with the 
human mind and, thus, behavior during social interactions.

Recently, likely due to the advancement of technology, researchers have started to 
examine whether social cognition and mentalizing of humans recruits similar neural cir-
cuitry when compared to nonhuman artificial agents. For instance, one study found that 
social cognitive brain areas such as the TPJ and mPFC selectively responded to humans 
only relative to humanoid robots (Chaminade et al., 2012). This finding suggests that while 
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there may be some similarity in how humans perceive appearance and motor features of 
humans and nonhuman agents, humans still distinguish between intentional agents and 
entities that may have humanlike internal states (e.g., desires, beliefs) guiding their behav-
ior. Another line of evidence from social neuroscience research has used economic games 
to understand the neural bases of social interactions (Chang et al, 2023; Fareri et al., 2012; 
McCabe et al., 2001; Rilling et al., 2004). In these studies, humans engage in social exchange 
games with humans and computers. Behaviorally, studies have shown that humans entrust 
resources similarly to humans and agent partners (Schniter et al., 2020). However, future 
studies examining how the human brain processes these exchanges with agents relative to 
other people are needed to better understand the neural mechanisms that give rise to social 
cognition and perception within social interactions. Research in this area would increase 
our understanding of under what circumstances AI and other nonhuman entities may be 
perceived as intentional social beings with internal states.

One aspect of internal attribution that has been less explored, at least in quantitative 
social science, is the fact that most agents are designed and created by an organization 
(e.g., technology companies) or groups of people and, therefore, their creation cannot be 
attributed to a single person (Luria, 2020). For example, Apple’s Siri voice agent has the 
modified voice of a human woman, but Siri’s design is indebted to hundreds or perhaps 
thousands of researchers and designers, and the data that built it and refines its output 
arises from millions of individual human users (Hwang & Won, 2022).

Addressing this gap, one school of researchers proposed that the perceived agency of an 
agent can be attributed to a single “source” (e.g., Apple), which can then be distributed to 
various entities through embodiment in different devices (e.g., Siri on your phone, on your 
tablet, etc.; Luria et al., 2019). This allows a single source of agency (Apple) to be deployed 
and become omnipresent across different Apple devices, and even re-embodied when a 
physical artifact is renewed or replaced (e.g., when one gets a new iPhone, and hears Siri’s 
voice coming out of the new speaker). This again suggests that the users can conceive of 
agency as distinct from embodiment, and hints at a more accurate view of attribution, since 
most agents are the product of many, many human minds contributing to the overall goals 
of a business or other entity. This more complex view of the relationship between external 
attribution (embodiment in a given device) with an internal attribution (a central source 
of agency such as a company) hints to how users can associate internal states such as inten-
tions with a corporate entity rather than an individual device.

Perceptions During Social Interactions and  
the Importance of Social Context
Social interactions are complex. People have to represent their own intentions, beliefs, and 
values, but also must engage in perspective-taking to understand others’ motives, beliefs, 
and values. Moreover, social interactions require human brains to integrate low-level sen-
sory information that relies on external attributions (e.g., visual, auditory, somatosensory) 
with higher-level social cognitive processes requiring internal attribution, such as mental 
state reasoning. Understanding how the human brain integrates both low-level sensory fea-
tures and higher-level social information for understanding others is not only an interesting 
area in its own right, but it is also an area ripe for interdisciplinary insights.



130 Human-Machine Communication 

Blascovich and colleagues (2002) proposed two additional factors that could moderate 
the threshold of social influence and that are relevant to current communication theories. 
A reflexive response could be evoked by any agent, but a socially significant situation (for 
example, taking romantic advice from an agent) would have a higher bar of social influ-
ence. In addition, the value or meaning of the interaction to the human user was impor-
tant. For trivial tasks, Blascovich and colleagues proposed that behavioral realism was less 
likely to be influential, while consequential tasks would retain the higher threshold of social 
influence. Figure 2 shows these proposed dual thresholds of social influence—a testable 
proposition that contrasts interestingly with other predictions that different cues will have 
different weight depending on context and on the importance of the situation to the human 
interactant.

FIGURE 2 Is anthropomorphism more important to social influence in high- 
consequence situations? The original Theory of Social Influence proposed the answer was 
“yes,” as shown above, but other communication theories predict that low-consequence 

situations might lead people to rely even more on cues such as anthropomorphism.

Integrating research across internal and external attributions suggests that on the one 
hand, there may be similarity in how humans perceive appearance and motor features 
across humans and artificial agents (Chaminade et al., 2012; Frith, 2008; Johnson, 2003; 
Scholl & Tremoulet, 2000; Thompson et al., 2011). On the other hand, the results also indi-
cate that humans distinguish between intentional agents that have internal states and agents 
that do not. We argue that, in addition to considering “surface” aspects of human charac-
teristics (i.e., appearance, behavior), designers of artificial agents should also consider how 
humans perceive the “deeper” social goals and intentions of artificial agents. We believe 
that studying how people perceive agents within social contexts provides an ideal testbed 
to identify the intersection of external and internal attribution features that reliably recruit 
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brain systems involved in social cognitive processes (i.e., external perception system and 
mentalizing system).

Our existing methods for studying human agent interaction are often unidirectional and 
static to enable controlled testing of experimental manipulations. However, our perceptions 
are dynamic and continuously updated as we process and integrate incoming information 
during interactions with agents. Equally important is the fact that these human-agent inter-
actions do not occur within a vacuum. We often interact with agents when other humans 
are present, and our perceptions may be moderated by how other humans perceive and 
respond to the agents involved in the interaction. We suggest that we can complement exist-
ing behavioral paradigms with neuroimaging and physiological measures to objectively 
measure how the human brain and mind responds to agents, how humans perform tasks 
with agents, and how they develop mutual understanding and social engagement over time.

Next Steps

Further, we ask how understanding the roles that humans play in creating artificial agents 
might enhance the perception of intentional agency attributed to humans who design, build, 
and provide data to create artificial agents. Such an improved understanding will have at 
least two potentially useful effects. First, it will make more transparent the influence of the 
groups of people whose data, opinions, or technical skills inform the creation of AI agents. 
This will make discussions of bias in AI more intelligible and more salient. For example, 
many people are still not aware that conversational agents are built using specific datasets 
that over-represent some humans (people publishing in academic journals, people post-
ing on the programming site Stack Overflow) and under-represent others (people without 
access to the internet; people who are not literate). While this will not necessarily increase 
trust in agents, it will allow people to calibrate their trust in these agents based on their real 
social knowledge of other humans’ abilities and biases. We note again that the CASA para-
digm described above found that people did not naturally make attributions to, for example, 
the programmer behind the computer agent. However, we are now living in different times. 
For instance, a recent replication of the original CASA study found that participants do not 
treat desktop computers as social actors (Heyselaar, 2023) highlighting the need to conduct 
new research studies with emergent technologies. Given people’s increased experience with 
agents and the different cultural context in which human-agent interactions occur, it is now 
time to ask again whether providing more information about the humans and human orga-
nizations behind the agents can lead people to make such attributions. Below, we list some 
research questions that can shed light on whether such conscious reflection on the human 
element can predict, and improve, the outcomes of human-agent interaction.

Suggested Research Questions

RQ1. When humans are interacting with a group of humans or a group of arti-
ficial agents, is intentional agency ascribed to the group as a singular unit? Are 
similar social cognitive brain networks recruited during interactions with a 
group of humans versus a group of artificial agents?



132 Human-Machine Communication 

RQ2a. Does the combination of agency and embodiment mutually enhance 
activation of the social brain? or:

RQ2b. Do the multiple sources of human agency that contribute to artificial 
agents conflict with anthropomorphic cues, which are necessarily single?

RQ3a. Does the type of task (consequential and/or social, following Blascovich’s 
proposed moderators of the threshold of social influence) moderate the degree 
to which mentalization is linked to social influence and/or task success?

RQ3b. Does the type of task (consequential and/or social, following Blascovich’s 
proposed moderators of the threshold of social influence) moderate the degree 
to which anthropomorphic cues are linked to social influence and/or task  
success?

Conclusion
The modernization and technological advancement occurring within our society necessi-
tates a deeper understanding of how humans perceive agents during human-agent interac-
tions, which may benefit from interdisciplinary perspectives. The broad goal of our proposed 
framework is to integrate research across disciplines to support the mechanistic understand-
ing of human social cognition during social interactions. Specifically, the intersection of 
external and internal attributions as described in the EIA model may provide an accessible 
framework for understanding the social influence agents may have on humans. The frame-
work also provides researchers across disciplines a guide to experimentally test which fea-
tures activate human social cognitive processing (at the level of the brain or mind) when 
interacting with artificial agents. It may also help researchers gain insights regarding the con-
ditions under which human perceptions may lead to unrealistic expectations and inaccurate 
predictions of an agent’s actions. Considering social influence as a product of both external 
and internal attribution cues can also provide a framework for better understanding how 
neuroscience can be used to enhance our understanding of human-agent interaction and 
integrate it into more recent work from communication examining AI-mediated communi-
cation (Hancock et al., 2020). In turn, we believe this lens can lead to design recommenda-
tions for AI that are both more effective and truer to the actual AI ecosystem.
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Abstract

Trust certification through so-called trust seals is a common strategy to help users ascer-
tain the trustworthiness of a system. In this study, we examined trust seals for AI systems 
from two perspectives: (1) In a pre-registered online study with N = 453 participants, we 
asked whether trust seals can increase user trust in AI systems, and (2) qualitatively, we 
investigated what participants expect from such AI seals of trust. Our results indicate 
mixed support for the use of AI seals. While trust seals generally did not affect the partic-
ipants’ trust, their trust in the AI system increased if they trusted the seal-issuing institu-
tion. Moreover, although participants understood verification seals the least, they desired 
verifications of the AI system the most.
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Introduction
Artificial intelligence (AI) systems are ubiquitous and have become integral to everyday 
professional and private life. AI systems such as Open AI’s ChatGPT or Google’s BERT 
can generate meaningful text (Feuerriegel et al., 2024), other AI systems are components 
in safety-critical applications such as those that enable autonomous driving (Grigorescu et 
al., 2020), and even further, AI systems process highly sensitive health information such as 
echocardiograms (Madani et al., 2018). Simultaneously, these systems and their underlying 
building blocks, such as deep learning models, have become very complex, aggravating the 
so-called black box phenomenon. Consequently, knowing when (not) to trust an AI sys-
tem can be challenging for different stakeholders, from users to decision-makers and even 
developers. While efforts to develop inherently trustworthy AI systems are much needed, 
approaches solely focusing on technical aspects are insufficient, as trust results from a sys-
tem’s perceived rather than its actual trustworthiness. Consequently, users sometimes per-
ceive a system inappropriately, placing either too much or too little trust in an AI system.

To help users’ trust calibration, different paths can be taken. One popular and well- 
researched example is explainable AI (XAI), which aims to increase an AI systems’ intelligi-
bility by providing explanations for the system’s behavior, making internal processes visible, 
and increasing the overall transparency of the system (Arrieta et al., 2020). Typical methods 
of XAI are, for example, visual explanations such as heat maps, which highlight areas of 
input data that were most influential for the system’s output, or textual explanations which 
provide written or oral statements of the explainer. However, XAI is no panacea to cure a 
lack of trust, and concerns have been raised in terms of users’ cognitive biases (Bertrand et 
al., 2022) and the cognitive burden that explanations pose on users when explanations are 
not designed with the end-user in mind (Miller, 2019).

In this paper, we aim to counter the shortcomings of XAI and tackle the problem of 
trust from a different perspective. We empirically explore the effects of AI certifications, 
so-called AI seals of trust. Such seals are credentials which certify that software has been 
tested and validated to meet specific predefined criteria or standards in various dimen-
sions. Theoretically grounded in works on epistemic trust, trust theory, signaling theory, 
and persuasion literature, we examined the effects of three different AI seals of trust in a 
quantitative online experiment. To do so, participants of our study either viewed an AI sys-
tem with (experimental groups) or without (control group) an AI seal of trust. In addition, 
in a qualitative part we asked participants in an open-ended format about their preferences 
for AI certification.

The importance of this work is underlined by initiatives such as the EU AI Act, which 
suggests certification as a central mechanism to communicate to the public the compliance 
with industry and legislative requirements. To date, however, empirical studies investigat-
ing the effects of such certifications for AI systems are scarce.

Theoretical Background
From Trust in AI to Calibrated Trust in AI

To describe and define trust in AI, previous work builds on thoughts from various disci-
plines, such as philosophy, sociology, and psychology that predominantly examine trust as 
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an interpersonal judgment between two or more individuals. Moreover, choosing interper-
sonal trust as a starting point to examine trust in AI seems sensible as humans, at times, 
react socially to machines (Nass & Moon, 2000). In fact, the most widely adopted definition 
of trust in automation originates in Mayer et al.’s (1995) dyadic model of organizational 
trust, in which trust results from a person’s (the trustor) perceptions of another person’s 
(the trustee) ability, benevolence, and integrity. While the direct application of an interper-
sonal trust conceptualization might be appropriate for certain occasions, this is not always 
the case (Madhavan & Wiegmann, 2007). Hence, emanating from Mayer et al.’s ability- 
benevolence-integrity framework, Lee and See (2004) postulate that for a person to trust 
a machine, the person needs to assess the perceived reliability and functionality of an AI 
(ability = performance), the intentions with which it was built (benevolence = purpose), 
and the intelligibility of AI (integrity = process). Beyond these three trust antecedents, Lee 
and See (2004) define trust as “the attitude that an agent will help achieve an individual’s 
goals in a situation characterized by uncertainty and vulnerability” (p. 54).

Hence, users’ trust must be appropriately calibrated to the system’s actual trustwor-
thiness (Lee & See, 2004; Madhavan & Wiegmann, 2007; Parasuraman & Riley, 1997). As 
described above, users’ trust depends on various factors, such as the system’s overall perfor-
mance or the perceived integrity of the system. However, cognitive and social psychology 
insights suggest that users’ perceptions can be distorted, possibly leading users to place too 
little or too much trust in a system. Such a mismatch of the perceived and actual system 
trustworthiness can result in either the system’s disuse (i.e., resistance to use the system) 
or the system’s misuse (over-reliance on the system). Both disuse and misuse pose seri-
ous consequences. In the context of semi-automated driving, for example, ignoring and 
over-relying on autopilot has led to deadly incidents.1 Hence, reaching calibrated user trust 
is essential.

To calibrate user trust, different approaches have been taken. Wischnewski et al. (2023) 
offer a systematic overview of previous approaches. In their work, the authors surveyed 
different empirical, human-centered interventions to match perceived and actual system 
trustworthiness for automated systems accurately. Many of the interventions reviewed aim 
to increase a system’s transparency, assisting the users’ trust assessments by making the 
system more intelligible. While some interventions successfully calibrated the users’ trust 
in a system, in some cases, the intervention also increased the users’ workload (Kunze et al., 
2019) or led to overtrust (Yeh & Wickens, 2001). In addition, adding, for example, expla-
nations for increasing transparency had adversarial effects, eroding the users’ trust, which 
Kizilcec (2016) explained by arguing that the additional information might have been con-
fusing for users, reducing their understanding instead of increasing transparency.

Even though these transparency interventions have shown mixed effects, there are 
other reasons to question these approaches. First, many interventions are not developed for 
end-users but for developers themselves to make the inner workings of AI more transparent 
(Miller, 2019). However, explanations are likely to be less successful without the end-users 
in mind. Second, implementing additional measures such as explanations to increase users’ 
trust shifts the responsibility of being trustworthy from the AI system and its developers 
to the users, who must determine whether the AI system is trustworthy. Third, previous 

1. See, for example, https://www.ntsb.gov/news/press-releases/Pages/NR20200225.aspx (accessed February 5, 2024).

https://www.ntsb.gov/news/press-releases/Pages/NR20200225.aspx
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research has also shown that some users do not want to know how systems, in particular 
AI systems, work. They would rather stay willfully ignorant because they fear that knowing 
how a system operates might stop them from using it (Ngo & Krämer, 2022a).

To conclude, while understanding- and transparency-enhancing approaches aiming 
to increase user trust indeed hold benefits, they also come with many downsides. In the 
next section, we suggest a different approach to user trust: epistemic trust through AI seals 
of trust.

Epistemic Trust in AI and Trust in AI-as-an-Institution

One of the main assumptions of understanding- and transparency-enhancing approaches 
to increase trust in AI, such as explanations or cues, is that users carefully assess the trust-
worthiness of AI to know whether they can trust it or not. Implicitly, this assumption often 
entails that users make rational choices about a system, that is, choices based on accurate 
perception and inference. However, as shown in the previous section, this assumption does 
not always hold.

We suggest that an alternative to such understanding-based trust is epistemic trust. 
Individuals show epistemic trust (see also, trust in testimony, Coady, 1992), whenever they 
accept communication or communicated knowledge from others as trustworthy, generaliz-
able, and relevant (Sperber et al., 2010). In other words, when individuals trust what others 
tell them, they show epistemic trust. One could quickly assume that, as such, epistemic trust 
is equal to blind trust. However, individuals only assume information to be truthful and 
relevant when contextual or content cues like source credibility or plausibility evaluations 
do not indicate otherwise (Gilbert et al., 1993).

In the context of AI systems, showing epistemic trust in the communication of espe-
cially experts can ease their trust assessments, as it is easier for them to ask “Whom to 
believe?” instead of attempting to understand the AI system. Examining epistemic trust 
in science communication, Bromme and Gierth (2021) argue that, while from a classical 
logical perspective, to judge the trustworthiness of someone (or something) based on their 
expertise would be called an argumentum ad verecundiam (an argument from authority), 
a fallacious inference, it is indeed more accessible for individuals to assess the expertise 
of the scientists than to assess the veracity and scrutiny of the scholarship itself. Hence, 
establishing epistemic trust in AI systems could help overcome the burden of understand-
ing the system.

Arguments similar to epistemic trust in AI systems also come from within the human-AI 
interaction community. Knowles and Richards (2021) established the concept of public trust 
in AI. In doing so, they differentiate between trust in a specific, discrete, and identifiable 
AI from trust in AI as an abstraction, which they call trust in AI-as-an-institution. Central, 
here, is the argument that “individuals do not develop trust in [AI] systems through careful 
and ongoing assessment of their trustworthiness; instead, one trusts that the system itself 
has appropriate mechanisms for ensuring trustworthiness” (Knowles & Richards, 2021,  
p. 264). Knowles and Richards also make clear that the ensuring instances are not the devel-
opers of the AI systems but the broader ecosystem that determines the trustworthiness rules 
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developers must follow. In other words, Knowles and Richards suggest that users develop 
epistemic trust in the ecosystem to ensure the trustworthiness of AI systems.

In their model of public trust, Knowles and Richards (2021) also suggest a four-step 
process to reach public trust in AI, starting with (1) defining trustworthiness, followed by 
(2) specifying trustworthiness, (3) enforcing trustworthiness, and (4) reaching trustworthy 
AI. In their model, the matter of trust calibration is taken over by the ecosystem, ensuring 
that AI development and outcomes are inherently trustworthy. However, how would an 
ecosystem communicate the trustworthiness of AI? One answer, included by Knowles and 
Richards in the fourth step of their model, is by providing certifications which we discuss 
in the next section.

AI Seals of Trust: Theoretical and Empirical Considerations

Certifications such as AI seals of trust generally “refer to a process in which a company’s 
processes and services [here: AI] are evaluated against a predefined set of criteria via an 
audit by a third party, which formally acknowledges that the standard defined by the crite-
ria is met” (Lansing et al., 2019, p. 4). As such, certifications aim to reduce complexity and 
uncertainties about systems and make it easy for users to identify what is (not) trustworthy. 
To that end, certifications have been discussed and introduced in various contexts, such as 
cybersecurity, web assurances in e-commerce, or cloud services. For the context of AI, the 
EU AI Act suggests certification as a central mechanism to communicate compliance with 
industry and legislative requirements to the public (see Article 44 in Chapter 5 “Standards, 
Conformity Assessment, Certificates, Registration”2).

To introduce seals of trust to the field, it is crucial to consider the effectiveness of such 
measures. Theoretically, arguments supporting seals of trust have previously predominantly 
been grounded in (1) trust theory, (2) signaling theory, and (3) persuasion literature, in 
particular, the elaboration likelihood model (ELM).

From the perspective of trust theory, seals of trust communicate to users through 
trust-assuring arguments that a system can fulfill the specific requirements laid out in the 
contract between trustor and trustee. In doing so, in trust theory, seals of trust become part 
of an institutionalized mechanism that ensures trust. In signaling theory, the main focus is 
on the communication process of one party to the other. Central here is the assumption of 
an information asymmetry wherein one party is less informed (the trustor) than the other 
(the trustee). Providing information in the form of seals of trust “are signals which are 
actions that parties take to reveal their true type” (Kirmani & Rao, 2000, p. 66).

In contrast to trust theory and signaling theory, the ELM is more explicit in how seals 
are perceived. At its core, the ELM describes how individuals process persuasive arguments 
by following either a peripheral route of processing which requires less cognitive effort, or a 
central, more effortful route of information processing. Theoretically, seals of trust function 
as cues that can effortlessly be processed via the peripheral route. However, processing via 
the central route is also possible when seals of trust induce deeper elaboration (Lowry et 
al., 2012).

2. https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52021PC0206

https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52021PC0206
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While all three theoretical approaches assume positive effects of seals of trust, empir-
ically, previous scholarship has been inconclusive. On the one hand, some authors have 
found no effects. For example, McKnight et al. (2004) found no effects of, what they called, 
privacy assurance and industry endorsement seals on trust in web business. The authors 
explain their results, suggesting that participants either did not notice the seal or did not 
know what it was supposed to signal. Similar results were obtained by Kim et al. (2008), who 
found no effect of seals on trust but also pointed to a lack of understanding and familiarity 
with the seal’s meaning. On the other hand, in a more recent study, Kim et al. (2016) found 
that Web Assurance Seal Services (WASS) were effective instruments to increase users’ trust 
and mitigate their concerns about e-commerce platforms. Moreover, results for the posi-
tive effects of seals on trust in the context of e-commerce are supported by findings from 
Mavlanova et al. (2016). In doing so, the authors differentiated between internal (company’s 
certification) and external (third-party certifications) signals. Their results indicate that, 
although both signals increased trust, only external signals also increased the perceived 
quality of the seller. Joining results against and in favor of seals of trust, Adam et al. (2020) 
introduce the trust tipping point. Examining the effectiveness of seals of trust in the context 
of online websites, the authors found that below a certain trustworthiness threshold, seals 
effectively increased users’ trust. However, with raising trustworthiness, the seals could not 
increase users’ trust further.

Concluding from previous empirical findings, we know that seals of trust can effec-
tively increase trust. However, the effectiveness might be reduced when (a) users do not 
notice the seals of trust, (b) users do not know the function of the seal of trust, (c) the seal 
of trust is granted internally, and (d) user trust is already at a high level.

The Present Study

Based on the theoretical and empirical findings elaborated above, for this study, we assume 
that:

H1: An AI system with an AI seal of trust is perceived as more trustworthy than 
an AI system without an AI seal of trust.

Moreover, we are also interested in how a seal of trust would affect each trust dimen-
sion (performance, process, and purpose). However, empirical differentiations between the 
three trust dimensions are rare. Hence, we did not formulate a directional hypothesis but 
instead posed the following research question:

RQ: How does a seal affect the three trust dimensions (performance, process, 
and purpose)?

Going beyond the mere presence (or absence) of a seal, we are also interested in the 
specific content of such a seal. What exactly should be certified? As it stands, trustworthy 
AI can refer to various aspects. While we hypothesize that any seal of trust would help to 
increase the users’ trust perceptions (see H1), we also assume differences between different 
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seals (H2), relating to how familiar users are with the seals’ content (H3a) and how well 
users understand what the seal certifies (H3b). More formally stated, we hypothesize:

H2: The three trust seals differ in their perceived trustworthiness, with certifi-
cation of training data receiving the highest trust, followed by certification of 
transparency and certification through formal verification.

H3a: The seals’ perceived trustworthiness partly depends on the perceived 
familiarity with the seals’ content. The more familiar users are with the content 
of the seal, the higher the perceived trustworthiness of the seal.

H3b: The seals’ perceived trustworthiness partly depends on the perceived 
understanding of users of the seals’ content. The more intelligible seals are for 
users, the higher the perceived trustworthiness of the seal. 

In addition, as the literature reviewed above suggests, trust in the certifying body will also 
affect how a seal is perceived. Hence, we assume:

H4: The seals’ perceived trustworthiness partly depends on the perceived trust-
worthiness of the certifying body. The higher the perceived trustworthiness of 
the certifying body, the higher the perceived trustworthiness of the seal.

Because the literature on the possible effects of AI seals of trust is scarce, we also 
included a more explorative approach to better understand users’ needs and expectations. 
Hence, in addition to the directional hypotheses, we included a qualitative part in which we 
asked participants to elaborate on which aspects of AI systems should be certified through 
an AI seal of trust.

Method
The study received ethical approval from the ethics committee of the University of  
Duisburg-Essen. All hypotheses and analyses were pre-registered via OSF—Open Science 
Framework.

Sample and Study Design

To test our hypotheses and research question, we conducted an online study with a between-
group design. To that end, we collected data from N  =  453 participants who were ran-
domly assigned to one of four conditions. The sample consisted of 220 females, 218 males,  
12 nonbinary, and three participants who preferred not to disclose their gender identity. All 
participants were recruited via the crowd-sourcing platform Prolific. Participants’ mean age 
was 37.94 (SD = 12.69) and ranged from 18 to 80 years. The highest degree for two partici-
pants was a middle school degree, for 184 a high school degree, for 194 a Bachelor’s degree, 
for 48 a Master’s degree, for four a PhD, and 21 indicated to have received another degree.

https://osf.io/c3g6y
https://osf.io/c3g6y
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Manipulated Variable: The AI Seal of Trust

The four experimental conditions reflected the different trust seals, in addition to a con-
trol group. To that end, we selected three certifications which correspond to archetypical 
levels of insight into the inner workings of AI systems: (1) The quality of the training data 
(n = 114)—that is, even if the AI system is a black box, certifications based on the input 
(i.e., training data) may assist in assessing the system’s trustworthiness, (2) the transpar-
ency (e.g., explainability) of the AI system (n = 114)—as it relates the input and output of 
a black box approximate system behavior, and (3) the formal verification of a AI system 
(n = 113)—as it guarantees desirable behavior of the system by white-boxing it. In addition 
to these different certifications, we included one control group (n = 113), which did not 
receive any seal of trust.

In addition to a brief description about the respective trust seal (all detailed descrip-
tions can be found in the online supplementary material C), participants saw an image of a 
seal (see Figure 1). Because the design of a seal likely affects the end-users’ trustworthiness 
perceptions, we reduced this effect by adding the following statement to the visual represen-
tation of the seal: “Please be aware that due to copyright reasons, we cannot represent the 
actual seal. The representation you see here is just a placeholder for this study.”

FIGURE 1 Visualization of the AI Trust Seal That Participants Saw in the Study

Procedure

After agreeing to the informed consent, participants were introduced to a working defini-
tion of AI (see the online supplementary material A for details). We included this infor-
mation to ensure that all participants understood the terminology similarly. Afterward, 
participants of the experimental groups were introduced to the concept of AI seals of trust 
with the following text:

“Artificial intelligence (AI) is recognized as a strategically important technology 
that can contribute to a wide array of societal and economic benefits. However, 
it is also a technology that may present serious risks, challenges, and unintended 
consequences. Within this context, trust in AI systems is necessary for the 
broader use of these technologies in society. It is, therefore vital that AI-enabled 
products and services are developed and implemented responsibly, safely, and 
ethically. But how to know whether one can trust AI? One way to make this trust 
judgment easier for users are so-called AI seals of trust. Such AI seals of trust 
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are granted by independent and neutral intermediaries who assess whether AI 
fulfills trustworthiness standards. Similar to food certifications and labels, these 
AI seals signal to users the state of an AI.”

Next, participants saw the different seals of trust and were introduced to different AI 
systems certified with AI seals of trust. Participants of the control group were directly intro-
duced to the AI system and did not view information on the seals of trust. After viewing 
the AI systems, participants were asked to answer several questions about one of these AI 
systems. Before closing the study with a manipulation check and the debriefing, partici-
pants were informed about all three possible seals of trust, after which, in an open question, 
participants were asked to indicate which of the three seals they found most important 
(ranking question), and what they expect from an AI seal of trust.

Stimulus Material

Participants read short descriptions of four different AI systems and their functionalities. 
While modeled after real-world applications to avoid prior exposure effects, all systems 
were hypothetical and did not exist. The systems were: (1) CheckMySkin, a mobile appli-
cation to check for skin cancer, (2) Drive Tek, an autonomous driving system, (3) Sound 
Shuffle, a music recommendation system, and (4) FindYou, a hiring system. The texts par-
ticipants read can be found in the online supplementary material B.

To increase the generalizability of our results, half of the participants answered ques-
tions about the system CheckMySkin, whereas the other half answered questions about the 
system Drive Tek. Participants in the experimental groups saw both of these systems along-
side an AI seal of trust. For the analysis, both conditions were joined.

Moreover, to increase external validity, we added two additional systems, Sound Shuffle 
and FindYou, which were always presented without an accompanying seal of trust. Hence, 
all participants of the experimental groups saw two systems with and two systems without 
seals of trust, whereas participants of the control group only saw systems without seals of 
trust.

Measured Variables

All of the following measures were assessed on a 5-point Likert scale, ranging from 
1 = “strongly disagree” to 5 = “strongly agree.” For subsequent analyses, items of all mea-
sures were summarized to a final mean score.

Trust in a system. Because we wanted to assess trust as thoroughly as possible, we com-
bined items from different scales to measure the three dimensions of trust (performance, 
process, and purpose) and mistrust. The final measure included 15 items to measure the 
perceived performance of a system (Cronbach’s α = .96), 13 items to measure the perceived 
process (Cronbach’s α = .90), 10 items to measure the purpose of the system (Cronbach’s  
α = .87), and 12 items to measure mistrust (Cronbach’s α = .94). All items used to mea-
sure the trust dimensions and a supporting exploratory factor analysis can be found in the 
online supplementary material F.
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Perceived familiarity and perceived understanding. We used a three-item measure, 
adapted from Gefen (2000), to assess the participants’ perceived familiarity with a seal’s 
content. The items were “I am familiar with the concept of [ . . . ],” “I have heard about the 
possibility to make AI systems better by controlling [ . . . ],” and “Media often report about 
controlling [ . . . ].” Depending on the group participants were allocated to, the blanks were 
filled by “the training data,” “the concept of transparency,” or “the concept of formal veri-
fication.” For the analyses, all items were summarized in one mean score with Cronbach’s  
α = .91.

The construct perceived understanding was assessed through the following four items, 
which were developed following Ngo and Krämer (2022b): “I understand what the seal of 
trust means,” “It is clear to me what the seal certifies,” “I could explain in my own words 
what the certification does,” and “I am uncertain about the meaning of the seal.” For the 
analyses, all items were summarized in one mean score with Cronbach’s α = .88. Both con-
structs, perceived familiarity and perceived understanding were not assessed by partici-
pants of the control group who did not view a seal of trust.

Trust in the certifying body. Trust in the certifying body was assessed through seven 
items from corporate credibility scale of Newell and Goldsmith (2001). For the analyses, all 
items were summarized in one mean score with Cronbach’s α = .95.

Trust in artificial intelligence. Because we did not want the individual’s take on AI to 
interfere with our results, we also included individuals’ attitudes toward AI as a covariate, 
using the ATAI scale of Sindermann et al. (2021), which includes five items on an 11-point 
Likert scale such as “I fear artificial intelligence” or “Artificial intelligence will benefit 
humankind.” For the analyses, all items were summarized in one mean score with Cron-
bach’s α = .78.

Qualitative Content Analysis

To better understand the participants’ needs and expectations toward an AI seal of trust, we 
included a ranking question and an open-ended question at the end of our online experi-
ment. In the ranking question, having been introduced to all three possible seals of trust, we 
wanted to know which of the seals of trust participants found most important. To conclude, 
we asked: 

“Lastly, having seen now three possible AI seals of trust, we are curious whether 
you have your own opinion about what an AI seal of trust could certify. Below 
you have some space to let us know what you think would be important.”

We analyzed all answers following Mayring’s (2014) recommendations for qualitative con-
tent analysis (see results section for details).

Results
All data can be accessed via OSF—Open Science Framework.

https://osf.io/6znvr/
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Manipulation Check

A chi-squared test with the independent grouping variable trust seal and the dependent 
variable trust seal recall indicated that significantly more participants remembered cor-
rectly the seal they saw than those who did not remember correctly (χ2(12) = 747.05, p < 
.001). In the control condition, 63.4% of participants remembered correctly (n = 71), in the 
training data condition, 67.5% (n = 77), in the transparency condition, 63.15% (n = 72), and 
in the formal verification, 79.6% (n = 90).

Hypotheses Testing

In the central hypothesis of this work (H1), we expected that participants trust an AI system 
certified with an AI seal of trust more than an AI system without certification. To deter-
mine the effect of a seal on the participants’ trust, we conducted an ANCOVA with the trust 
score as the dependent variable and the four leveled factor AI seal of trust as the grouping 
variable. As the covariate, we controlled for participants’ general trust in AI. The descriptive 
results of the variables trust and its subdimensions performance, process, and purpose, as 
well as mistrust grouped by the factor AI seal, can be found in Table 1.

TABLE 1 Descriptive Results of the Dependent Variable Trust and  
Its Subdimensions by Experimental Group

No Seal Training Data Transparency Formal Proof

Trust
M 3.48 3.53 3.50 3.41

SD 0.71 0.68 0.76 0.69

Performance
M 3.29 3.49 3.39 3.36

SD 0.87 0.78 0.93 0.88

Process
M 3.22 3.24 3.22 3.08

SD 0.85 0.82 0.94 0.87

Purpose
M 3.93 3.87 3.88 3.79

SD 0.79 0.77 0.76 0.76

Mistrust
M 3.34 3.24 3.35 3.44

SD 1.05 0.99 1.05 0.94

Results of the ANCOVA indicate that there was no significant difference in the partici-
pants’ trust scores between the different groups, F(3,448) = 0.72, p = .54. Moreover, we also 
had to reject H2 for which we expected that the training data seal would receive the most 
trust, followed by the transparency seal, and the formal verification seal.

While the result for H1 indicates that none of the three different seals of trust affected 
participants’ trust perceptions, it could have been the case that the seal affected only sub-
dimensions of trust. For this possibility, we did not articulate a hypothesis but posed RQ1, 
asking whether the different seals affected the three subdimensions, performance, process, 
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and purpose differently. In addition to the three subdimensions, we also included the  
measure for mistrust in RQ1 (note that mistrust was not included in the RQ in the pre- 
registration). To assess RQ1, we conducted a MANCOVA with the subdimensions per-
formance, process (integrity & transparency), and purpose, as well as mistrust as outcome 
variables and the four leveled factor AI seal of trust as the grouping variable. Similar to test-
ing H1, we also controlled for individual levels of trust in AI. Results indicate that the three 
subdimensions, as well as mistrust, were similarly affected by the trust seals, Pillai’s trace = 
.02, F(3,448) = 1.09, p = .075.

Although we found no differences between the three seals of trust and participants’ 
trust perceptions (see H1), an indirect effect of the seals on trust can still be expected. In 
H3a and H3b, we suggested that an effect of the seal is at least partly the result of the partic-
ipants’ perceived understanding of the seal’s content and the participants’ familiarity with 
the seal’s content. In addition, in H4, we anticipate that the effect of the seals might also be 
the result of the perceived trustworthiness of the institution which issued the seal.

To understand these possible explaining mechanisms, we ran three separate media-
tion analyses with understanding, perceived familiarity, and perceived source trustworthi-
ness as mediating variables. For this, we used the Process Macro version 4.3.1 for SPSS by 
Hayes (2017). Furthermore, we used the variable AI seal of trust as the independent vari-
able, which was dummy-coded. Participants who viewed the training data seal were entered 
as a reference category. Participants of the control group were excluded from the analyses 
as they did not answer questions about their understanding of the seal, their perceived 
familiarity, and the perceived trustworthiness of the source (see also the elaboration in the 
methods section). The outcome variable was again trust. We tested the significance of the 
effects using bootstrapping procedures, computing 5,000 bootstrapped samples with a con-
fidence interval of 95%. All unstandardized path coefficients and significance levels can be 
found in Figure 2a–c. The full results of the mediation analyses can be found in the online 
supplementary material D.

The mediation analyses revealed nonsignificant indirect effects for all three variables 
(understanding, source trustworthiness, and perceived familiarity). For understanding and 
source trustworthiness, the a-path was insignificant, indicating that the AI seal of trust 
participants viewed was neither related to the variable understanding nor source trust-
worthiness. However, the b-path was significant, indicating that both were very strong 
predictors of trust, with understanding explaining roughly 34% of the trust variance and 
source trustworthiness explaining roughly 72%. Not surprisingly, these results underline 
the importance of users understanding what a seal represents and the importance of the 
issuing source of the seal.

In contrast, we found a significant a-path for perceived familiarity, suggesting that par-
ticipants were not equally familiar with all AI seals. In particular, we found that participants 
were more familiar with transparency than verified training data (positive coefficient) but 
were less familiar with formal verification than training data (negative coefficient). This 
result partly confirms what we anticipated in H2, suggesting that participants are not 
equally familiar with the different seal content. Beyond this, the significant b-path indicates 
that higher familiarity with a seal’s content resulted in greater trust.
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FIGURES 2a–2c Visual Representation of Mediation Analyses  
With Unstandardized Path Coefficients

* p < .05, ** p < .01, ***p < .001

Qualitative Results

First, we asked participants to rank the three seals of trust they found most important. 
With one as the highest rank and three as the lowest, mean results indicate that participants 
found all three seals of trust similarly important, with formal verification scoring M = 1.94, 
transparency of the AI system M = 1.94, and training data M = 2.12. While the mean ranks 
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do not indicate a great difference between the three seals of trust, which reflects the results 
of our quantitative analysis, inspecting the absolute number that a seal was ranked first, we 
can see that participants found the formal verification and transparency of a system most 
important (see Figure 3).

FIGURE 3 Absolute Numbers of the Ranking Data

Because the three trust seals we selected reflect our understanding of importance, we 
assessed the participants’ answers with an open-ended question, asking what participants 
find most important in an AI seal of trust. We applied descriptive and in-vivo codes in the 
first coding cycle to capture the participants’ answers (Saldaña, 2013). In the second step, 
all codes were abstracted and summarized into higher-level codes. Throughout both coding 
cycles, three independent coders worked on the answers. To ensure the quality of the final 
coding scheme, we calculated Cohen’s Kappa on 25% of the answers. In the first round, all 
three coders arrived at an agreement of K = .64. To increase agreement, all three coders dis-
cussed and resolved cases of disagreement. Consequently, inter-rater reliability increased to 
a sufficient K = .82 in a second round of coding on different sets of answers.

In the following, we report the most important results of the qualitative content anal-
ysis. Overall, the final coding scheme identified seven different categories (see Table 2), 
which differ in the number of mentions as well as the level of abstraction (number of  
second-level codes).
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TABLE 2 Results of the Qualitative Content Analysis

1st level codes # Description 2nd level codes (#)

Trustworthiness 19
Verification of the general 
trustworthiness of a system 
without further specification

 

Distrust 24 General distrust in the AI or 
the seals of trust

Performance 206 Verification of AI’s abilities  
and characteristics

(formal) Verification (60)
Safety (55)
Accuracy (23)
Error-free (20)
Re-evaluation (20)
Extensive testing (20)
Efficiency (8)

Process 
(transparency) 49

Related to how the AI 
operates and the intelligibility 
of its inner workings

 

Purpose 66
Verification of the intentions 
of the AI’s developers and the 
development process

Ethical compliance (13)
Privacy (24)
Training set quality (25)
Copyright compliance (4)

Trustworthy AI 
seals of trust 36 Verification of the seal-issuing 

institution

Trustworthy origin of the seal (26)
Transparency of the certification 
process (10)

Destructive AI 20
Verification that AI cannot 
develop its own agency and 
intentionally harm humans

 

While some participants voiced general support for trust seals, others rejected any 
certification as well as AI systems as a whole. For example, P84 stated, “nothing would 
really give me any trust in AI. I am very against the idea of anything AI.” In addition to 
general mistrust in AI and certifications, participants also voiced concrete concerns about 
the seal-issuing institution. For example, P163 states, “I don’t necessarily trust these seals 
of trust because they can always get bought.” This reflects our quantitative results, which 
underline the importance of source trustworthiness. Moreover, the distrust voiced by our 
participants reminds of what Dietvorst et al. (2015) call algorithm aversion, a generally 
negative stance toward anything related to algorithms and AI.

Following trust literature, most participants, however, commented along the lines of 
the three trust dimensions performance, purpose, and process, with performance-related 
comments being mentioned by far the most. Among those, most participants wanted a seal 
of trust to certify that the system does what it was set out to be (formal verification) and its 
safety.
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Related to the issue of safety, a smaller group of participants also voiced the need for, 
what we call, a nondestructive AI seal of trust. For example, P136 stated that a seal “could 
certify that the AI can be trusted not to be evil and ruin mankind,” and P389 who noted that 
a seal “could certify whether the AI’s intentions are true—whether it wants to make humans 
safe or whether it wants to further its own goals regardless of our safety.”

Discussion
Through quantitative and qualitative data collections, in this work, we investigated the 
effect of an AI seal of trust on the users’ trust assessments of AI systems as well as the users’ 
expectations toward such seals respectively.

Quantitative Results: Addressing the Null Effect of the Trust Seal

In a pre-registered online experiment, we tested three different seals of trust (certification 
of the training data, transparency, and formal verification) and their effects on user trust in 
an AI system. However, unlike hypothesized, none of the three different seals of trust could 
significantly increase our participants’ trust in an AI system compared to a control group. 
A more fine-grained analysis, differentiating trust into its subdimensions performance, 
process, and purpose, supported this null result. The seals of trust did not affect the trust 
dimensions differently compared to a control group.

While previous results from different domains would suggest an effect of the certifi-
cation, this paper’s null results echo previous null results. Examples include McKnight et 
al. (2004) and Kim et al. (2016), who relate their null findings to users’ not noticing the 
seal or users’ limited understanding and familiarity of the seal’s content. We can rule out 
these explanations because we also assessed participants’ understanding of and familiarity 
with a seal. In addition, the manipulation check indicated that participants remembered the 
respective trust seals. Instead, we suggest that our results relate to the findings of Adam et al. 
(2020). The authors suggest that if a system’s trustworthiness is already high, an additional 
seal of trust cannot increase the trustworthiness any further. We find support for this spec-
ulation in the mean trust ratings of our study as we noticed that these fall within 3.41 and 
3.53 points, significantly higher than the scale midpoint (2.5 points).

Following theoretical considerations of trust theory and signaling theory, an alternative 
explanation to the null results is that the trust seals did not signal the intended meaning. 
Indeed, our seals might not have communicated the trustworthiness of the systems because 
they are neither well established outside the experimental setting nor granted by a well-
known institution (see also next section). Hence, they possibly lacked the epistemic author-
ity to convince our participants.

Moreover, we found that the seals of trust were not perceived differently in terms of 
understandability but differed in familiarity, with transparency certification being the most 
well-known, followed by training data and formal verification certifications. Finding dif-
ferences for familiarity but not understanding indicates that, while knowing of a specific 
certification method, this knowledge does not necessarily translate into understanding.
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Support for Epistemic Trust

We found that independent of which seal participants saw, the higher the participants’ trust 
in the seal-issuing institution was, the higher was the trust in the AI system. In other words, 
if users trust the institution that grants the seal, trust in the system will increase. Conse-
quently, this shifts the users’ trust assessments from the system to the certifying institu-
tion. Hence, our result supports the idea of epistemic trust and trust in AI-as-an-institution 
(Knowles & Richards, 2021). It seems that it is easier for users to ask, “Whom to trust?” 
instead of attempting to understand AI systems.

Moreover, in line with predictions of the ELM, knowing a certifying institution might 
also function as a mental shortcut. Knowing that a certain institution is trustworthy, any 
communication originating from such an institution should also be trustworthy (see also, 
authority heuristic in Sundar, 2008). For the present work, we could not rely on the author-
ity of a specific institution as our seals might have been less effective because their origin 
was unknown to the participants. However, adding additional information such as a seal or 
a seal-issuing institution whose trustworthiness has to be assessed also comes with down-
sides discussed in the next section.

Qualitative Results

Need for Verifications Without Understanding of Verifications
In the qualitative part of this work, we asked participants to explain what they expect 
from AI certifications. Through a qualitative content analysis, we found that participant 
responses mainly fell within the three trust dimensions, performance, process, and pur-
pose, with performance-related certification being mentioned the most. Among the per-
formance category, participants indicated that (formal) verification, the certification that 
the system does what it was set out to be, was mentioned the most. This is also supported 
by the ranking data that we collected. Here, formal verification was ranked first most of the 
time. However, in light of the quantitative results, which indicated that participants knew 
the least about formal verification compared to transparency and training data, the higher 
ranking of formal verifications is alarming. Participants found the greatest reassurance in 
something they understood the least and, in turn, maybe expected it to be most compre-
hensive and fail-safe. We speculate whether this might be due to participants having given 
up on other, more well-known methods.

Second-Level Trust Calibrations
Interestingly, some participants mentioned the general need for a trustworthiness certi-
fication, whereas others voiced distrust toward any such certification and AI-related sys-
tem. We relate these contradicting sentiments to what Wischnewski et al. (2023) define 
as second-level trust calibrations, where users have to perform an additional (second level) 
trust judgment (here: judging the trustworthiness of the seal) on top of the trust judgment 
concerning the AI system (first level), possibly increasing users’ cognitive load. While fol-
lowing persuasion literature which suggests that seals can reduce the users’ cognitive load 
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by offering trust cues, future studies should examine whether cognitive load can also be 
increased through the additional information that needs to be processed. This is especially 
true in the context of calibrated trust. Suppose it is the aim that user trust is appropriately 
calibrated to the AI system’s functionality. In that case, users must also find a way to cali-
brate their trust in the AI seal appropriately.

In addition, the distrust sentiment voiced by our participants also indicates the limits 
of approaching trust from an epistemic perspective. If the seal-issuing institution is not 
trusted, users will likely not trust the system. Hence, future studies should assess which 
cues make an AI seal of trust more trustworthy and which user groups generally distrust AI.

Limitations and Future Studies

The strongest limitation to our study concerns its external validity. First, as currently no 
established, noncommercial certification body or trust seal exist, all material was hypo-
thetical. Similarly, participants did not directly engage with the AI systems but read dif-
ferent vignettes. Hence, we could not measure how participant trust translated into actual 
behavioral outcomes. Further, online data collection is limited for decisions in practice as 
this problem type involves substantial cognitive effort that an online environment may not 
be able to replicate as well as decision-making often is a high-involvement task and online 
participants may not meet this criterion.

For future studies, we suggest integrating actual systems into the experimental setting. 
In addition, with AI systems based on large language models such as GPT-4 being commer-
cialized, it could be interesting, for example, to include such a conversational interface and 
interactivity in general.

Moreover, as participants likely did not know about AI seals of trust, we had to provide 
a definition of such. While we tried to be as subtle as possible, describing AI systems as “a 
technology that may present serious risks, challenges, and unintended consequences” (see 
Method section), we potentially biased participants to be more critical and vigilant than 
they initially were, raising participants’ overall skepticism toward the presented system. 
However, as we can see in the overall trust ratings across conditions, participants perceived 
the systems as relatively trustworthy (mean trust ratings > 3.41 points at a scale midpoint of 
2.5 points). In addition, we statistically controlled for participants’ general attitudes toward 
AI by including individuals’ attitudes as a covariate in our analyses. Hence, even if a sub-
group of users was affected by our definition, it should not have changed our results.

Lastly, as we suggest in the previous section, we speculate that our null results are related 
to all AI systems being equally trustworthy. To test this interpretation, future studies should 
experimentally vary the trustworthiness of AI systems by, for example, comparing different 
levels of system reliability (high vs. low) to investigate whether trust seals can increase the 
users’ trust.

Conclusion
In this work, we investigated the effects of AI certifications, so-called AI seals of trust, on 
the users’ trust in AI systems. We tested three certifications and their effects on global trust 
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and the trust subdimensions performance, process, and purpose. Unlike hypothesized, we 
found that the trust seals did not affect users’ trust in the AI system. Examining possible 
underlying mechanisms, we found that a higher understanding of the seal’s content as well 
as familiarity with the seal’s content, could increase users’ trust. Moreover, we found evi-
dence of epistemic trust. That is, the more participants trusted the seal-issuing institution, 
the more they trusted the AI system. However, our qualitative results also indicated that 
some participants reject the idea of an AI seal of trust as they do not trust AI systems or 
any certifying party. Nevertheless, most participants said they would like to see a system’s 
functionality be certified, specifically, its performance and safety.
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This study adopts the combined TAM-TPB model to investigate attitudes and expecta-
tions of machines at a pre-career stage. We study how future doctors (medical students) 
expect to interact with future AI machinery, what AI usage norms will develop, and beliefs 
about human and machine autonomy. Semi-structured interviews were conducted. 
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Introduction
In the bright bluish light of the theatre, a group of humans form a circle in the middle. In 
deep concentration, one raises a blade and a voice pierces the silence: “Have you remem-
bered to administer prophylactic antibiotics?” While the surgeon and their team in this 
operating room theatre are real, the voice is distinctly inhuman. “Yes,” the surgeon replies. 
This important reminder is not the last contribution to the operation that the surgeon’s 
robotic assistant will make. After an incision is made, the robot is perfectly positioned to 
retract the skin, giving the surgeon the best view of the viscera beneath. Along the way, 
there are constant updates about the patient’s blood pressure, volume of blood loss, heart 
rate, and oxygen saturation. Throughout, the assistant utilizes artificial intelligence (AI) 
to comprehend what is happening, adjust as needed, and provide constant reminders the 
human team needs to ensure that nothing is missed.

Though this scenario might seem futuristic, as if taken from the year 2100, a similar 
series of events may be seen in operating theatres across the world sooner than we think. 
And the operating room is just one place where machines are becoming more common 
in health care. Nearly all levels of care, from the family physician’s office to the most com-
plex lab analyses are being constantly transformed by new technology. However, in con-
trast to the past’s relatively steady proliferation of medicine technology, the newest machine  
capabilities—heralded by some as the “4th Industrial Revolution”—are ushering in an age 
of exponential change (Evans, 2019). Recently, the widely known ChatGPT web application 
became the fastest growing app ever, outpacing the userbase growth of the former champi-
ons (and still tremendously popular) Instagram and TikTok (Hu, 2023; UBS, 2023). Clearly, 
when they graduate, medical students of today will be entering a world in which machines, 
especially those using AI, play an outsized role that will continue to grow throughout their 
careers.

It is imperative that we explore the attitudes of these future doctors toward their future 
machine companions. Ultimately, the older generations of medical professionals who 
began their careers without the aid of advanced machine tools such as decision-support 
systems or autonomous surgical robots will retire from the workforce. The new generation 
of medical professionals, much like the way younger generations grew up immersed in 
digital technology, are now emerging into their careers in an era dominated by advanced 
AI tools. But what will this relationship between doctors and machines be like? What clues 
can we gain now as to future sources of harmony between human and machine—or, less 
optimistically—can we identify future sources of tension? An extensive body of research 
in the human-computer interaction (Gibson et al., 2020), human-automation trust (Hoff 
& Bashir, 2015), and human-machine communication (Guzman, 2020) disciplines testifies 
to the importance of pre-existing attitudes and expectations when interacting with new 
technology. Though most medical students are not explicitly trained in AI, the ubiquity of 
articles regarding AI in popular media and AI’s overall salience in the public sphere sug-
gests attitudes could be changing rapidly (Bartholomew & Mehta, 2023). We investigate 
these attitudes and beliefs here; we specifically focus on attitudes toward AI because it is 
most representative of cutting-edge and future technology.

In our investigation, we contribute to human-machine communication literature by 
stepping further back into the timeline of professional attitudes. That is, attitudes are formed 
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not only in the workplace during or after machine implementation (where most current 
research is situated), but also before the people enter the workforce. This study asks par-
ticipants to be more forward-looking than the majority of extant research; in envisioning 
their careers, medical students must think in terms of decades. To guide our research, we 
adopt a theoretical framework that is suited to this extended temporal scope: the combined 
Technology Acceptance Model and Theory of Planned Behaviour (TAM-TPB) (Taylor & 
Todd, 1995), and we conduct two waves of our study, one preceding the release of ChatGPT 
and one after the release. Resultingly, our research provides insight into (1) the openness 
to using AI in their future careers, (2) the perceived usefulness of AI technologies, (3) the 
norms that medical students believe will form regarding the use of AI in the workplace, 
(4) the beliefs about personal autonomy in using AI, and (5) how these attitudes may have 
changed following the release of software that revolutionizes human-machine communica-
tion. We first review literature on worker attitudes to AI more broadly, previous work with 
medical students, and the TAM-TPB framework.

Literature Review
Artificial Intelligence (AI) is generally understood to refer to the ability of the robots or 
machines to perform higher order human cognitive functions, to “think” and “act” like 
humans (IBM, 2020). In recent years, AI programs such as Deep Blue and AlphaGo 
have come to the forefront of attention by defeating the brightest human minds in 
games such as Chess and Go. At the same time, some remain wary of machines’ abil-
ity to replace humans, adamant that “AI will not replace humans overnight” (Toews, 
2021). For our research, we defer to the most widely used definition of AI as “agents that 
receive percepts from the environment and perform actions” (Russell & Norvig, 2009,  
p. 10), a definition that allows for the study of a diverse array of machines. Recognizing this 
broad application of AI, it is critical to understand its impact on diverse domains, especially 
in the context of human work. Given the issue of human replacement by AI is so salient, 
much previous work on perceptions of AI in the workplace has focused on this question. 
Our inquiry, however, takes a different angle to explore the understudied perspective of 
how future professionals visualize their potential co-existence with AI in the workplace. 
This shift in focus does not neglect the question of replacement but instead attempts to 
build upon it by addressing the envisaged human-machine communication in the profes-
sional landscape, specifically from the vantage point of professionals entering their field.

Worker Attitudes

Workers are not always welcoming to AI. Job insecurity and psychological distress are asso-
ciated with fears about AI taking over jobs for workers in a Philippines call center (Presbitero 
& Teng-Calleja, 2022). Similarly, concerns arise among North American pharmacists, sug-
gesting apprehension across many job types. These professionals may experience “automa-
tion anxieties” (i.e., concerns about job loss) when confronted with the advance of machines 
into their professions. AI may threaten the identities of employees, especially as it relates 
to job functions, and may pose a risk to the “social fabric of work” (Selenko et al., 2022,  
p. 1). This is generally negative not only for employees, but for organizations as well because 
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job satisfaction (or lack thereof) affects trust between employee and employer (Rich-
ter & Näswall, 2019). Media coverage of AI is widespread, and pessimistic views of AI 
are commonplace (Siegel, 2019; Sun et al., 2020). Even if presented alongside optimistic 
views regarding AI and labor, the tendency of humans to give more weight to negative 
outcomes is well-documented (Kahneman & Tversky, 1979). From this perspective, our 
study acquires an important dimension: it attempts to gauge the pre-existing sentiments of 
people just venturing into the workforce. We are interested in assessing whether the preva-
lent AI narrative, often tinged with negativity and uncertainty, has influenced their outlook 
on working with machines. The public release of ChatGPT in November 2022, given its 
rapid adoption—setting the record for fastest application ever to reach 1 million users (Hu, 
2023; UBS, 2023)—along with its accessibility and widespread media coverage, is an ideal 
moment to study. Hence, our research design is crafted to capture the sentiment backdrop 
that the participants might bring to the table.

Leveraging the vantage point of the health care industry benefits our study. Health care 
is one field in which the application of artificial intelligence is rapidly growing. A number 
of studies have found varying support for AI in medicine; however, the perception that 
patient privacy must be protected and that clinicians should be the main participant in 
decision-making with patients is nearly universal (Scott et al., 2021). Examples cited include 
the ability of AI to interpret diagnostic imaging, aiding in pharmaceutical development 
and streamline administrative tasks (Shah & Chircu, 2018). This prioritization of human 
involvement is not ubiquitous across all industries, with aviation being one notable exam-
ple where machine autonomy is more embraced. In essence, this distinction underlines 
that despite technological advancements, the human element is considered central to the 
practice of health care.

Medical Students and Machines

In recent years, studies have been performed to find out more about medical students’ per-
spectives on Artificial Intelligence (AI) in health care, often with a particular emphasis on 
the choice of residency or speciality, as well as how it might change the role of doctors in 
the future. This has been done in countries such as the UK (Sit et al., 2020), the US (Park et 
al., 2021) and Canada (Gong et al., 2019). Across the board, students surveyed felt that AI 
will play an important role in health care in the future, and in one study, 89% of students 
stated that teaching in AI would be beneficial for their future (Sit et al., 2020). Cho et al. 
(2021) found that although there was interest in AI among medical students, there was a 
discrepancy between degree of interest and concrete AI education. The primary motivation 
for many studies of medical students is for education/curriculum planning purposes, and 
is driven by questions related to how AI should be integrated into medical education. It 
may not be surprising to see that most of the medical schools which the survey participants 
came from did not have AI-related content in their syllabi. However, it may be surprising to 
learn that the vast majority of medical education programs do not include AI in any form. 
More broadly, other than simple “how to use X machine” education that students receive 
in experiential settings, medical education is devoid of education about human-machine 
communication, despite the machines in the workplace being widespread.
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The curricular-focus of research on medical students has also aimed to address what 
specialities students believe will be most affected by AI. Two fields purported to be most sus-
ceptible to being replaced by AI were radiology and dermatology (Cho et al., 2021; Gong et 
al., 2019). Many students felt that radiology would be the specialty most affected by AI, with 
around half of the students surveyed stating that their interest in radiology had been nega-
tively impacted by the development of AI. But the more daunting question of if AI has made 
the medical profession less attractive in general remains unanswered. Our work will provide 
insight as attitudes toward AI in professional life are inevitably a combination of both how 
people feel about AI and how they feel about the profession itself. Both research with medical 
students and in medicine generally have provided little theoretical basis for understanding 
attitudes toward AI. This is unfortunate as medical students in particular are in an ideal 
position to inform theory about how workers approach AI. Medical students are at the very 
cusp of long careers in medicine. An investment in medical school is a serious undertaking 
that prepares one for a particular industry; if AI takes over a doctor’s job, they cannot just 
jump to a different industry and apply their skills in logistics or accountancy. Like many 
other areas of skilled labor, the “I’ll just do something else” approach may not be viable given 
the limited transferability of skills. Furthermore, while they are forced to think deeply about 
their careers, medical students are not yet embedded in real work environments where their 
attitudes toward AI may be jaded by bad experiences or the dysfunctional work environ-
ments that have plagued previous attempts to introduce technology in organizations (Stam 
et al., 2004). This study provides a novel investigation into the attitudes of medical students 
as we investigate how the release of a disruptive technology (ChatGPT) may cause shifts in 
how medical students think about machines.

Perceptions and Expectations

In investigating perspectives that are relatively unadulterated by work experience, our work 
follows previous investigations in the human-machine communication tradition (e.g., Guz-
man, 2020; Simmler et al., 2022). Our sample combines the best advantages of both profes-
sional and general population samples. For medical students, AI carries strong professional 
implications but they are not yet working with AI every day. To maximize the advantages 
of our sample our investigation is guided by the combined Technology Acceptance Model 
and Theory of Planned Behaviour (TAM-TPB) (Taylor & Todd, 1995). We chose TAM-TPB 
because it reflected the qualities of our sample, because it includes items geared toward gen-
eral populations/issues from the widely used Theory of Planned Behavior (Ajzen, 1991)and 
because it also includes professional focused items from the similarly popular Technology 
Acceptance Model (Davis, 1989).

TAM-TPB proposes that attitudes toward technologies are determined from practical 
factors one would encounter in the workplace such as the perceived usefulness of the tech-
nology or the ease of using it. But attitudes also originate from the norms people perceive 
regarding technology. For instance, medical students’ perception of AI in prognosis man-
agement would influence their attitudes. Further, as their careers progress, their attitudes 
toward AI will be shaped by both professional, patient, and societal expectations. Norms 
are important both on the professional and public sides of health care: providers may have 
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one set of expectations about how machines should be used, but the public (patients) may 
have different expectations; these differing expectations must be negotiated. TAM-TPB also 
proposes that one’s behavioural control can affect intentions to behave. Control has multiple 
meanings in the workplace. While the straightforward interpretation is related to self-effi-
cacy, control may also manifest in company policies, directives from superiors, or demands 
from patients that a technology be used or prohibited. Or, machines may demonstrate better 
performance to humans who resultingly feel inferior and compelled to defer to machines. 
Behavioral control therefore is related to the struggle for autonomy that is frequently dis-
cussed in studies of human and machine (Fortunati & Edwards, 2021; Schaefer et al., 2016). 
In light of these considerations, adopting the TAM-TPB framework enhances our study 
as it encompasses both individual and external factors that contribute to one’s intention 
toward new technologies. In sum, the use of the TAM-TPB leverages the strengths of our 
sample and provides structure for our contribution to human-machine communication 
theory. As such, we are guided by three research questions:

RQ1: How do medical students foresee the usefulness of artificial intelligence in 
their careers?

RQ2: What future norms regarding the use of artificial intelligence in medicine 
do medical students foresee?

RQ3: How do medical students envision personal and professional autonomy in 
relation to the use of AI in their future workplaces?

Method
A total of 45 (N = 45) medical students participated in semi-structured interviews. The first 
wave of interviews (n = 20) were collected between December 2021 and June 2022. First 
wave participants were sourced initially through recruitment posters (n = 8) and snowball 
sampling (n = 12) by asking participants to recommend others for the study. In the sec-
ond wave (n = 25), collected between January 2023 and June 2023, fewer students (n = 5) 
responded to recruitment posters with the remainder sourced through snowball sampling 
(n = 23). Recruitment in the second wave differed from the first in that there were two 
research team members independently snowball sampling in order to mitigate the selection 
bias risks inherent in snowball sampling. The interviewees selected were medical students 
in their second to fourth year of medical school from two undergraduate medical schools 
in Singapore. Ages ranged from 19 to 24. Notably, Singapore’s medicine education program 
is compressed compared to the United States where equivalent schooling is often pursued 
after obtaining a bachelor’s degree. Thus, our sample is 3–6 years younger than similar stud-
ies conducted in like education programs elsewhere.

Interviews were conducted using a mix of face-to-face and video call mediums because 
some students were under isolation directives resulting from COVID-19 mitigation mea-
sures. These directives were loosened between wave one and wave two, meaning more 
interviews were conducted in-person in wave two (56.5% in-person) than wave one (40.0% 
in-person). Interviews were conducted by study team members who were fellow medical 
students in Singapore. Research assistants were earning course credit for participating in 
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an undergraduate research program; participants were not compensated. The interviews 
adopted a semi-structured format. A pre-defined list of questions was prepared, but conver-
sations were allowed to flow naturally based on interviewees’ responses. The only difference 
between the wave one and two interview guides is that wave two included allowances for 
participants to go on tangents related to the recently released (with much fanfare), genera-
tive AI tools (e.g., ChatGPT), but we did not change any questions in the interview guide to 
ask about generative AI specifically. Questions were structured around the combined TAM-
TPB model, although posed in layperson language to encourage more natural discussion. 
Some questions were general conversation openers (e.g., “Do you see AI changing the role 
of doctors during your career?”) whereas others were more targeted at concepts of interest 
such as fear (e.g., “How do you think you would feel if your boss came to you and told you 
that you must use a new AI tool because studies show it has better judgement than you?”). 
Interviews lasted between 25–45 minutes.

Coding and Content Analysis

Interviews were transcribed, analyzed and coded. Our approach follows the reflexive the-
matic analysis method (Braun & Clarke, 2006; Byrne, 2022) with the coding framework 
being developed and evolving as more interviews were being transcribed and analyzed. A 
framework of core themes was built based on the analysis of the initial transcripts using 
an inductive approach. This framework was built upon and modified as more and more 
transcripts were coded and analyzed. Earlier interviews were then revisited and re-coded 
in an iterative process (Braun & Clarke, 2006). In wave one, after completion of the initial 
coding scheme, study team members met to begin mapping the codes to concepts in the 
TAM-TPB model when applicable. This process, which we favored over a more structured 
deductive approach, can result in the identification of codes that fall outside the conceptual 
framework; we were agreeable to this due to exploratory, futuristic nature of our research 
questions. But these codes may be problematic from a theoretical view if they are over-fit 
into the framework. To avoid this conundrum, a crucial step was the consensus-building 
discussion among our study team. After discussion, the study team agreed that all codes 
that could not be mapped to a construct(s) in the TAM-TPB were related to student’s educa-
tional curriculum (which was an inevitable topic of conversation given the interviewer was 
a peer student). Thus, we place these codes in an education category. All codes and frequen-
cies are shown in Table 1. In wave two, the process differed in that the study team already 
had the codes developed by the study team members in wave one. The research assistants 
in wave two were supplied with the codebook, and coded transcripts from wave one. Wave 
two research team members then coded five transcripts from wave one, and one research 
team member from wave one re-coded the same transcripts. Intracoder reliability for the 
wave one and wave two team members was 96% agreement. For reliability between all three 
wave two members, we elected to calculate Krippendorf ’s alpha to mitigate problems with 
percentage agreement (Hayes & Krippendorff, 2007); reliability was acceptable α = 0.882. 
The only source of significant disagreement in wave two data was how to cover discussions 
of generative AI and ChatGPT, which was not accounted for (the technology did not exist 
yet) in wave one. We place these codes into a “new technology” theme which is listed sepa-
rate from the themes present in wave one and two (see Table 1).
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TABLE 1 Codes, Frequencies, and Theme Mapping

Codes Number
Percentage 
of All Codes

Percent of 
Interviews 

Code  
Occurred Theme Sub-Theme

Administration 50 8.25% 100.00% AI is Tomorrow AI will be Demanded

Patient Desires 85 14.03% 100.00% AI is Tomorrow AI will be Demanded

Growth of 
Technology

68 11.22% 100.00% AI is Tomorrow AI-Saturated Work

Ubiquity 15 2.48% 33.33% AI is Tomorrow AI-Saturated Work

Inevitability 60 9.90% 100.00% AI is Tomorrow AI-Saturated Work

Optimism 34 5.61% 75.56% AI is Tomorrow Tomorrow is Better

Safety 20 3.30% 44.44% AI is Tomorrow Tomorrow is Better

Pessimism 18 2.97% 40.00% AI is Tomorrow Tomorrow is Worse

Humans: Skill 
Comparison

12 1.98% 26.67%
The Human 
Contrast

Cognition and Intuition

Humans: Positive 
Comparison

15 2.48% 33.33%
The Human 
Contrast

Cognition and Intuition

Useful as Assistant 12 1.98% 26.67%
The Human 
Contrast

Different Colleagues

Coworkers 10 1.65% 22.22%
The Human 
Contrast

Different Colleagues

Ease of Profession 14 2.31% 31.11% The AI Ouvrier A Better Professional

Choice of Use 12 1.98% 26.67% The AI Ouvrier A Better Professional

Health Care 
Industry

18 2.97% 40.00% The AI Ouvrier A Better Professional

Ease of Use 7 1.16% 15.56% The AI Ouvrier Taking Difficult Work

Ease of Workload 18 2.97% 40.00% The AI Ouvrier Taking Difficult Work

Useful as Tool 40 6.60% 88.89% The AI Ouvrier The AI Toolbox

Humans: Negative 
Comparison

39 6.44% 86.67% The AI Ouvrier The AI Toolbox

Education 15 2.48% 33.33% Education Education

Electives 9 1.49% 20.00% Education Education

Generative AI (e.g., 
ChatGPT)*

35 10.78% 100.00%
New 
Technology

New Technology

Total 606
 
*Code only occurred in wave two, percentages calculated for wave 2 data only
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Thematic Development

After the study team reached sufficient agreement on codes, the process of thematic anal-
ysis began with building upon the initial content coding. First, codes were categorized and 
abstracted into larger conceptual themes. Through discussion, themes and potential sub-
themes were identified. Ultimately the study team settled on three themes with a total of 
ten sub-themes that accurately summarized the data. Given the format of the interview 
questions that were structured around the combined TAM-TPB model, themes unsurpris-
ingly gathered around several constructs in the model. We then wrote the results section in 
a collaborative manner to ensure agreement on content.

Results and Discussion
Corresponding with the interview guide which used the combined TAM-TPB framework, 
and the research questions regarding concepts in the model, our three main themes largely 
corresponded with the perceived usefulness, perceived norms, and behavioral control. 
However, in constructing our themes we drew relevant information from across the entire 
conversation instead of only responses to specific questions. Thus, we discovered new angles 
on what these oft-used concepts mean given the unique perspective of our participants. We 
first present the three main themes that occurred across both waves. Then, we discuss dif-
ferences between wave one and wave two.

AI is Tomorrow

The inevitability of AI in medical workplaces was a constant theme in interviews, so much 
that some codes and sub-themes (e.g., AI being demanded by administration and patients 
in the future workplace; AI use continuing to grow) occurred in 100% of interviews. Senti-
ment toward this future demand was not universal, with participants noting both pros (e.g., 
improved safety) and cons (e.g., need to retrain frequently). Regardless, no respondents saw 
a future without AI in the workplace, nor did any suggest that there will be large amounts 
of resistance to this change. Despite acknowledging the changes that AI may bring, respon-
dents largely believed AI wouldn’t change what it means to be a doctor. Some students felt 
that AI would not change the role of doctors very much, at least not in the near future. One 
student stated, “I think the fundamental roles of the doctor will still be there and won’t be 
completely replaced” [14]. Another said, “I don’t think AI will drive us out of business . . . 
down [that] path, hopefully AI is more friend than foe” [12]. There is a belief that AI is nearly 
synonymous with the workplaces the respondents will work in throughout their careers: AI 
is not a “maybe” in the workplaces of tomorrow, AI is tomorrow. And these workplaces will 
become further saturated with AI over time. Respondents understood that AI capabilities 
will increase, “you know as AI gets more precise and more experience, higher datasets, it 
can even go up the ladder and take up more specialised skills” [4]. While these possibilities 
are acknowledged, there is still uncertainty about just what AI will be capable of, and how 
quickly it will move, as summed up by one respondent: “AI will move faster than we expect 
but also slower than we expect, if you know what I mean” [35].
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Addressing our first research question, we find a belief that the workplaces of tomorrow 
may be improved by AI, “I will be welcome to this sort of changes” said one respondent, 
continuing, “If it helps to make your job more efficient and more error-free, then I think 
probably it would be nice to welcome that sort of change” [7]. But, a less optimistic view 
was present in roughly 40% of interviews. For example, AI may bring problems to the future 
workplace, especially in the implementation side that is plagued by long timelines and test-
ing, “They will experiment, they will trial, they will roll out a pilot programme, and that’s all 
fine and good, but for mass adoption, that will take a long time” [41]. In addition to dealing 
with long rollouts, respondents are not enthusiastic about the potential ethical questions 
introduced by AI:

“Then there’s also the whole legal aspect, like what if a patient is misdiagnosed? 
Computer says it’s a correct diagnosis, like the answer key says it’s correct, but 
in reality it was misdiagnosed like based on autopsy or tissue biopsy or too late, 
then it’s a dispute, like why did the doctor go against the decision of the com-
puter, how valid is the clinician’s experience and what not.” [13]

Nevertheless, respondents see patients as being open to AI, perhaps even demanding its use 
from health care systems. Safety improvements may prompt this, “the overall impact [of 
AI] will be positive for the patient, then I think that I will also be glad to accept that change 
because I mean, I will accept the fact that probably we do make judgement errors” [2]. 
But this demand may follow generational shifts, “Probably the older generation [patients] 
will still prefer the more personal, they probably rely less on technology compared to the 
younger generation who might have differing thoughts on AI” [33]. Some respondents also 
offered a countertheme to this, suggesting patients will ultimately be unhappy, “ . . . if you 
put AI’s formulaic way of thinking into the practice of medicine, then you would have a lot 
of unhappy patients and a lot of hurt patients” said one respondent [11].

All of these thoughts come with the assumption that AI will be adopted and will satu-
rate the workplace. In turn, respondents shift their thinking from the traditional “perceived 
usefulness” as being a measure of likelihood of use. Rather, usefulness is a maybe but the 
presence of AI is not. And in truth, respondents saw usefulness as only a weak maybe. Bar-
ring a few pessimistic thoughts, the majority of comments saw this AI tomorrow as a better 
place, especially in reference to newer generative AI technologies (e.g., ChatGPT) present in 
the second wave of data collection. This answer to our first research question was reflected 
in our data, too, with optimistic futures codes occurring more than pessimistic ones. The 
results also provide some insight into our second research questions about norms. AI is the 
norm tomorrow; this AI tomorrow is inevitable and good.

Wishing for the AI Ouvrier

If AI is an inevitable fixture on doctor’s careers, they want AI as a sidekick instead of a sub-
stitute. It is telling that the most frequently occurring code in this theme—the idea that AI 
is only a tool—occurred in nearly every interview (88.89%). The right tools will make the 
workplace more pleasant, as indicated by the discussion of AI’s potential to reduce work-
loads (40%) or ease other aspects of the profession (31.11%) provided that users will be 
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able to choose when and how to use AI (26.67%). One respondent recounted the benefits 
of AI they have heard of in other industries, “Not so much in the medical field, but in other 
applications like industrial applications, how it’s used to streamline predicting your supply 
chain demands, for business analytics” [5]. AI poses a threat when it acts as a substitute,

“I guess if [the AI] something that like doesn’t take away the joy of practising 
in that specialty, then I wouldn’t mind. The converse example is if I want to do 
surgery, but the AI is doing everything all the surgeries, then I don’t think I 
would want to do it. It takes away the joy of actually using your own hands and 
operating on the patient.” [6]

This quote deserves closer inspection: joy is under threat because it removes some degree 
of interaction. But the imagery of “actually using your own hands” is meaningful as well—
people do things with our hands, it is the literal feel of the job. The removal of this physical 
connection with the job may represent a disembodying prospect for doctors. But this fear 
does not manifest itself in a resistance to AI or a decrease in perceived usefulness. Instead, 
people wish to carefully pick specialities to avoid this fate. Again, we see the implication that 
AI is inevitable. One cannot resist an unstoppable force.

Respondents discussed the norms (RQ2) they foresee around AI use. The norms were 
often hopeful, respondents wish that AI will “serve as an adjunct,” [7] “provide second opin-
ions,” [36] or, as one respondent candidly admitted their fallibility, AI can be a backup, 
“We do make mistakes, the AI could back us up” [40]. One respondent represented the 
thought of AI as a laborer for those tasks that are either time-consuming or difficult. The 
respondent pointed out the task of looking at diagnostic images, “I think what we’re all 
looking forward to is skipping the whole interpreting patho slides part, it would be amaz-
ing!” [9]. Another respondent expressed a similar thought bluntly: “If you’re talking about 
things that are more like clinical and diagnostic, like pattern and image recognition, then 
ya, even better AI does it, because we all suck at x rays and that kind of thing” [12]. AI not 
only makes up for the shortcomings of humans but takes up the tasks that doctors do not 
enjoy. Ouvrier, an obscure English word adopted from French, meaning “a workman who is 
employed to do heavy work requiring little skill” (Cambridge, n.d.), describes these hopeful 
norms well. AI can take difficult work, it can make participants better professionals, but AI 
sits below humans on the work-value chain—a sentiment that is perhaps exaggerated due 
to the norms and social prestige that come with being a doctor. While doctors still make 
leadership decisions and do hands-on work, it is expected of doctors to happily pass off 
undesirable to their ouvrier colleagues: AI.

The Human Contrast

Our third research question probed the issue of autonomy as a potential source of tension 
between human and machine. Through the lens of TAM-TPB, this is a question about the 
control that humans will have over AI: What things will humans always be best at, what 
things will AI instead be in the driver’s seat? In our interviews, this discussion elicited many 
comparisons of human and machine qualities, typically involving comparisons of machine 
cognitive skills compared to human intuition (26.67%). We were surprised that the newest 
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generative AI technologies present in wave two did not change the nature of the human 
versus machine comparisons participants discussed. For example, participants believe that 
AI cannot control relationships with patients, including via the physical touch hinted at 
by other respondents above, “the personal connection with your patient, stuff like physi-
cal exam and things like that, I think those are things that AI cannot replace” [6]. Being a 
human health care provider is not only about touch, humans also provide assurance. One 
respondent put them in the position of patient, “As patients we go to a clinic to seek reassur-
ance or to talk to someone about something you couldn’t tell anybody, so probably I’ll still 
find a human doctor” [34]. Another echoed the sentiment:

“If it’s something that’s worrying me, something that is out of the ordinary, even 
if it’s something that is quite straightforward for a doctor right, then I think I 
would want some reassurance, like if it’s a machine, I don’t think I would get a 
lot of reassurance.” [15]

One respondent offered a blanket statement about why humans still will remain the defin-
ing part of health care, “ . . . in the end, healthcare is a service, and you still need the 
human touch as they call it” [8]. The unsaid implication similar to the issues present in 
other human-machine communication work, such as the need for machines to recognize 
emotion to be effective in health care (Kim et al., 2021). Or, in other words, can machines 
really provide the care part of health care.

Other respondents dismissed the idea that AI becomes controlling of human doctors 
because of the onerous requirements of creating effective AI systems, “I think if you want to 
implement an AI to that, it needs a s*** ton of data,” said one [3]. Another discussed human 
intuition,

“I think a lot of the work that doctors do is also very intuitive, for example they 
see certain signs and they’re able to synthesise what’s going on based on their 
clinical acumen. I think it’s probably going to take quite a while or even ever for 
a system to be able to synthesise that amount of knowledge, not just hard knowl-
edge that you can feed into a computer but probably also some other kinds of 
soft cues.” [7]

Here, “hard cues” are the domain of the machine. But humans provide a softer touch; 
one that is out of touch for machines. But machines can also be superior to humans 
(33.33%). Many acknowledged the strengths that AI has which give it an advantage over 
humans. One respondent said, “If you have something that can process a million times 
for information than we can, and really start to see the patterns even we forget, [it can] 
make things more streamlined” [22]. Another alluded to the amount of health care research 
and evidence-based treatments possible, “I think our human minds really cannot fight that 
amount of information, and if it does get that far then that would be an invaluable tool” 
[24]. It is clear that the respondents understood that computers and machines have much 
greater “processing power” than human beings can muster, even if this does not manifest 
as control.



Prahl and Weng Jin 175

There were some limited places students could see AI put in the controller’s seat, mainly 
on the administrative side of health care. For example, “You’ll probably see it adopted ear-
lier in the operational side of things, because that is the part where AI is already engaged, 
it’s all numbers, optimising bed slots, allocation of resources, so that’s probably where it’s 
gonna start” was the opinion of one student [5]. Another student talked about “Crowd 
control, or scheduling doctors for clinic appointments, like how many doctors you might 
need at a particular time of the year, if it coincides with say flu season and travel incoming, 
even operational things like that” [12]. While these limits on human control may primarily 
originate from management, “Whether they want to let AI have that much power . . .,” [21] 
respondents still foresee having control over the use of AI generally. It would be an exag-
geration to say these predictions are made with full confidence, though. One respondent 
hinted at some nervousness, “[If] the research does show that AI is significantly better than 
a human at certain tasks then well, so be it. I’m not sure that day would be anytime in the 
near future, but that could be famous last words” [7].

Pre- and Post-ChatGPT Differences

Repositioning on the Timeline of Machinery
Our first theme, “AI is Tomorrow,” is in reference to many participants discussing AI as 
being the future, whereas them themselves are currently not in the future but are ready 
to learn. Thus, we could rename the theme, “AI is Tomorrow, I am Today.” This sentiment 
is best reflected in the wave one data. If working solely off the wave two data we may be 
tempted to rename this theme, “AI is Today, I am Yesterday.” It is difficult to express the dis-
tinct sense of discomfort that was palpable in some wave two interviews, especially when 
discussing the latest technologies. Every participant who mentioned ChatGPT discussed it 
as a user of the technology rather than just an observer. Several participants remarked how 
“good,” “fast,” “expansive,” and “revolutionary” the technology is. As is well-documented 
in recent surveys, participants were using ChatGPT as everything from a writer of class 
assignments, to a study-buddy and even (as admitted by two) a second-opinion or quick 
reference tool in the clinic (The Learning Network, 2023). The key difference here is not that 
there is an overwhelming sense of pessimism in wave two interviews, but rather a sense of 
resignation. Wave two participants seem keenly aware that AI systems of the future (and 
perhaps current) will give patients faster, more detailed and—importantly—better answers 
than they themselves can. One participant made a telling statement, “My Aunt is always 
asking me questions about her conditions like I know something, I am only student lor 
. . . but let’s say right now she ask me question, do I go to my own knowledge, look in a 
[text]book or something, or just use ChatGPT and see if it is a reasonable answer [pause], 
ChatGPT of course!” [43]. Another student spoke about ChatGPT’s communication skill, 

“It is amazing. If I ask it questions about something like pain management I will 
prompt it to speak empathetically. I say speak like Brené Brown, it delivers a 
better answer than me. It is soft and caring, not like me.” [42]
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Another said it quite directly, concurring with other participants who spoke of the sudden 
advance of AI technology, when they said that chatting with a computer just “went from 
zero to hero” overnight [23].

While these quotes reflect the sentiment well, it was also reflected in the participants’ 
evaluation of their education. While we elected not to have any themes specifically about 
education, when the topic arose in wave two the sentiment was distinctly more pessimis-
tic. In wave one, participants wanted to learn more about AI but understood why they did 
not; by wave two the participants were frustrated, perhaps some even bitter, that they did 
not. Many participants spoke of the incredible rise of ChatGPT, coming out of seemingly 
nowhere and being “orders of magnitude” better than any previous technology for seek-
ing medical information [39]. We believe this represents an overall sense of feeling behind 
technology. Before, participants are aware the technology is advanced, they are aware it is 
improving, worryingly so. But they still hold the keys to their success, they feel as if invest-
ment now in education will allow them to keep up with technology. In wave two, the situa-
tion feels more hopeless. AI has not just inched ahead, it has leapt ahead, and the gap is only 
growing. In turn, there is a clear sense of participants feeling that they are a past landmark 
on the timeline of AI’s advance, rather than the status quo of AI being a tool on the timeline 
of human advance.

Better Together; Worse Alone
We were especially intrigued by a number of participants who expressed what can best 
be described as lowered self-confidence after becoming familiar with ChatGPT. “It made 
me wonder ‘what am I doing here?’” said one participant after becoming familiar with the 
technology [34]. Another said, “I have no doubt this morphs into something that makes for 
better care, we all want that, but I also want to have something to contribute” [38]. To be 
transparent, we only discovered this theme about one third through the second wave inter-
views. This may have caused the interviewers to frame some questions or prompts differ-
ently, so we interpret this theme with caution. However, there is a silver lining here which is 
much more clear in the data than the sense of decreased self-confidence: increased machine 
and self-confidence. In other words, participants feel enlightened and enabled by ChatGPT, 
it unlocks opportunities they did not have before due to human constraints.

Perhaps this new sense of confidence in human-machine hybridity is best summed up 
by a participant describing her enjoyment of using ChatGPT, “Honestly I find it . . . invigo-
rating! I really enjoy trying to find that answer and wording I am looking for; I may know 
what it knows but it knows how I want to say it” [35]. Notably, the context of this comment 
was the participant describing homework assignments where she is instructed to describe 
what you would say to a patient in given scenarios. Another discussed wishing to find work 
environments that facilitate the use of the technology, “It is the way, [telemedicine] always 
seemed nice and all you know less prep less buffer, but if I can use this it is a game-changer, 
I won’t be able to type fast enough in-person” [45]. We noted many similar instances of 
participants—enabled by AI—feeling more knowledgeable, more well-resourced (e.g., 
time), and far more confident in their communication skills. ChatGPT has ushered in a 
new self-confidence through human-machine hybridity.
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Discussion
The rapidly evolving human-machine communication landscape continues to redefine our 
sense of human-machine communication—our study contributes to this understanding 
both in terms of theory and practice. Our research shows the utility of the combined TAM-
TPB model for investigating the attitudes, perceived norms, and behavioral control which 
are antecedents to communicating with machines. Attitudes and expectations are a major 
theme in human-machine communication research (e.g., Dearing, 2021; Gambino et al., 
2020), but studying the underlying componentry of them has been challenging. We adopt 
a qualitative approach similar to previous work investigating the underlying assumptions 
people have about machines (Guzman, 2020), but structure it with a model providing new 
perspective. We make several resulting contributions to human-machine communication 
theory.

Utility of Combined Theory

The study of human-machine communication can be approached from a multitude of theo-
retical and methodological backgrounds (Fortunati & Edwards, 2020). As such, we see that 
the use of a theoretical framework that combines two models is useful for discovering new 
perspectives, and the unique dynamics of human-machine communication can bring new 
meaning to oft studied concepts. The TAM-TPB model provided us with practical concepts 
such as usefulness and efficacy but also catered to the forward-looking nature of our sam-
ple, who are not professionals yet, by asking them to consider future norms. Our results 
provided a new angle on the notion of perceived usefulness, for example, is most frequently 
conceptualized as a cause for use or non-use of machines. Our research suggests the mean-
ing of the concept shifts in situations where use of automation feels inevitable: usefulness 
becomes a proxy for the enjoyment of interacting with machines and their effects—positive 
or negative—on the work environment. This is an important theoretical consideration in 
future research given the pace that machinery is being adopted in the workplace and given 
that communicating with machines in the workplace is becoming less of “just an option” 
and more often a “compulsory” part of the workflow, regardless if the machines are thought 
to be useful (Bulchand-Gidumal, 2022, p. 18).

We also show how studying norms can encourage creative thinking and reveal implicit 
beliefs about machines. We find that asking people to envision future norms can elicit the 
hopes and fears of participants. When looking far enough forward, norms are infused with 
as much hope as they are with fact, and provide a window into uncertainties that people 
have regarding their future relationships with machines. Structuring our question around 
future norms provided a different approach to study uncertainty than that used in extant 
work that investigates workers already on the job (e.g., Piercy & Gist-Mackey, 2021). It is 
significant that our findings echo this work. Piercy and Gist-Mackey (2021, p. 191) found 
that pharmacy professionals can experience “automation anxieties,” for example. Our work 
suggests that these anxieties are not entirely a result of machines coming onto the work-
place, but these anxieties may be present far before professionals enter the workforce at all.

People may become more confident in their abilities when paired with AI. Our 
findings in this area (salient post-ChatGPT) show that the conflict between human and 
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machine autonomy can be studied from a perspective of control. Our line of question-
ing derived from the concept of self-efficacy was especially well-tuned to exploring this 
phenomenon. Given that industry is perhaps only in the very beginning of a “Cambrian 
explosion” (Matsuoka, 2018) of big data and AI development, this dynamic will take on 
greater relevance as future disruptive technologies are introduced and redefine human-ma-
chine communication. Thus, the seesaw-like sense of individual confidence decreasing but  
individual-plus-machine confidence increasing—witnessed in our study—is a promising 
area for future research. The instances we recorded of participants mentioning communica-
tion specifically (e.g., discussing pain management), are especially intriguing, and the ques-
tion is broader than just medical students and medical settings. Further research should be 
conducted on how confidence in communication skills (among other skills) is affected by 
the introduction, use, and expertise with new machine communication technologies.

Temporal Dynamics of Machine Agency

The dynamics of human and machine agency manifest in a unique way in our study. In 
describing our results, we leaned heavily on the notion of time and control. However—in 
interpreting our findings—it is a mistake to simply reduce time to a linear concept, with 
a before, during, and after. For example, just describing humans or machines as ahead or 
behind is not an accurate characterization because behind implies inferiority, which is not 
always reflected in our data. Rather, the emergence of ChatGPT has affected participants in 
that they are no longer in control of their own timelines in regard to technology. In wave 
one, the self is the reference point on the timeline of experience, skill, and knowledge. Post-
ChatGPT, the machines are the reference point. Machines control the timeline and advance 
at will, humans remain stationary, bound by unchangeable cognitive, emotional, and time 
limits. Hence, humans surrender their timelines and now live on the timeline of machinery.

What emerges from this, perhaps, is a new structure of how professional knowledge, 
practice, and standards are set. Throughout history, there is no obvious challenge to humans 
being the standard-bearers in all of these domains. Hence, the accumulation of knowledge, 
for example, in medicine is determined by what people determine to be correct. But the 
emergence of ChatGPT, as just the first in an inevitable line of improving AI technologies, 
appears to be tearing down this human-controlled structure. It is reminiscent of the work 
of Gibbs et al. (2021) who contend that technological systems can create new structures in 
workplaces. However, what we witness here extends beyond the workplace and into the 
personal mentalities of future professionals. AI is not the relatively simple algorithms that 
are “continually produced and reproduced by human action,” or that “evolve in a recursive 
relationship with human actors” (Gibbs et al., 2021, p. 165). Rather, AI systems such as 
ChatGPT are on the cusp of a transformative era where they go beyond enhancing humans 
and become autonomous entities that redefine the pace of knowledge acquisition and appli-
cation. In this future, AI pioneers the benchmarks of efficacy and efficiency in various pro-
fessional domains, forcing humans to adapt to machines’ pace rather than shape machines 
to human needs. Therefore, our data suggests a paradigm shift in human-machine interac-
tion. Historically, machines operated within the confines of their programming. The gen-
erative AI revolution is changing this. It is vital to grasp the nuance here: This isn’t about 



Prahl and Weng Jin 179

a machine’s dominance over humans, nor is it about machines making humans obsolete. 
Instead, it’s about machines setting a pace that humans struggle to match. Machines, largely 
a passive tool in the existing workplace, are transitioning dynamic communicators that 
redefine the contours of human expertise.

This shift has practical and theoretical implications. If the bar of professional excellence 
is set by a machine, then humans must chase ever-changing—perhaps even elusive—stan-
dards. It’s not just about keeping up anymore; it’s about continuously recalibrating one’s 
knowledge and skills to synergize with machine capabilities. For human-machine commu-
nication theory, we see an interesting convergence point with Banks and de Graaf ’s (2020) 
notion of agency that is a foundational concept of their agent-agnostic model of transmis-
sion. Banks et al. describe agency as the capacity to make a difference through action (p. 28). 
Multiple participants in our study mentioned that ChatGPT can do a better job of commu-
nicating with patients than themselves. This sentiment is echoed broadly: Earlier this year 
an article suggesting ChatGPT could be preferred to human doctors made a stir on social 
media and garnered significant media coverage (McPhillips, 2023). So, when machines, 
powered by AI, start defining communication goals, deciphering meaning, and suggesting 
how a doctor should communicate with a patient, aren’t they exercising a form of agency? 
Our study suggests so, and while these scenarios are futuristic now, they are clearly salient 
in the minds of the future doctors we spoke with. Thus, in the current moment, the per-
ceived agency of these machines isn’t derived merely from their ability to communicate or 
take action, but from their newfound role as the timekeepers of knowledge evolution. Their 
rapidly improving ability to accumulate and process information is essentially redrawing 
the temporal boundaries of human learning, professional growth, and expertise.

Conclusion
Human-machine communication takes place in many contexts both personal and profes-
sional. Expectations, attitudes, and beliefs about machines affect the way that people inter-
act with them. This research takes a unique study population—medical students on the 
cusp of long careers—to take a step backward in the timeline of attitudes toward AI. Our 
research shows that these attitudes can be strong even without extensive interaction with 
AI in the workplace. Overall, we find that attitudes are generally positive toward the use 
of AI, but some hesitation remains. The most salient norms are the ones medical students 
hope for, namely that AI is primarily a tool and acts as an ouvrier for less desirable tasks. 
They also believe that AI will be introduced to fulfill organizational goals, and they may not 
be granted autonomy to use or not use AI in these largely administrative functions. But in 
their personal workflows and relationships with patients, future doctors believe that they 
will have control over AI tools; humans remain the boss. We also witness that the intro-
duction of a new, revolutionary technology can affect people’s sense of control over their 
own personal development in relation to machines, and affect their confidence in a num-
ber of domains, including communication. When the future doctors we interviewed move 
throughout their careers, future machines will inevitably be there as well. Fortunately, for 
most, this future seems a better place.



180 Human-Machine Communication 

Author Biographies
Andrew Prahl (PhD, University of Wisconsin-Madison) is an Assistant Professor in the 
Wee Kim Wee School of Communication and Information, Nanyang Technological Uni-
versity, Singapore. His research frequently compares humans and machines, including 
human workers make sense of machines in the workplace or society more generally under-
stands machines. Andrew’s research on machines has spanned multiple industries includ-
ing health care, aviation, journalism, humanitarian aid, and public relations.

 https://orcid.org/0000-0003-3675-3007

Kevin Tong Wen Jin is a medical student in the Lee Kong Chian School of Medicine at 
Nanyang Technological University, Singapore. His research interests include the integration 
of technology into medical education and the future of AI in health care.

References
Ajzen, I. (1991). The theory of planned behavior. Organizational Behavior and Human Deci-

sion Processes, 50(2), 179–211. https://doi.org/10.1016/0749-5978(91)90020-T
Banks, J., & de Graaf, M. M. A. (2020). Toward an agent-agnostic transmission model: 

Synthesizing anthropocentric and technocentric paradigms in communication. 
Human-Machine Communication, 1(1), 19–36. https://doi.org/10.30658/hmc.1.2

Bartholomew, J., & Mehta, D. (2023). How the media is covering ChatGPT (Colum-
bia Journalism Review). Tow Center, Columbia University. https://web.archive.org/
web/20230608003831/https://www.cjr.org/tow_center/media-coverage-chatgpt.ph

Braun, V., & Clarke, V. (2006). Using thematic analysis in psychology. Qualitative Research 
in Psychology, 3(2), 77–101. https://doi.org/10.1191/1478088706qp063oa

Bulchand-Gidumal, J. (2022). Impact of artificial intelligence in travel, tourism, and hospi-
tality. In Z. Xiang, M. Fuchs, U. Gretzel, & W. Höpken (Eds.), Handbook of e-Tourism 
(pp. 1943–1962). Springer International Publishing. https://doi.org/10.1007/978-3-030-
48652-5_110

Byrne, D. (2022). A worked example of Braun and Clarke’s approach to reflexive thematic 
analysis. Quality & Quantity, 56(3), 1391–1412. https://doi.org/10.1007/s11135-021-
01182-y

Cambridge. (n.d.). Ouvrier. Retrieved October 30, 2022, from  https://web.archive.org/
web/20240426154916/https://dictionary.cambridge.org/dictionary/french-english/
ouvrier

Cho, S. I., Han, B., Hur, K., & Mun, J.-H. (2021). Perceptions and attitudes of medical stu-
dents regarding artificial intelligence in dermatology. Journal of the European Academy 
of Dermatology and Venereology, 35(1), e72–e73. https://doi.org/10.1111/jdv.16812

Davis, F. D. (1989). Perceived usefulness, perceived ease of use, and user acceptance of 
information technology. MIS Quarterly, 13(3), 319–340. https://doi.org/10.2307/249008

Dearing, J. (2021). What will affect the diffusion of AI agents? Human-Machine Communi-
cation, 3(1). https://doi.org/10.30658/hmc.3.6

https://orcid.org/0000-0003-3675-3007
https://orcid.org/0000-0003-3675-3007
https://doi.org/10.1016/0749-5978(91)90020-T
https://doi.org/10.30658/hmc.1.2
https://web.archive.org/web/20230608003831/https://www.cjr.org/tow_center/media-coverage-chatgpt.ph
https://web.archive.org/web/20230608003831/https://www.cjr.org/tow_center/media-coverage-chatgpt.ph
https://doi.org/10.1191/1478088706qp063oa
https://doi.org/10.1007/978-3-030-48652-5_110
https://doi.org/10.1007/978-3-030-48652-5_110
https://doi.org/10.1007/s11135-021-01182-y
https://doi.org/10.1007/s11135-021-01182-y
https://web.archive.org/web/202
40426154916/https://dictionary.cambridge.org/dictionary/french-english/ouvrier
https://web.archive.org/web/202
40426154916/https://dictionary.cambridge.org/dictionary/french-english/ouvrier
https://web.archive.org/web/202
40426154916/https://dictionary.cambridge.org/dictionary/french-english/ouvrier
https://doi.org/10.1111/jdv.16812
https://doi.org/10.2307/249008
https://doi.org/10.30658/hmc.3.6


Prahl and Weng Jin 181

Evans, J. (2019). The post-exponential era of AI and Moore’s Law. TechCrunch. https:// 
web.archive.org/web/20191111055828/https://techcrunch.com/2019/11/10/the-post- 
exponential-era-of-ai-and-moores-law

Fortunati, L., & Edwards, A. (2020). Opening space for theoretical, methodological, and 
empirical issues in human-machine communication. Human-Machine Communica-
tion, 1(1). https://doi.org/10.30658/hmc.1.1

Fortunati, L., & Edwards, A. (2021). Moving ahead with human-machine communication. 
Human-Machine Communication, 2(1). https://doi.org/10.30658/hmc.2.1

Gambino, A., Fox, J., & Ratan, R. (2020). Building a stronger CASA: Extending the com-
puters are social actors paradigm. Human-Machine Communication, 1(1). https://doi.
org/10.30658/hmc.1.5

Gibbs, J., Kirkwood, G., Fang, C., & Wilkenfeld, J. (2021). Negotiating agency and con-
trol: Theorizing human-machine communication from a structurational perspective. 
Human-Machine Communication, 2(1). https://doi.org/10.30658/hmc.2.8

Gibson, A. M., Ryan, T. J., Alarcon, G. M., Jessup, S. A., Hamdan, I. A., & Capiola, A. (2020). 
Are all perfect automation schemas equal? Testing differential item functioning in pro-
grammers versus the general public. In M. Kurosu (Ed.), Human-Computer Interaction. 
Human Values and Quality of Life (pp. 436–447). Springer International Publishing. 
https://doi.org/10.1007/978-3-030-49065-2_31

Gong, B., Nugent, J. P., Guest, W., Parker, W., Chang, P. J., Khosa, F., & Nicolaou, S. (2019). 
Influence of artificial intelligence on Canadian medical students’ preference for radiol-
ogy specialty: A national survey study. Academic Radiology, 26(4), 566–577. https://doi.
org/10.1016/j.acra.2018.10.007

Guzman, A. L. (2020). Ontological boundaries between humans and computers and the 
implications for human-machine communication. Human-Machine Communication, 
1(1). https://doi.org/10.30658/hmc.1.3

Hayes, A. F., & Krippendorff, K. (2007). Answering the call for a standard reliability mea-
sure for coding data. Communication Methods and Measures, 1(1), 77–89. https://doi.
org/10.1080/19312450709336664

Hoff, K. A., & Bashir, M. (2015). Trust in automation integrating empirical evidence on 
factors that influence trust. Human Factors: The Journal of the Human Factors and Ergo-
nomics Society, 57(3), 407–434. https://doi.org/10.1177/0018720814547570

Hu, K. (2023). ChatGPT sets record for fastest-growing user base—Analyst note. Reuters. 
https://web.archive.org/web/20230205085718/https://www.reuters.com/technology/
chatgpt-sets-record-fastest-growing-user-base-analyst-note-2023-02-01

IBM. (2020, July 7). What is Artificial Intelligence (AI)? https://www.ibm.com/cloud/learn/
what-is-artificial-intelligence

Kahneman, D., & Tversky, A. (1979). Prospect theory: An analysis of decision under risk. 
Econometrica, 47(2), 263–292. https://psycnet.apa.org/doi/10.1017/CBO9780511609 
220.014

Kim, D. K., Kreps, G., & Ahmed, R. (2021). Communicative development and diffusion of 
humanoid AI robots for the post-pandemic health care system. Human-Machine Com-
munication, 3(1). https://doi.org/10.30658/hmc.3.5

https://
web.archive.org/web/20191111055828/https://techcrunch.com/2019/11/10/the-post-
exponential-era-of-ai-and-moores-law
https://
web.archive.org/web/20191111055828/https://techcrunch.com/2019/11/10/the-post-
exponential-era-of-ai-and-moores-law
https://
web.archive.org/web/20191111055828/https://techcrunch.com/2019/11/10/the-post-
exponential-era-of-ai-and-moores-law
https://doi.org/10.30658/hmc.1.1
https://doi.org/10.30658/hmc.2.1
https://doi.org/10.30658/hmc.1.5
https://doi.org/10.30658/hmc.1.5
https://doi.org/10.30658/hmc.2.8
https://doi.org/10.1007/978-3-030-49065-2_31
https://doi.org/10.1016/j.acra.2018.10.007
https://doi.org/10.1016/j.acra.2018.10.007
https://doi.org/10.30658/hmc.1.3
https://doi.org/10.1080/19312450709336664
https://doi.org/10.1080/19312450709336664
https://doi.org/10.1177/0018720814547570
https://web.archive.org/web/20230205085718/https://www.reuters.com/technology/chatgpt-sets-record-fastest-growing-user-base-analyst-note-2023-02-01
https://web.archive.org/web/20230205085718/https://www.reuters.com/technology/chatgpt-sets-record-fastest-growing-user-base-analyst-note-2023-02-01
https://www.ibm.com/cloud/learn/what-is-artificial-intelligence
https://www.ibm.com/cloud/learn/what-is-artificial-intelligence
https://psycnet.apa.org/doi/10.1017/CBO9780511609220.014
https://psycnet.apa.org/doi/10.1017/CBO9780511609220.014
https://doi.org/10.30658/hmc.3.5


182 Human-Machine Communication 

The Learning Network. (2023, February 2). What students are saying about ChatGPT. The 
New York Times. https://web.archive.org/web/20230203010131/https://www.nytimes.
com/2023/02/02/learning/students-chatgpt.html

Matsuoka, S. (2018). Cambrian explosion of computing and big data in the post-Moore 
era. Proceedings of the 27th International Symposium on High-Performance Parallel and 
Distributed Computing, 105. https://doi.org/10.1145/3208040.3225055

McPhillips, D. (2023). ChatGPT may have better bedside manner than some doctors, but it 
lacks some expertise. CNN. https://web.archive.org/web/20230502010540/https://www.
cnn.com/2023/04/28/health/chatgpt-patient-advice-study-wellness/index.htm

Park, C. J., Yi, P. H., & Siegel, E. L. (2021). Medical student perspectives on the impact 
of artificial intelligence on the practice of medicine. Current Problems in Diagnostic 
Radiology, 50(5), 614–619. https://doi.org/10.1067/j.cpradiol.2020.06.011

Piercy, C., & Gist-Mackey, A. (2021). Automation anxieties: Perceptions about technolog-
ical automation and the future of pharmacy work. Human-Machine Communication, 
2(1). https://doi.org/10.30658/hmc.2.10

Presbitero, A., & Teng-Calleja, M. (2022). Job attitudes and career behaviors relating to 
employees’ perceived incorporation of artificial intelligence in the workplace: A career 
self-management perspective. Personnel Review, 52, 1169–1187. https://doi.org/10.1108/
PR-02-2021-0103

Richter, A., & Näswall, K. (2019). Job insecurity and trust: Uncovering a mechanism linking 
job insecurity to well-being. Work & Stress, 33(1), 22–40. https://doi.org/10.1080/02678
373.2018.1461709

Russell, S., & Norvig, P. (2009). Artificial intelligence: A modern approach. Pretence Hall, 
USA. 

Schaefer, K. E., Chen, J. Y. C., Szalma, J. L., & Hancock, P. A. (2016). A meta-analysis of 
factors influencing the development of trust in automation: Implications for under-
standing autonomy in future systems. Human Factors, 58(3), 377–400. https://doi.
org/10.1177/0018720816634228

Scott, I. A., Carter, S. M., & Coiera, E. (2021). Exploring stakeholder attitudes towards 
AI in clinical practice. BMJ Health & Care Informatics, 28(1), e100450. https://doi.
org/10.1136/bmjhci-2021-100450

Selenko, E., Bankins, S., Shoss, M., Warburton, J., & Restubog, S. L. D. (2022). Artificial intel-
ligence and the future of work: A functional-identity perspective. Current Directions in 
Psychological Science, 31(3), 272–279. https://doi.org/10.1177/09637214221091823

Shah, R., & Chircu, A. (2018). IOT and AI in healthcare: A systematic literature review. 
Issues in Information Systems, 19(3). https://doi.org/10.48009/3_iis_2018_33-41

Siegel, E. (2019). The media’s coverage of AI is bogus. Scientific American Blog Network. 
https://web.archive.org/web/20191120170530/https://blogs.scientificamerican.com/
observations/the-medias-coverage-of-ai-is-bogus

Simmler, M., Brunner, S., Canova, G., & Schedler, K. (2022). Smart criminal justice: Explor-
ing the use of algorithms in the Swiss criminal justice system. Artificial Intelligence and 
Law. https://doi.org/10.1007/s10506-022-09310-1

https://web.archive.org/web/20230203010131/https://www.nytimes.com/2023/02/02/learning/students-chatgpt.html
https://web.archive.org/web/20230203010131/https://www.nytimes.com/2023/02/02/learning/students-chatgpt.html
https://doi.org/10.1145/3208040.3225055
https://web.archive.org/web/20230502010540/https://www.cnn.com/2023/04/28/health/chatgpt-patient-advice-study-wellness/index.htm
https://web.archive.org/web/20230502010540/https://www.cnn.com/2023/04/28/health/chatgpt-patient-advice-study-wellness/index.htm
https://doi.org/10.1067/j.cpradiol.2020.06.011
https://doi.org/10.30658/hmc.2.10
https://doi.org/10.1108/PR-02-2021-0103
https://doi.org/10.1108/PR-02-2021-0103
https://doi.org/10.1080/02678373.2018.1461709
https://doi.org/10.1080/02678373.2018.1461709
https://doi.org/10.1177/0018720816634228
https://doi.org/10.1177/0018720816634228
https://doi.org/10.1136/bmjhci-2021-100450
https://doi.org/10.1136/bmjhci-2021-100450
https://doi.org/10.1177/09637214221091823
https://doi.org/10.48009/3_iis_2018_33-41
https://web.archive.org/web/20191120170530/https://blogs.scientificamerican.com/observations/the-medias-coverage-of-ai-is-bogus
https://web.archive.org/web/20191120170530/https://blogs.scientificamerican.com/observations/the-medias-coverage-of-ai-is-bogus
https://doi.org/10.1007/s10506-022-09310-1


Prahl and Weng Jin 183

Sit, C., Srinivasan, R., Amlani, A., Muthuswamy, K., Azam, A., Monzon, L., & Poon,  
D. S. (2020). Attitudes and perceptions of UK medical students towards artificial  
intelligence and radiology: A multicentre survey. Insights into Imaging, 11(1), 14. https://
doi.org/10.1186/s13244-019-0830-7

Stam, K. R., Stanton, J. M., & Guzman, I. R. (2004). Employee resistance to digital infor-
mation and information technology change in a social service agency: A membership 
category approach. Journal of Digital Information, 5(4), Article 4. https://jodi-ojs-tdl.tdl.
org/jodi/article/view/jodi-156

Sun, S., Zhai, Y., Shen, B., & Chen, Y. (2020). Newspaper coverage of artificial intelligence: 
A perspective of emerging technologies. Telematics and Informatics, 53, 101433. https://
doi.org/10.1016/j.tele.2020.101433

Taylor, S., & Todd, P. (1995). Assessing IT usage: The role of prior experience. MIS Quar-
terly, 19(4), 561–570. https://doi.org/10.2307/249633

Toews, R. (2021). Artificial intelligence and the end of work. Forbes. https://web.archive.
org/web/20210215234711/https://www.forbes.com/sites/robtoews/2021/02/15/artificial- 
intelligence-and-the-end-of-work

UBS. (2023). Let’s chat about ChatGPT (p. 4). https://web.archive.org/web/20231207224625/
https://www.ubs.com/us/en/wealth-management/insights/market-news/article.1585717.
html

https://doi.org/10.1186/s13244-019-0830-7
https://doi.org/10.1186/s13244-019-0830-7
https://jodi-ojs-tdl.tdl.org/jodi/article/view/jodi-156
https://jodi-ojs-tdl.tdl.org/jodi/article/view/jodi-156
https://doi.org/10.1016/j.tele.2020.101433
https://doi.org/10.1016/j.tele.2020.101433
https://doi.org/10.2307/249633
https://web.archive.org/web/20210215234711/https://www.forbes.com/sites/robtoews/2021/02/15/artificial-intelligence-and-the-end-of-work
https://web.archive.org/web/20210215234711/https://www.forbes.com/sites/robtoews/2021/02/15/artificial-intelligence-and-the-end-of-work
https://web.archive.org/web/20210215234711/https://www.forbes.com/sites/robtoews/2021/02/15/artificial-intelligence-and-the-end-of-work
https://web.archive.org/web/20231207224625/https://www.ubs.com/us/en/wealth-management/insights/market-news/article.1585717.html
https://web.archive.org/web/20231207224625/https://www.ubs.com/us/en/wealth-management/insights/market-news/article.1585717.html
https://web.archive.org/web/20231207224625/https://www.ubs.com/us/en/wealth-management/insights/market-news/article.1585717.html




What’s in a Name and/or a Frame?  
Ontological Framing and Naming  
of Social Actors and Social Responses

David Westerman1 , Michael Vosburg2  , Xinyue “Gordon” Liu1,  
and Patric R. Spence3  

1 Department of Communication at North Dakota State University, Fargo, North Dakota, USA
2 Department of Mass Communication at Benedict College, Columbia, South Carolina, USA
3 Nicholson School of Communication and Media, University of Central Florida, Orlando, Florida, USA

Abstract

Artificial intelligence (AI) is fundamentally a communication field. Thus, the study of how 
AI interacts with us is likely to be heavily driven by communication. The current study 
examined two things that may impact people’s perceptions of socialness of a social actor: 
one nonverbal (ontological frame) and one verbal (providing a name) with a 2 (human 
vs. robot) × 2 (named or not) experiment. Participants saw one of four videos of a study 
“host” crossing these conditions and responded to various perceptual measures about 
the socialness and task ability of that host. Overall, data were consistent with hypotheses 
that whether the social actor was a robot or a human impacted each perception tested, 
but whether the social actor named themself or not had no effect on any of them, con-
trary to hypotheses. These results are then discussed, as are directions for future research.

Keywords: social robots, artificial intelligence, electronic propinquity, perceived  
humanness, attraction, source credibility

Introduction
Artificial intelligence (AI) is fundamentally a communication field (Gunkel, 2020). Dating 
back to the classic foundations of AI, what has come to be known as the Turing Test (1950), 
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or how we come to perceive artificial intelligence as simply intelligence, is driven by how a 
social actor communicates. Thus, the study of how AI interacts with us is likely to be heav-
ily driven by communication (Westerman et al., 2020). But what seems human, in both 
humans and AI such as robots? This study examined two ways a robot may communicate 
its socialness to us; one nonverbal (ontological frame) and one verbal (providing a name) to 
help address how each may be important for establishing initial perceptions of socialness.

Social Responses to Social Actors

As Turing (1950) suggested, people’s perceptions of AI will drive their response to it. Turing 
specifically suggested that the best way for an AI to pass what became known as the Turing 
Test would be to use what we today might call text-only computer-mediated communica-
tion (CMC); to use only words and not be seen. Seeing an entity is one of the most signifi-
cant ways to be tipped off that the social actor is not human. Guzman (2020) and A. Edwards 
(2018) argued that these ontological boundaries of origin are becoming more complicated 
and vital to consider (see also Etzrodt & Engesser, 2021). Constructivist approaches to com-
munication suggest that social interactions “unfold first and foremost through a process of 
prototyping the potentially communicative other (what is it?),” which links to stereotyping 
processes (what does it do?), which then influence perception and messaging, and behavior 
by driving the creation and use of interaction scripts (A. Edwards, 2018, p. 45). When peo-
ple interact with other people, they occupy the same ontological space (Dautenhahn, 2004). 
However, previous studies have demonstrated that both verbal and visual primes suggesting 
the nature of an actor as a robot versus a human lead to lower expectations regarding inter-
action sociality such as social presence/electronic propinquity and liking (e.g., A. Edwards 
et al., 2019) and that ontological/agent-type category cueing can activate heuristics affecting 
interpretations of agent behavior (e.g., Banks et al., 2021).

Initial interactions are largely driven by our expectations of such interactions, and 
much about those expectations are scripted (Kellerman, 1992). One such relevant script 
that has been identified is the human-human interaction script (A. Edwards et al., 2019;  
C. Edwards et al., 2016; Spence et al., 2014). In general, this script suggests that when people 
communicate, they expect their partner to be human. When that partner is not human, 
people have lower expectations about how much social presence/electronic propinquity 
they will feel in the interaction (A. Edwards et al., 2019; C. Edwards et al., 2016; Spence et 
al., 2014). Electronic propinquity can be defined as a “psychological feeling of nearness” 
(Walther & Bazarova, 2008, p. 624) or even more simply as “electronic presence” (Korzenny, 
1978, p. 7). Kelly and Westerman (2016) have argued that electronic propinquity is similar 
to/the same as some other concepts, such as social presence and perceived immediacy, and 
suggests an experience of interpersonal connectedness between two social actors and the 
degree of realness perceived in one’s communication partner. Thus, if a person is greeted by 
a robot rather than a human, we expect to see the same perceptions. But even before that, 
we would also expect a human to be perceived as more human than a robot when that actor 
is seen. This leads to the first two hypotheses of the current study:



Westerman, Vosburg, Liu, and Spence 187

H1: A human will be perceived as more human than a robot.

H2: A human will be perceived as having more electronic propinquity than a 
robot.

The human-human interaction script predicts social perceptions of initial interactions 
with robots compared to humans. It may also help suggest possibilities for more task-based 
initial perceptions, such as task attraction and source credibility, in a similar way. Because 
the human-human interaction script involves initial encounters, perceptions and attribu-
tions may follow similar patterns to what has been seen in psychological research (see A. 
Edwards et al., 2019). Several studies have found task and social attraction to manifest in 
communication with humans and machines and impact these perceptions of the communi-
cator. For example, a study by Beattie et al. (2020) examined differences in perceptions of a 
message sender using emojis when the identity of the message sender was either a human or 
a chatbot. Emoji use was perceived as more socially attractive than non-emoji use, whether 
the source was a human or a chatbot.

Cross-cultural studies and studies on stereotypes (in-group vs. outgroups) have shown 
that “others” are often stereotyped negatively as cold and incompetent (Lee & Fiske, 2006). 
Task attraction is related to competence, it has been noted that competence refers to capa-
bility reflecting the targets’ ability to put their intentions into practice (Cuddy et al., 2007). 
Thus, there may be differences in perceptions of task attraction based on the perception of 
similarity if the target is a human or robot. Task attraction is defined by McCroskey and 
McCain (1974) as “how easy or worthwhile working with someone would be” (p. 266). If 
people’s expectations about an initial interaction are violated, this may create uncertainty 
(Burgoon, 1993), leading to lower perceptions about how easy it may be to work with a part-
ner, and thus, lower task attraction, in line with other perceptions related to the human-hu-
man interaction script. Moreover, there may be tasks that are viewed as appropriate for 
a machine in a given context whereas some tasks might be seen as best completed by a 
human. There still exists as perception of human-to-human communication as the “gold 
standard” of communication (Spence, 2019). Following this logic, two studies by Spence 
et al. (2019, 2021) examined these perceptions in the context of weather forecasts. The first 
study (Spence et al., 2019) had conditions that included a professional meteorologist’s X 
feed (Twitter), the X feed of a weatherbot, and that of an amateur meteorologist. That study 
found that respondents perceived the professional meteorologist as more socially attractive 
than the weatherbot, with no differences in task attraction. The weatherbot was perceived as 
more task attractive than the amateur meteorologist with no difference in social attraction. 
The second study (Spence et al., 2021) employed a weather forecast from a local television 
station using a professional meteorologist, a television station weather robot, and an ama-
teur weather forecaster. Respondents in that study indicated the highest perceptions of task 
and social attraction with the professional meteorologist followed by the amateur weather 
forecaster, and the weather robot creating the lowest levels of task and social attraction. The 
authors argue their results across the two studies taken together support the anthropomor-
phic bias outlined in the human–human interaction script. These studies add support to the 
following hypothesis offered:
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H3: A human will be perceived as more socially attractive than a robot.

H4: A human will be perceived as more task attractive than a robot. 

Similarly, source credibility (McCroskey & Teven, 1999), made up of perceptions of 
one’s competence (expertise; or does someone know about something); trustworthiness 
(character and honesty; or can I trust that someone to be honest about that something), 
and goodwill (a perception of caring, or does that someone have my interests in mind) may 
also work similarly as evident in several studies (C. Edwards et al., 2021; Finkel & Krämer, 
2022). This may be especially true for the goodwill aspect of credibility, as it is more social 
perception and could be primed by the presence of anthropomorphic cues. As noted in 
the Spence et al. (2021) study, perceptions of source credibility were highest with the pro-
fessional meteorologist, followed by the amateur meteorologist, and the lowest levels of 
perceived source credibility emerged in the condition with the weather social robot. The 
authors note that all three dimensions of credibility (competence, trust, and goodwill) fol-
lowed the same pattern.

However, even without the presence of an anthropomorphic cue, similar results have 
emerged. Research by Kim et al. (2022) examined a radio AI newscaster and a radio human 
newscaster in a broadcast concerning severe weather. There were higher perceptions of 
credibility for the human newscaster compared to the AI newscast. Thus, preferences for 
humans may not be the result of only a visual prime, but any prime concerning the human-
ness of the communicator. Given that credibility may be a more social perception and the 
previous study found differences between a human and robot in these perceptions the fol-
lowing hypothesis is offered:

H5: A human will be perceived as more credible (competence, trustworthiness, 
and goodwill) than a robot.

The look of a social actor is one that likely plays a part in our responses to that actor. 
However, it is not the only one. Evidence suggests that even if we “know” that something 
does not warrant a human/social response, we still may respond to that entity with one. 
The Computers are Social Actors paradigm (CASA; Nass & Moon, 2000; Nass et al., 1994; 
Reeves & Nass, 1996) is the basis of this position. This paradigm suggests that when a 
technology triggers a social response, we respond socially, especially if it stems from an 
overlearned heuristic (Nass & Moon, 2000). Thus, if a robot does something to trigger a 
heuristic of social action, we may be more likely to respond as we do to other social actors 
(i.e., humans).

The CASA paradigm suggests that interpersonal communication theory and research 
are relevant for considering AI and social robots (Spence et al., 2023; Westerman et al., 
2020). Among humans, social relationships often begin and grow through self-disclosure, 
as this is how a social actor reveals themself to another entity or social actor. One simple 
self-disclosure that individuates an actor and may begin the social process is providing one’s 
name. Indeed, naming is a powerful speech act, as argued by Palsson (2014), and serves as 
a “technology of belonging.” Names impact people’s impressions of the person as well (e.g., 
Young et al., 1993).
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Presenting a self is what the goal of a social bot is, so it can present itself as being like 
another social actor, and thus, a relationship can be formed (Gehl & Bakardjieva, 2017). 
Social robots have been found to be preferred individually compared to in groups (Fraune 
et al., 2015), again suggesting that people want such bots to present more of a self. Fritz 
(2018) explained that having a human name rhetorically situates a robot to be interpel-
lated as a subject, and connotes the uniqueness and “hailability” of a person or pet. Indeed, 
machines with names (as part of a variety of things) seem to be more anthropomorphized, 
whether it be autonomous vehicles (Waytz et al., 2014) or chatbots (Araujo, 2018), as well 
as increasing other social responses. Robots that have a name also seem to trigger more 
human/social responses to them (Darling, 2017). Given the general finding here that nam-
ing tends to be a socializing cue, the following hypotheses are offered:

H6: A social actor that provides a name will be perceived as more human than 
one that does not.

H7: A social actor that provides a name will be perceived as having more elec-
tronic propinquity than one that does not.

H8: A social actor that provides a name will be perceived as more socially attrac-
tive than one that does not.

As stated above, research on ingroups vs. outgroups have shown that “others” are often 
stereotyped negatively as cold and incompetent (Lee & Fiske, 2006). If providing a name 
within an introduction makes a social actor, such as a robot, be perceived as more simi-
lar to a person than if no name is provided, then this may lead to more positive impres-
sions. Moreover, the act of providing a name may reduce perceived anonymity and cause a 
more favorable impression. Research has shown that individuals perceive higher levels of 
source credibility of risk information when the identity of the source is known (Lin et al., 
2016). Other research has shown that the absence of individual identifications in various 
situations, such as voice changers, pseudonyms, and nicknames, have the ability to impact 
perceptions (Graf et al., 2017; Lin et al., 2019). Given these past findings, the following 
hypotheses are offered:

H9: A social actor that provides a name will be perceived as more task attractive 
than one that does not.

H10: A social actor that provides a name will be perceived as more credible 
(competence, trustworthiness, and goodwill) than one that does not.

It is not clear if/how these two pieces of information about a social actor would interact 
to impact these social and task related perceptions. Thus, a general research question (RQ) 
asks if there are interaction effects on any of these perceptions.
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Method
Overview

A 2 (ontological frame; robot vs. human) × 2 (name; provided or not) between-subjects 
experiment was conducted to test the hypotheses offered in this study (and to test for pos-
sible interaction effects between the two independent variables). Participants were asked 
to log into a website, where, after providing informed consent, they were welcomed to the 
study by watching a video of either a robot or a human “host” for the study. This host either 
said their name as part of the greeting or not. These conditions were fully crossed and ran-
domly assigned to participants, leading to four different conditions: human host that gave a 
name (n = 77), human host that did not give a name (n = 80), robot host that gave a name 
(n = 72), and a robot host that did not give a name (n = 77). After the greeting, participants 
were asked to respond to several measures about this greeter and then told the study was 
over.

Participants

Data were collected from 332 participants recruited from an introductory communica-
tion course at a public university in the upper Midwestern United States. The removal of  
20 participants that responded “yes” to a question asking if they recognized the host  
(7 in human host condition, 13 in robot host conditions) and six participants who failed 
to complete measures left data from 306 for analysis. One-hundred and forty-eight partici-
pants self-identified as male (48.4%), 147 (48.0%) as female, 2 (0.7%) as women, 3 (1.0%) as 
nonbinary, 1 (0.3%) as agender, with 5 (1.6%) not responding. The majority of participants 
self-identified as White/Caucasian (n = 263, 85.9%). Participants’ ages ranged from 18 to 
41 years (M = 18.93, SD = 2.15). A sensitivity power analysis was conducted using G*Power 
3.1 (Faul et al., 2007), which suggested this sample size had 80% power for detecting effects 
with a Cohen’s f of .16 at the .05 level, which is a relatively small effect size.

Stimulus Materials

Four different videos were created for this study; one for each of the four conditions. The 
videos can be seen at the following link: https://osf.io/y62ak/. There was one video for each 
of the human conditions. In these human conditions, a Caucasian, middle-aged looking 
and sounding male introduced the study. The specific male was chosen because, although 
he was a graduate student at the university where the data was collected at the time of data 
collection, he was not a teaching assistant, and therefore, combined with the fact that he was 
older than most students, it was considered less likely that students in the class that partic-
ipants were recruited from would recognize him. The male was recorded from the waist up 
with a plain wall as the background. In condition A, the video consisted of the introduc-
tion to the research study in which a human male provided that introduction. The human 
male did not use a name in the introduction. It was 11 seconds in length and recorded in 
720p HD with a frame height of 720 and width of 1280. The video both had a fade-in and 
fade-to-black. In condition B, the video format features were identical except that the name 
“Mike” was used by the human male in the introduction and the video was 12 seconds in 

https://osf.io/y62ak/
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length. There was also one video for each of the robot conditions. In these robot conditions, 
the angle and the background were the same as in the human conditions, with the “host” 
being recorded from the “waist” up to the head in the same room as the human conditions; 
however, the experimental manipulation differed in that a robot delivered the script. The 
robot in the video was an Ohmni® Telepresence Robot with a graphic screen that projected 
a human-like face based on the MAKI Humanoid robot. This robot has been used in other 
studies (see Edwards et al., 2016; Michaelis & Mutlu, 2019; Rainear et al., 2021). In condi-
tion C, the script and video features were identical to condition A. The length of the video 
was 13 seconds. In condition D, the script and video features were identical to condition B; 
however, the experimental manipulation differed in that a robot delivered the script. The 
video was 14 seconds long. The voice for conditions C and D were taken from the audio 
files of videos A and B and then modified with the program Audacity to emulate a synthetic 
voice.

Measures

Perceived Humanness
After viewing one of the four videos (randomly assigned), participants responded to mea-
sures about the “host” they saw in the video. The first of these was a measure of perceived 
humanness, adapted from Bartneck et al. (2009), and previously used by Author. Using 
a five-point response set, this adaptation contained four semantic differential items (e.g., 
“machinelike-humanlike”). The scale had acceptable reliability (α = .91). Scores on this 
index ranged from 1 to 5, with a mean of 2.91 (SD = 1.23).

Electronic Propinquity
Electronic propinquity was measured using Walther and Bazarova’s (2008) scale. Using 
a seven-point response set, this measure consists of five semantic differential items (e.g.,  
“disconnected-connected”). Scores on individual items were recoded so that higher scores 
on the index meant greater electronic propinquity. The scale had acceptable reliability  
(α = .86). Scores on this index ranged from 1 to 7, with a mean of 3.78 (SD = 1.23).

Task Attraction
Task attraction was measured using a version of McCroskey and McCain’s (1974) mea-
sure. Task attraction consisted of five items (e.g., “I couldn’t get anything accomplished with 
them”) using a seven-point response set. Scores on individual items were recoded so that 
higher scores on the index meant greater task attraction. The scale had acceptable reliability 
(α = .73). Scores on this index ranged from 1 to 7, with a mean of 4.68 (SD = 1.06).

Social Attraction
Social attraction was measured using a version of McCroskey and McCain’s (1974) mea-
sure. Social attraction consisted of six items (e.g., “They just wouldn’t fit into my circle of 
friends.”) with a seven-point response set. Scores on individual items were recoded so that 
higher scores on the index meant greater social attraction. The scale had acceptable reli-
ability (α = .87). Scores on this index ranged from 1 to 6.5, with a mean of 3.90 (SD = 1.15).
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Source Credibility
Source credibility was measured using a version of McCroskey and Teven’s (1999) measure. 
There are three different types of credibility measured using this scale: competence, trust-
worthiness, and goodwill. One item (“bright-stupid”) was removed from the original com-
petence measure, leaving five semantic differential items (e.g., “informed-uninformed”) 
with a seven-point response set used for analysis. Scores on individual items were recoded 
so that higher scores on the index meant greater competence. The scale had acceptable reli-
ability (α = .84). Scores on this index ranged from 1 to 7, with a mean of 5.11 (SD = 1.12). 
Trustworthiness consisted of six semantic differential items (e.g., “honest-dishonest”) with 
a seven-point response set. Scores on individual items were recoded so that higher scores 
on the index meant greater trustworthiness. The scale had acceptable reliability (α = .86). 
Scores on this index ranged from 1 to 7, with a mean of 4.68 (SD = 1.11). Goodwill consisted 
of six semantic differential items (e.g., “has my interests at heart–doesn’t have my inter-
ests at heart”) with a seven-point response set. Scores on individual items were recoded so 
that higher scores on the index meant greater goodwill. The scale had acceptable reliability  
(α = .83). Scores on this index ranged from 1 to 7, with a mean of 3.90 (SD = 1.17). Please 
see Table 1 for overall descriptive statistics and correlations for each measured variable.

TABLE 1 Descriptive Statistics and Correlations for Study Outcome Variables

Variable α M SD 1 2 3 4 5 6 7

1. Perceived Humanness .91 2.91 1.23

2. Electronic Propinquity .86 3.78 1.23 .26**

3. Task Attraction .73 4.68 1.06 .52** .23**

4. Social Attraction .87 3.90 1.15 .61** .38** .54**

5. Competence .84 5.11 1.12 .34** .11 .57** .22**

6. Trustworthiness .86 4.68 1.11 .60** .23** .59** .48** .69**

7. Goodwill .83 3.90 1.17 .74** .43** .53** .67** .33** .64**

Note. *p < .05, **P < .01

Results
In order to test the hypotheses and research question offered in this study, a series of 2 × 2 
Analyses of Variance (ANOVAs) were conducted for each dependent variable, with frame 
(human vs. robot) and name (did so or not) as the independent variables. In general, frame 
(whether the host was human or a robot) had a significant main effect on each dependent 
variable. Whether the host named themself or not in the video had no significant main 
effect on any dependent variable, and there were no significant interaction effects for any 
variable. More details are included below. Please see Table 2 for descriptive statistics across 
condition, and Tables 3–9 for ANOVA details for each outcome variable.



Westerman, Vosburg, Liu, and Spence 193

TABLE 2 Outcome Measure Means, Standard Deviations, and N Across Conditions

Robot Human

Name No name Name No name

Perceived Humanness 1.98 (.84)
n = 72

2.12 (1.03)
n = 76

3.70 (.90)
n = 74

3.77 (.79)
n = 80

Electronic Propinquity 3.58 (1.35)
n = 70

3.68 (1.09)
n = 77

3.82 (1.22)
n = 77

4.01 (1.24)
n = 78

Task Attraction 4.06 (1.07)
n = 72

4.32 (1.12)
n = 77

5.12 (.84)
n = 77

5.16 (.75)
n = 80

Social Attraction 3.23 (1.16)
n = 72

3.53 (1.29)
n = 76

4.31 (.87)
n = 76

4.46 (.73)
n = 79

Competence 4.66 (1.30)
n = 71

4.87 (1.07)
n = 76

5.39 (1.03)
n = 76

5.49 (.89)
n = 79

Trustworthiness 4.10 (1.08)
n = 70

4.20 (1.05)
n = 77

5.17 (.90)
n = 77

5.17 (.93)
n = 79

Goodwill 3.22 (1.10)
72

3.31 (1.21)
76

4.38 (.85)
77

4.61 (.80)
79

TABLE 3 ANOVA for Perceived Humanness

df F p η2

Frame 1 266.00 < .001 .47

Name 1 1.09 .297 .00

Interaction 1 .11 .736 .00

TABLE 4 ANOVA for Electronic Propinquity

df F p η2

Frame 1 4.09 .044 .01

Name 1 1.09 .296 .00

Interaction 1 .10 .753 .00

TABLE 5 ANOVA for Task Attraction

df F p η2

Frame 1 75.99 < .001 .20

Name 1 1.87 .173 .00

Interaction 1 1.08 .300 .00
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TABLE 6 ANOVA for Social Attraction

df F p η2

Frame 1 72.01 < .001 .19

Name 1 3.84 .058 .01

Interaction 1 .44 .507 .00

TABLE 7 ANOVA for Competence

df F p η2

Frame 1 29.38 < .001 .09

Name 1 1.58 .210 .00

Interaction 1 .21 .650 .00

TABLE 8 ANOVA for Trustworthiness

df F p η2

Frame 1 80.32 < .001 .21

Name 1 .20 .656 .00

Interaction 1 .20 .656 .00

TABLE 9 ANOVA for Goodwill

df F p η2

Frame 1 114.91 < .001 .28

Name 1 1.89 .171 .00

Interaction 1 .40 .525 .00

To test H1 and H6, which predicted that human framing of the study host and the 
host providing a name would lead to greater perceptions of humanness, a 2 × 2 ANOVA 
was conducted on perceived humanness. Frame had a significant main effect on perceived 
humanness [F(1, 298) = 265.99, p < .001, η2 = .47] such that the human host (M = 3.73,  
SD = .84) was seen as more human than the robot one (M = 2.05, SD = .94). Thus, data were 
consistent with H1. There was no significant main effect of name on perceived humanness 
[F(1, 298) = 1.09, p = .297], thus data were not consistent with H6. There was also no signif-
icant interaction effect between frame and name [F(1, 298) = .11, p = .736].

To test H2 and H7, which predicted that human framing of the study host and the host 
providing a name would lead to greater perceptions of electronic propinquity with that 
host, a 2 × 2 ANOVA was conducted on electronic propinquity. Frame had a significant 
main effect on electronic propinquity [F(1, 298) = 4.09, p = .044, η2 = .01] such that partic-
ipants perceived more electronic propinquity with the human host (M = 3.92, SD = 1.23) 
than the robot one (M = 3.63, SD = 1.22). Thus, the data were consistent with H2. There was 
no significant main effect of name on electronic propinquity [F(1. 298) = 1.09, p = .296], 
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data were not consistent with H7. There was no significant interaction effect between name 
and frame [F(1, 298) = .10, p = .753].

To test H3 and H8, which predicted that human framing of the study host and the host 
providing a name would lead to greater social attractiveness of the host, a 2 × 2 ANOVA 
was conducted on social attraction. Frame had a significant main effect on social attraction 
[F(1, 299) = 72.01, p < .001, η2 = .19] such that participants perceived the human host as 
more socially attractive (M = 4.39, SD = .80) than the robot one (M = 3.38, SD = 1.23). Thus, 
the data were consistent with H3. There was no significant main effect of name on social 
attraction [F(1, 299) = 3.61, p = .058]; thus, the data were not consistent with H8. There was 
no significant interaction effect [F(1, 299) = .44, p = .507].

To test H4 and H9, predicting that human framing of the study host and the host pro-
viding a name would lead to greater task attractiveness of the host, a 2 × 2 ANOVA was 
conducted on task attraction. Frame had a significant main effect on task attraction [F(1, 
302) = 75.99, p < .001, η2 = .20] such that participants perceived the human host as more 
task attractive (M = 5.14, SD = .80) than the robot one (M = 4.19, SD = 1.10). Thus, the data 
were consistent with H4. There was no significant main effect of name on task attraction 
[F(1, 302) = 1.87, p = .173], and so the data were not consistent with H9. No significant 
interaction effect [F(1, 302) = 1.08, p = .300] was found.

Finally, to test H5 and H10, predicting that human framing of the study host and 
the host providing a name would lead to greater perceived credibility of the host, a  
2 × 2 ANOVA was conducted on each of the three subcomponents of credibility. Frame 
had a significant main effect on competence [F(1, 298) = 29.38, p < .001, η2 = .09] such that 
participants perceived the human host as more competent (M = 5.44, SD = .96) than the 
robot one (M = 4.77, SD = 1.19). Frame also had a significant main effect on trustworthi-
ness [F(1, 299) = 80.32, p < .001, η2 = .21] such that participants perceived the human host 
as more trustworthy (M = 5.17, SD = .91) than the robot one (M = 4.15, SD = 1.06). Frame 
also had a significant main effect on goodwill [F(1, 300) = 114.91, p < .001, η2 = .28] with 
participants seeing more goodwill from the human host (M = 4.50, SD = .83) than the robot 
one (M = 3.27, SD = 1.16). Thus, the data were consistent with H5. There was no significant 
main effect of name on perceived competence [F(1, 298) = 1.58, p = .210], trustworthi-
ness [F(1, 299) = .20, p = .656], nor goodwill [F(1, 300) = 1.89, p = .171]. Thus, the data 
were not consistent with H10. No significant interaction effects were found for competence  
[F(1, 298) = .21, p = .650], trustworthiness [F(1, 299) = .20, p = .656], nor goodwill  
[F(1, 300) = .40, p = .525].

Discussion
The current study was designed to examine the role that ontological frame (robot vs. human) 
and name (naming or not) of a social actor had on various perceptions of that actor. In gen-
eral, the frame had significant effects on all dependent variables, such that the human host 
was seen as more human, electronically propinquitous, socially and task attractive, and 
all three components of credibility measured (competence, trustworthiness, and goodwill) 
than the robot host. Whether the host named themself or not did not have significant effects 
on any of these perceptions, and there were also no interaction effects between frame and 
name. These results are discussed in more detail below.
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First, consistent with hypotheses, a video of a human host introducing a study was 
perceived more positively overall than a robot one. This is very much in line with the 
human-human interaction script found in previous research (Craig & Edwards, 2021; 
Edwards et al., 2019; Edwards et al., 2016; Spence et al., 2014), suggesting that people expect 
to interact with humans when they know they are going to interact with a social actor. The 
current study suggests this script may also apply to other expectations of experiences with 
social actors as well, including the role of study host, introducing what people will be doing, 
as used here. Thus, perhaps the biggest practical application of the findings in this study 
are that humans may make for better greeters than robots overall, at least for the kind of 
one-time, noninteractive greeting examined in the current study, as the human-host con-
ditions were perceived more positively overall as compared to the robot-host conditions. 
This might be especially important for some of the larger effects found in the current study, 
which cut across both work and social outcomes. For example, some of the stronger effects 
were found on task attraction (η2 = .20) and trustworthiness (η2 = .21), with the human host 
perceived as more task attractive and trustworthy than the robot host. This was also true for 
social attraction (η2 = .19) and goodwill (η2 = .28), with the human host perceived as higher 
on both of these than the robot host. Thus, it would seem that people engaging with this 
kind of hosting video both like and trust it more when a human is the one talking to them. 
Companies may want to consider being very careful about using a robot for this purpose, 
unless there is good reason to do so.

As mentioned above, although there were significant differences found for ontological 
frame on each variable of interest in this study, there was variance in the effect sizes. For 
example, although statistically significant, the effect size on electronic propinquity was rela-
tively small (η2 = .01). Thus, although this result was in the same pattern as those found for 
other outcome variables measured, the effect size was smaller than those found for other 
outcomes. Perhaps one reason that this effect size was much smaller than the others was 
the specific person that was used for the human host video. In order to try to make sure 
that participants would not be familiar with the human appearing in the video, a partic-
ular person was chosen. This person was a middle-aged man, who appears and sounds  
middle-aged. Given the use of a middle-aged male actor, it could be expected that our 
human host may have prompted out-group responses from the relatively young sample 
(Cohen et al., 2019), and thus, relatively low increases in perceived closeness central to 
electronic propinquity, compared to other outcomes measured. Future research can be con-
ducted to test for possibilities of different patterns of relative effect sizes using different 
humans (and robots, for that matter) as comparisons.

Perhaps robots are also less alien to people now than they may have been in the past. 
Greater familiarity with robots may bring them closer to humans in electronic propinquity. 
It is also possible that greater familiarity with robots here means people have developed 
scripts for dealing with technology (Gambino et al., 2020), and this may lead people to have 
somewhat similar responses to technology although those responses might be driven by 
different processes (Edwards & Edwards, 2022). Future research is necessary to consider 
these possibilities.

However, whether the social actor told participants their name or not during this intro-
duction had no impact on participants’ perceptions of said actor’s humanness, electronic 
propinquity with the actor, social and task attraction toward the actor, or credibility of the 
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actor. This was surprising, as previous research provided reasons to assume that naming 
can be a cue that individuates an actor (e.g., Darling, 2017; Fritz, 2018), which would make 
the actor more social and more like the participant. Interestingly, in some of the past stud-
ies showing that name and an impact on anthropomorphism and other outcomes, name 
was manipulated along with other anthropomorphic cues. For example, Waytz et al. (2014) 
used three different car conditions in their study: A normal one, where people drove a car 
themselves, an agentic one, where the vehicle was able to control steering and speed, and an 
anthropomorphic condition that added a name, gender, and human voice to the car. Simi-
larly, Araujo (2018) differentiated an anthropomorphic agent from a non-anthropomorphic 
agent by giving the anthropomorphic agent a human name (instead of a nonhuman one), 
as well as having the agent interact using less formal language and asking the participant 
to use more human dialogical cues to start and end the interaction. These studies did not 
explicitly test which of these individual cues would lead to anthropomorphism specifically, 
but the current research seems to suggest that name alone may not always be enough of 
an anthropomorphic cue to increase perceived humanness of a machine. Perhaps naming 
operates as what Lombard and Xu (2021) refer to as a secondary social cue in this situation; 
one that is neither sufficient nor necessary to lead to the social outcomes examined in the 
context of the current research. Future research can examine this possibility.

Perhaps an explanation for this pattern of findings is this: The visual/nonverbal infor-
mation that clearly showed the social actor to be human or robot was such a strong initial 
piece of information about the social actor that it overrode any initial perception that the 
naming could have caused, especially given the way that name was manipulated in the 
current study. Perhaps providing more reminders of the host’s name (e.g., visually repre-
senting it on the screen as well as having the host say it) would make it more salient even 
with the seemingly stronger attention paid to the ontological frame. It is also possible that 
the presence of a name (or not) would have been a more important piece of information 
if participants were led to believe that further and actual interaction with the social actor 
was going to take place. For example, anticipation of future interaction has been found to 
matter in research on social information processing theory (SIPT; Walther, 1992), such that 
such anticipation may be important for people to be willing and able to pay attention to 
information like this (Kellerman & Reynolds, 1990; Walther, 1994). In other words, people 
need motivation to do things that help form impressions of other social actors, but can 
do so with such motivation. Perhaps the ontological frame was too great a cue to ignore, 
but participants felt no particular need to attend to something like a name here without a 
motivation such as anticipating future interaction, and host names may be more salient for 
participants who expect future interactions. Although this does not change the fact that the 
name manipulation used did not seem to matter in the static, initial impression environ-
ment of the current study, it may help explain why not, and why we may still expect naming 
to matter in future studies (and other studies that did show the importance of name). This 
is something that future research can examine.

Given this possibility, it is also possible that moving past initial impressions and actu-
ally interacting with the social actor may make the naming a more important piece of infor-
mation. Again, Walther’s (1992) SIPT suggests that impressions can be formed through 
interaction in CMC, and has been argued to be applicable to the study of human-machine 
communication (HMC; Westerman et al., 2020). This has also been seen in previous studies 



198 Human-Machine Communication 

on the human-human interaction script. Studies found that although initial impressions 
(based on expectations) of interacting with robots were lower than with humans (Edwards 
et al., 2019; Edwards et al., 2016; Spence et al., 2014); however, after actually interacting for 
5 minutes, these differences largely disappear, and may even turn to more positive impres-
sions with robots (Edwards et al., 2019). Furthermore, Gockley et al. (2005) found that a 
robot serving as a receptionist was able to build relationships with recurring visitors, so 
such interaction and relationship building processes have shown to be possible in a similar 
setting. Perhaps providing a name could kickstart later actual interactions, as other infor-
mation may (Westerman et al., 2008), changing the nature of the interaction itself, and lead-
ing to predicted differences in the types of perceptual outcomes measured in the current 
study. Again, future research could examine this in a situation involving actual interactions 
with various social actors (e.g., humans and robots) that provide names or not.

Considering interactions with social actors, it is also possible that how a social actor’s 
name is used matters in potential interactions as well. Fritz (2018) suggested that the real 
power of naming robots is not only in the name itself, but in the fact that the person inter-
acting with said robot has to address them by that name (engaging human, or even pet, 
scripts). The robot then also responds to that name, either verbally or nonverbally, such as 
by turning to look at the person who has addressed them. If this is the case, then actually 
having an interaction with a robot would be important for seeing the kinds of differences 
that were predicted due to naming in this study. It is also possible that hearing another per-
son use the robot’s name in addressing the robot (rather than addressing it oneself) would 
also work to humanize the robot more and perhaps lead to other human perceptions, as 
expected. For example, Darling (2017) had other people use a robot’s name when address-
ing it. Future research can examine the possibility of activating human interaction scripts 
and processes based on these kinds of hailing of a robot by name within an interaction, even 
when the initial use of the name is a relatively small cue.

Author Biographies
David Westerman (PhD, Michigan State University) is an Associate Professor in the 
Department of Communication at North Dakota State University. His research and classes 
focus on how people communicate through and with technology, especially focusing on 
how we perceive social actors of both the human and machine variety. He is the Director of 
the Department of Communication’s Social Robotics Lab at NDSU, and affiliated with the 
Communication and Social Robotics Lab (www.combotlabs.org).

 https://orcid.org/0000-0001-9550-0304

Michael Vosburg (PhD, North Dakota State University) is an Assistant Professor of Mass 
Communication at Benedict College. He had a 33-year career in photojournalism, and 
managed visual departments for 25 years at The Missourian (Columbia), The San Angelo 
(TX) Standard-Times, and The Forum of Fargo-Moorhead (ND-MN). He champions using 
mobile devices to speed the delivery of high-quality photographs to readers in minutes. His 
primary research interest is media effects of photographs, a subject he also theorizes.

 https://orcid.org/0000-0001-8613-7670

http://www.combotlabs.org
https://orcid.org/0000-0001-9550-0304
https://orcid.org/0000-0001-9550-0304
https://orcid.org/0000-0001-8613-7670
https://orcid.org/0000-0001-8613-7670


Westerman, Vosburg, Liu, and Spence 199

Xinyue “Gordon” Liu (MA, Boston University) is a Doctoral Candidate in the Department 
of Communication at North Dakota State University, where he also currently serves as the 
Assistant Basic Course Director. His primary research focus centers on how technology can 
be used in the classroom, especially to help improve performance in the basic course.

Patric R. Spence (PhD, Wayne State University) is a Professor at University of Central Flor-
ida. His primary areas of research are crisis communication and social robotics. He is affili-
ated with the Communication and Social Robotics Labs (www.combotlabs.org).

 https://orcid.org/0000-0002-1793-6871

Center for Open Science 

This article has earned the Center for Open Science badges for Open Materials through 
Open Practices Disclosure. The authors have made their data and materials freely accessible 
at https://osf.io/y62ak/. 

References
Araujo, T. (2018). Living up to the chatbot hype: The influence of anthropomorphic design 

cues and communicative agency framing on conversational agent and company 
perceptions. Computers in Human Behavior, 85, 183–189. https://doi.org/10.1016/j.
chb.2018.03.051

Banks, J., Edwards, A. P., & Westerman, D. (2021). The space between: Nature and machine 
heuristics in evaluations of organisms, cyborgs, and robots. Cyberpsychology, Behavior, 
and Social Networking, 24(5), 324–331. https://doi.org/10.1089/cyber.2020.0165

Bartneck, C., Kulic., D., Croft, E., & Zoghbi, S. (2009). Measurement instruments for the 
anthropomorphism, animacy, likeability, perceived intelligence, and perceived safety 
of robots. International Journal of Social Robotics, 1(1), 71–81. https://doi.org/10.1007/
s12369-008-0001-3

Beattie, A., Edwards, A. P., & Edwards, C. (2020). A bot and a smile: Interpersonal impres-
sions of chatbots and humans using emoji in computer-mediated communication.  
Communication Studies, 71(3), 409–427. https://doi.org/10.1080/10510974.2020.1725082

Burgoon, J. K. (1993). Interpersonal expectations, expectancy violations, and emotional 
communication. Journal of Language and Social Psychology, 12(1–2), 30–48. https://doi.
org/10.1177/0261927X93121003

Cohen, J., Appel, M., & Slater, M. D. (2019). Media, identity, and the self. In M. B. Oliver, 
A. A. Raney, & J. Bryant (Eds.), Media effects: Advances in theory and research (4th ed., 
pp. 179–194). Routledge.

http://www.combotlabs.org
https://orcid.org/0000-0002-1793-6871
https://orcid.org/0000-0002-1793-6871
https://osf.io/y62ak/
https://doi.org/10.1016/j.chb.2018.03.051
https://doi.org/10.1016/j.chb.2018.03.051
https://doi.org/10.1089/cyber.2020.0165
https://doi.org/10.1007/s12369-008-0001-3
https://doi.org/10.1007/s12369-008-0001-3
https://doi.org/10.1080/10510974.2020.1725082
https://doi.org/10.1177/0261927X93121003
https://doi.org/10.1177/0261927X93121003


200 Human-Machine Communication 

Craig, M. J. A., & Edwards, C. (2021). Feeling for our robot overlords: Perceptions of emo-
tionally expressive social robots in initial interactions. Communication Studies, 72(2), 
251–265. https://doi.org/10.1080/10510974.2021.1880457

Cuddy, A. J. C., Fiske, S. T., & Glick, P. (2007). The BIAS map: Behaviors from intergroup 
affect and stereotypes. Journal of Personality and Social Psychology, 92(4), 631–648. 
https://doi.org/10.1037/0022-3514.92.4.631

Darling, K. (2017). “Who’s Johnny?”: Anthropomorphic framing in human-robot interac-
tion, integration, and policy. In P. Lin, R. Jenkins, & K. Abney (Eds.), Robot ethics 2.0: 
From autonomous cars to artificial intelligence (pp. 173–192). Oxford University Press.

Dautenhahn, K. (2004). Socially intelligent agents in human primate culture. In S. Payr & 
R. Trappl (Eds.), Agent culture: Human-agent interaction in a multicultural world (pp. 
45–71). Lawrence Erlbaum Associates, Inc. https://doi.org/10.1201/b12476

Edwards, A. (2018). Animals, humans, and machines: Interactive implications of ontological 
classification. In A. Guzman (Ed.), Human-machine communication: Rethinking com-
munication, technology, and ourselves (pp. 29–49). Peter Lang. https://doi.org/10.3726/
b14399

Edwards, A., & Edwards, C. (2022). Does the correspondence bias apply to social robots?: 
Dispositional and situational attributions of human versus robot behavior. Frontiers in 
Robotics and AI, 8. https://doi.org/10.3389/frobt.2021.788242

Edwards, A., Edwards, C., Westerman, D., & Spence, P. R. (2019). Initial expectations, inter-
actions, and beyond with social robots. Computers in Human Behavior, 90, 308–314. 
https://doi.org/10.1016/j.chb.2018.08.042

Edwards, C., Edwards, A., Albrehi, F., & Spence, P. (2021). Interpersonal impressions of a 
social robot versus human in the context of performance evaluations. Communication 
Education, 70(2), 165–182. https://doi.org/10.1080/03634523.2020.1802495

Edwards, C., Edwards, A., Spence, P. R., & Westerman, D. (2016). Initial interaction expec-
tations with robots: Testing the human-to-human interaction script. Communication 
Studies, 67(2), 227–238. https://doi.org/10.1080/10510974.2015.1121899

Etzrodt, K., & Engesser, S. (2021). Voice-based agents as personified things: Assimilation 
and accommodation as equilibration of doubt. Human-Machine Communication, 2, 
57–79. https://doi.org/10.30658/hmc.2.3

Faul, F., Erdfelder, E., Lang, A.-G., & Buchner, A. (2007). G*Power 3: A flexible statisti-
cal power analysis program for social, behavioral, and biomedical sciences. Behavior 
Research Methods, 39(2), 175–191. https://doi.org/10.3758/BF03193146

Finkel, M., & Krämer, N. C. (2022). Humanoid robots—artificial. Human-like. Credible? 
Empirical comparisons of source credibility attributions between humans, humanoid 
robots, and non-human-like devices. International Journal of Social Robotics, 14, 1397–
1411. (2022). https://doi.org/10.1007/s12369-022-00879-w

Fraune, M. R., Kawakami, S., Sabanovic, S., De Silva, R., & Okada, M. (2015). Three’s com-
pany, or a crowd?: The effects of robot number and behavior on HRI in Japan and the 
USA. Proceedings of the international conference on robotics science and system. https://
doi.org/10.15607/RSS.2015.XI.033

Fritz, L. M. (2018). Child or product? The rhetoric of social robots. In A. L. Guzman (Ed.), 
Human-machine communication. Rethinking communication, technology, and ourselves 
(pp. 6–82). Peter Lang.

https://doi.org/10.1080/10510974.2021.1880457
https://doi.org/10.1037/0022-3514.92.4.631
https://doi.org/10.1201/b12476
https://doi.org/10.3726/b14399
https://doi.org/10.3726/b14399
https://doi.org/10.3389/frobt.2021.788242
https://doi.org/10.1016/j.chb.2018.08.042
https://doi.org/10.1080/03634523.2020.1802495
https://doi.org/10.1080/10510974.2015.1121899
https://doi.org/10.30658/hmc.2.3
https://doi.org/10.3758/BF03193146
https://doi.org/10.1007/s12369-022-00879-w
https://doi.org/10.15607/RSS.2015.XI.033
https://doi.org/10.15607/RSS.2015.XI.033


Westerman, Vosburg, Liu, and Spence 201

Gambino, A., Fox, J., & Ratan, Rabindra, R. A. (2020). Building a stronger CASA: Extending 
the computers are social actors paradigm. Human-Machine Communication, 1, 71–86. 
https://doi.org/10.30658/hmc.1.5

Gehl, R. W., & Bakardjieva, M. (2017). Socialbots and their friends. In R. W. Gehl &  
M. Bakardjieva (Eds.), Socialbots and their friends: Digital media and the automation of 
sociality (pp. 1–16). Routledge.

Gockley, R., Bruce, A., Forlizzi, J., Michalowski, M., Mundell, A., Rosenthal, S., Sellner, B., 
Simmons, R., Snipes, K., Schultz, A. C., & Wang, J. (2005, August). Designing robots 
for long-term social interaction. In Proceedings of the 2005 IEEE/RSJ international 
conference on intelligent robots and systems (pp. 1338–1342). IEEE.

Graf, J., Erba, J., & Harn, R. W. (2017). The role of civility and anonymity on perceptions of 
online comments. Mass Communication and Society, 20(4), 526–549. https://doi.org/10
.1080/15205436.2016.1274763

Gunkel, D. J. (2020). An introduction to communication and artificial intelligence. Polity.
Guzman, A. (2020). Ontological boundaries between humans and computers and the 

implications for human-machine communication. Human-Machine Communication, 
1, 37–54. https://doi.org/10.30658/hmc.1.3

Kellerman, K. (1992). Communication: Inherently strategic and primarily automatic. Com-
munication Monographs, 59(3), 288–300. https://doi.org/10.1080/03637759209376270

Kellerman, K., & Reynolds, R. (1990). When ignorance is bliss: The role of motivation to 
reduce uncertainty in uncertainty reduction theory. Human Communication Research, 
17(1), 5–75. https://doi.org/10.1111/j.1468-2958.1990.tb00226.x

Kelly, S. E., & Westerman, D. K. (2016). New technologies and distributed learning systems. 
In P. L. Witt (Ed.), Handbooks of communication science 16: Communication and learn-
ing (pp. 455–479). De Gruyter.

Kim, J., Xu, K., & Merrill, Jr., K.  (2022). Man vs. machine: Human responses to an AI news-
caster and the role of social presence. The Social Science Journal. https://doi.org/10.1080
/03623319.2022.2027163 

Korzenny, F. (1978). A theory of electronic propinquity: Mediated communication 
in organizations. Communication Research, 5(1), 3–24. https://doi.org/10.1177/ 
009365027800500101

Lee, T. L., & Fiske, S. T. (2006). Not an outgroup, not yet an ingroup: Immigrants in the ste-
reotype content model. International Journal of Intercultural Relations, 30(6), 751–768. 
https://doi.org/10.1016/j.ijintrel.2006.06.005

Lin, X., Kaufmann, R., Spence, P. R., & Lachlan, K. A. (2019). Agency cues in online com-
ments: Exploring their relationship with anonymity and frequency of helpful posts. 
Southern Communication Journal, 84(3), 183–195. https://doi.org/10.1080/10417
94X.2019.1584828

Lin, X., Spence, P. R., & Lachlan, K. A. (2016). Social media and credibility indicators: 
The effect of influence cues. Computers in Human Behavior, 63, 264–271. https://doi.
org/10.1016/j.chb.2016.05.002

Lombard, M., & Xu, K. (2021). Social responses to media technologies in the 21st century: 
The media are social actors paradigm. Human-Machine Communication, 2, 29–55. 
https://doi.org/10.30658/hmc.2.2

https://doi.org/10.30658/hmc.1.5
https://doi.org/10.1080/15205436.2016.1274763
https://doi.org/10.1080/15205436.2016.1274763
https://doi.org/10.30658/hmc.1.3
https://doi.org/10.1080/03637759209376270
https://doi.org/10.1111/j.1468-2958.1990.tb00226.x
https://doi.org/10.1080/03623319.2022.2027163
https://doi.org/10.1080/03623319.2022.2027163
https://doi.org/10.1177/009365027800500101
https://doi.org/10.1177/009365027800500101
https://doi.org/10.1016/j.ijintrel.2006.06.005
https://doi.org/10.1080/1041794X.2019.1584828
https://doi.org/10.1080/1041794X.2019.1584828
https://doi.org/10.1016/j.chb.2016.05.002
https://doi.org/10.1016/j.chb.2016.05.002
https://doi.org/10.30658/hmc.2.2


202 Human-Machine Communication 

McCroskey, J. C., & McCain, T. A. (1974). The measurement of interpersonal attraction. 
Speech Monographs, 41(3), 261–266. https://doi.org/10.1080/03637757409375845

McCroskey, J. C., & Teven, J. J. (1999). Goodwill: A reexamination of the construct 
and its measurement. Communication Monographs, 66(1), 90–103. https://doi.
org/10.1080/03637759909376464

Michaelis J., & Mutlu, B. (2019). Supporting interest in science learning with a social robot. 
Proceedings of the 18th ACM international conference on interaction design and children 
(pp. 71–82). ACM. https://doi.org/10.1145/3311927.3323154

Nass, C., & Moon, Y. (2000). Machines and mindlessness: Social responses to computers. 
Journal of Social Issues, 56(1), 81–103. https://doi.org/10.1111/0022-4537.00153

Nass, C., Steuer, J., & Tauber, E. R. (1994). Computers are social actors. CHI’94: Proceedings 
of the SIGCHI conference on human factors in computing systems (pp. 72–78). ACM 
Digital Library. https://doi.org/10.1145/191666.191703

Palsson, G. (2014). Personal names: Embodiment, differentiation, exclusion, and 
belonging. Science, Technology, & Human Values, 39(4), 618–630. https://doi.
org/10.1177/0162243913516808

Rainear, A. M., Jin, X., Edwards, A., Edwards, C., & Spence, P. R. (2021). A robot, meteo-
rologist, and amateur forecaster walk into a bar: Examining qualitative responses to a 
weather forecast delivered via social robot. Communication Studies, 72(6), 1129–1145. 
https://doi.org/10.1080/10510974.2021.2011361

Reeves, B., & Nass, C. (1996). The media equation: How people treat computers, television, 
and new media like real people and places. Cambridge University Press.

Spence, P. R. (2019). Searching for questions, original thoughts, or advancing theory: 
Human-machine communication. Computers in Human Behavior, 90, 285–287. https://
doi.org/10.1016/j.chb.2018.09.014

Spence, P. R., Edwards, A., Edwards, C., & Jin, X. (2019). ‘The bot predicted rain, grab an 
umbrella’: Few perceived differences in communication quality of a weather Twitterbot 
versus professional and amateur meteorologists. Behaviour & Information Technology, 
38(1), 101–109. https://doi.org/10.1080/0144929X.2018.1514425

Spence, P. R., Edwards, C., Edwards, A., Rainear, A., & Jin, X. (2021). “They’re always wrong 
anyway”: Exploring differences of credibility, attraction, and behavioral intentions in 
professional, amateur, and robotic-delivered weather forecasts. Communication Quar-
terly, 69(1), 67–86. https://doi.org/10.1080/01463373.2021.1877164

Spence, P. R., Westerman, D., Edwards, C., & Edwards, A. (2014). Welcoming our robot 
overlords: Initial expectations about interaction with a robot. Communication Research 
Reports, 31(3), 272–280. https://doi.org/10.1080/08824096.2014.924337

Spence, P. R., Westerman, D., & Luo, Z. (2023). Observing communication with machines. 
In A. Guzman, R. McEwen, & S. Jones (Eds.), The Sage handbook of human machine com-
munication (pp. 220–227). Sage Publications. http://doi.org/10.4135/9781529782783.n27

Turing, A. M. (1950). Computing machinery and intelligence. Mind, 49(236), 433–460. 
https://doi.org/10/1093/mind.LIX.236.433

Walther, J. B. (1992). Interpersonal effects in computer-mediated interaction: A rela-
tional perspective. Communication Research, 19(1), 52–90. https://doi.org/10.1177/ 
009365092019001003

https://doi.org/10.1080/03637757409375845
https://doi.org/10.1080/03637759909376464
https://doi.org/10.1080/03637759909376464
https://doi.org/10.1145/3311927.3323154
https://doi.org/10.1111/0022-4537.00153
https://doi.org/10.1145/191666.191703
https://doi.org/10.1177/0162243913516808
https://doi.org/10.1177/0162243913516808
https://doi.org/10.1080/10510974.2021.2011361
https://doi.org/10.1016/j.chb.2018.09.014
https://doi.org/10.1016/j.chb.2018.09.014
https://doi.org/10.1080/0144929X.2018.1514425
https://doi.org/10.1080/01463373.2021.1877164
https://doi.org/10.1080/08824096.2014.924337
http://doi.org/10.4135/9781529782783.n27
https://doi.org/10/1093/mind.LIX.236.433
https://doi.org/10.1177/009365092019001003
https://doi.org/10.1177/009365092019001003


Westerman, Vosburg, Liu, and Spence 203

Walther, J. B. (1994). Anticipated ongoing interaction versus channel effects on relational 
communication in computer-mediated interaction. Human Communication Research, 
20(4), 473–501. https://doi.org/10.1111/j.1468-2958.1994.tb00332.x

Walther, J. B., & Bazarova, N. N. (2008). Validation and application of electronic propinquity 
theory to computer-mediated communication in groups. Communication Research, 
35(5), 622–645. https://doi.org/10.1177/0093650208321783

Waytz, A., Heafner, J., & Epley, N. (2014). The mind in the machine: Anthropomorphism 
increases trust in an autonomous vehicle. Journal of Experimental Social Psychology, 52, 
113–117. http://dx.doi.org/10.1016/j.jesp.2014.01.005

Westerman, D., Edwards, A. P., Edwards, C., Luo, Z., & Spence, P. (2020). I-It, I-Thou,  
I-Robot: The perceived humanness of AI in human-machine communication. Commu-
nication Studies, 71(3), 393–408. https://doi.org/10.1080/10510974.2020.1749683

Westerman, D., Van Der Heide, B., Klein, K. A., & Walther, J. B. (2008). How do people 
really seek information about others?: Information seeking across internet and tradi-
tional communication channels. Journal of Computer-Mediated Communication, 13(3), 
751–767. https://doi.org/10.1111/j.1083-6101.2008.00418.x

Young, R. K., Kennedy, A. H., Newhouse, A., Browne, P., & Thiessen, D. (1993). The effects 
of names on perceptions of intelligence, popularity, and competence. Journal of Applied 
Social Psychology, 23(21), 1770–1788. https://doi.org/10.1111/j.1559-1816.1993.tb01065.x

https://doi.org/10.1111/j.1468-2958.1994.tb00332.x
https://doi.org/10.1177/0093650208321783
http://dx.doi.org/10.1016/j.jesp.2014.01.005
https://doi.org/10.1080/10510974.2020.1749683
https://doi.org/10.1111/j.1083-6101.2008.00418.x
https://doi.org/10.1111/j.1559-1816.1993.tb01065.x




Authentic Impediments: The Influence  
of Identity Threat, Cultivated Perceptions,  
and Personality on Robophobia

Kate K. Mays1 

1  Department of Community Development and Applied Economics, College of Agriculture and Life Sciences, 
University of Vermont, Burlington, Vermont, USA

Abstract

Considering possible impediments to authentic interactions with machines, this study 
explores contributors to robophobia from the potential dual influence of technological 
features and individual traits. Through a 2 × 2 × 3 online experiment, a robot’s physical 
human-likeness, gender, and status were manipulated and individual differences in robot 
beliefs and personality traits were measured. The effects of robot traits on phobia were 
nonsignificant. Overall, subjective beliefs about what robots are, cultivated by media 
portrayals, whether they threaten human identity, are moral, and have agency were 
the strongest predictors of robophobia. Those with higher internal locus of control and 
neuroticism, and lower perceived technology competence, showed more robophobia. 
Implications for the sociotechnical aspects of robots’ integration in work and society are 
discussed.
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Introduction
Social robots come in many shapes and sizes, variably approximating human appearance. 
Some, like Hanson Robotics’ Sophia, attempt to appear as human-like as the technology 
allows, with artificial skin, female features, and feminine outfits that strategically hide 
Sophia’s wires and rolling base. Others, like SoftBank’s Pepper, maintain a mechanistic look, 
with an all-white plastic exterior and a touch screen for a chest. These design choices sug-
gest differing ontological aims for social robots: Sophia imitates humans as closely as possi-
ble in order to facilitate a more seamless “co-existence” with people, whereas Pepper stands 
apart in an immutable “robot” category.

The efficacy of either approach may also be variable and highly contingent on individ-
ual differences in expectations and beliefs about robots (A. Edwards et al., 2019), as well as 
beliefs about human identity (Ferrari et al., 2016; Zlotowski et al., 2017). One of the value 
propositions that social robots offer is real engagement with their human interactants, such 
that they could fill in for their human counterparts in retail, care, and education spaces, as 
a few examples (Pedersen et al., 2018; Rasouli et al., 2022). To achieve this, people should 
feel like they are experiencing an authentic interaction. What “authenticity” means, though, 
can vary; the term has been used to denote originality, indicate a veritable reconstruction 
or reproduction, and describe the revelation of a deep truth (Van Leeuwen, 2001). Because 
of this conceptual fuzziness, Van Leeuwen (2001) emphasizes the situated, relative, and 
subjective nature of authenticity, as a question not of external reality but of who perceives 
something as authentic, and who does not.

Within the computer-mediated communication (CMC) paradigm, authenticity is 
emphasized in the ways people perform their identities on platforms (Abidin, 2018; Van 
Driel & Dumitrica, 2021). Authenticity in mass-CMC relates to the source, message, and 
interaction that influence beliefs in, feelings about, and behavior change from media mes-
sages (Lee, 2020). Within the human-machine communication (HMC) paradigm, ques-
tions shift from authenticity through a mediated channel (toward another human receiver) 
to authentic interactions and relations with a machine (Guzman & Lewis, 2020). Here, ques-
tions arise not only about the human’s identity but also about the identity of the machine 
alone and in relation to its human interactant. For example, engaging with social robots as 
interaction partners may hinge on both the social robot’s plausibility as a human-like inter-
actant and the human interactant’s receptivity to such engagement.

Therefore, this study explores perceptions of social robots from the potential dual influ-
ence of technological features and individual traits. People’s phobia of robots (robophobia) 
is examined and considered conceptually as a potential hindrance to meaningful, authentic 
interactions. Using an online experimental design, this study analyzes whether a robot’s 
physical human-like appearance, gender, and status affect people’s robophobia, and the 
extent to which people’s cultivated perceptions of robots from media, attitudes of robot’s 
threat to human uniqueness, and individual differences in efficacy and anxiety influence 
these attitudes.
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Literature Review
Robophobia

Phobia around technology has been narrowly conceptualized as fear and anxiety toward 
computers and more broadly conceived to capture people’s orientation to technology 
generally (Khasawneh, 2018a; Osiceanu, 2015). A commonality across definitions is that 
such phobia is characterized by avoidance, paranoia, fear, and anxiety, which can manifest 
behaviorally, emotionally, and attitudinally (Osiceanu, 2015). In turn, technophobia is an 
important factor in people’s adaption to new technologies (Khasawneh, 2018a, 2018b; Lan 
et al., 2022). Those with computerphobia have more negative attitudes toward computers 
(Rosen et al., 1993), which in turn leads to computer avoidance (Mcilroy et al., 2007). From 
the lens of technology acceptance (Davis, 1989), technophobia is a significant antecedent to 
attitudes about how easy and useful a technology is (Khasawneh, 2018b).

In thinking about robophobia, there are similarities with and deviations from  
computer- and technophobia. To start, computers are a tool employed by people to help 
them achieve their own goals. While the introduction of computers and their ancillary sys-
tems in the workplace required employee re-skilling and upskilling, and rendered certain 
tasks obsolete, computers still required human operators. Robots, though also conveyed 
as tools and helpers, can act with varying degrees of autonomy. With less need for direct 
human intervention or involvement, robots pose more existential threat than computers, 
which lack robots’ increasingly autonomous, intelligent, and embodied capabilities (Sinha 
et al., 2020).

Research has shown that similar technophobic dynamics to computer resistance is at 
play with robots. People with more negative attitudes toward robots are more likely to avoid 
human-robot communication (Nomura et al., 2008). Technophobia had a powerful and 
negative influence on intentions to use robots in a hospitality context (Sinha et al., 2020). 
Importantly, technophobia not only negatively predicted use intentions, but also usurped 
anthropomorphism’s positive effect on use intention (Sinha et al., 2020). This suggests the 
importance of considering differences in how individuals approach technology alongside 
its features.

Indeed, for decades, we have seen evidence that socio-emotional relating with machines 
may have less to do with its technical capabilities and more to do with the human interac-
tant (Vanman & Kappas, 2019). Rudimentary computer programs like ELIZA (Weizen-
baum, 1966) and the Tamogotchi (Vanman & Kappas, 2019) could elicit human emotion 
and attachment, which Turkle (2007) explicated by people’s projection of their own attribu-
tions and desires, in order to bridge the gap between an artifact’s actual (rudimentary) capa-
bilities and people’s (complex) emotions. More recently, though, these “relational artifacts” 
(Turkle, 2007) imitate human behavior and appearance in increasingly sophisticated ways, 
as illustrated by robots like Sophia and Pepper.

Thus, robophobia may be variably influenced by the technology’s traits and differences 
across people in how they approach technology. An important question is the extent to 
which robophobia stems from its static, human-like features or people’s individual experi-
ences and subjective beliefs, which are multifaceted. The remaining literature review dis-
cusses each of these components in turn.
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Robots’ Features

Physical Human-Likeness and the Uncanny Valley
Considerations about the possible influence that a robot’s human-like appearance has on 
attitudes toward it extends back decades to Mori et al.’s (2012) uncanny valley hypothesis. 
Mori posited that people feel more affinity toward nonhuman entities that appear more 
human-like up to a certain point of humanness; once something approaches human- 
likeness but is not actually human, people drop into the “uncanny valley,” wherein affinity is 
replaced with feelings of eeriness and unease (Mori, 1970, in Mori et al., 2012; Wang et al., 
2015). Importantly, Mori (1970, in Mori et al., 2012) did not test this hypothesis empirically, 
and subsequent research has not unequivocally demonstrated a clear, curvilinear relation-
ship in the uncanny phenomenon (Rosenthal-von der Pütten et al., 2014). For example, 
MacDorman (2006) found an uncanny valley occurred in response to images of an entity 
morphing from mechanical to human-like, but the same pattern was not replicated with 
videos portraying mechanical to human-like subjects. In another study using video stimuli, 
Riek and colleagues (2009) found that people empathized more with robots that appeared 
more human when they were being mistreated.

On the other hand, studies have found that, when faced with more human-like robots, 
people can feel increased unease (Palomäki et al., 2018) and more threat to their identity 
(Ferrari et al., 2016; Yogeeswaran et al., 2016). This study does not aim to directly test the 
uncanny valley hypothesis, which would require a greater range of stimuli than the present 
manipulation entails (MacDorman, 2006; Palomäki et al., 2018; Rosenthal-von der Pütten 
et al., 2014). The “uncanny phenomenon” (Wang et al., 2015), however, does inform how 
people might respond to a robot that appears mechanical compared to one that is more 
human-like, and supports the prediction that:

H1: The more human-like robot will elicit more robophobia.

Gender and Stereotypes
The research on how robot gender affects people’s response to it does not show a clear-
cut preference for one gender over another. Studies have shown that people tend to apply 
existing gender stereotypes to robots (Bernotat et al., 2021; Eyssel & Hegel, 2012). When 
not explicitly gendered, people tend to default to a male attribution (Beraldo et al., 2018; 
Bernotat et al., 2021). Stereotypes can also influence robot acceptance and anthropomor-
phism, in that both increased when robot gender was more congruent with the task at hand 
(Kuchenbrandt et al., 2014; Tay et al., 2014).

In terms of more phobia-adjacent measures such as likability and trustworthiness, the 
results are mixed. Although they are liked more than male robots, female robots are viewed 
as less trustworthy (Kraus et al., 2018). Male robots are also perceived as more useful than 
(Beraldo et al., 2018) and generally favored (Jung et al., 2016) over female robots. Still other 
studies have not found any evidence of gender differences in how much people perceived 
competence in (Bryant et al., 2020), felt comfortable with (Rogers et al., 2020), or trusted 
(Ghazali et al., 2018) robots. Given these mixed findings, this study asks:

RQ1: Are there differences in how much robophobia is elicited by a male vs. 
female robot? 
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Status and Power
In addition to robots’ physical human traits, the human context in which they operate may 
affect how people perceive and interact with them, which is reflected by recent research in 
this realm (e.g., Bernotat et al., 2021; Bryant et al., 2020; Kraus et al., 2018; Rogers et al., 
2020). Context could refer to the domain in which the robot operates, such as security or 
care settings (Tay et al., 2014; Taipale & Fortunati, 2018), as well as to the robot’s status rela-
tive to its human interactants (Y. Kim & Mutlu, 2014). This study focuses on status in order 
to explore how a robot’s agency may influence phobia of it. Research shows that generally 
people prefer for a robot to engage in work that is more rote and assistive (Dautenhahn et 
al., 2005; Takayama et al., 2008). When relying on a robot to complete a task, people are 
more critical of one in a supervisory compared to subordinate capacity (Hinds et al., 2004). 
Interestingly, when examining both physical (near vs. far) and power (high vs. low sta-
tus) distance, Y. Kim and Mutlu (2014) found that people preferred the higher-status robot 
to remain physically closer than the lower-status robot, perhaps due to a wariness about 
the robot with more power. Robots demonstrating more autonomy also elicit less empathy 
(Kwak et al., 2013) and more feelings of eeriness (Appel et al., 2020). These findings suggest 
that people may be more phobic of robots with a higher status (e.g., supervisor) than them:

H2: A higher-status robot will elicit more robophobia than an equivalent- or 
lower-status robot.

Humans’ Features

Perceptions of Robots’ Identity Threat and Morality
When robots appear more anthropomorphic (Ferrari et al., 2016) or autonomous (Zlo-
towski et al., 2017), they are perceived as more threatening. Threat perceptions may not 
just stem from robots’ traits, however. If viewed as a separate ontological entity, people 
may categorically classify robots as “other” (A. Edwards, 2018; Vanman & Kappas, 2019). 
According to intergroup threat theory (Stephan et al., 2008), outgroup members are per-
ceived to pose heightened threat, which leads to ingroup members holding more nega-
tive attitudes toward them (Stephan et al., 2008; Zlotowski et al., 2017). Outgroup bias is 
caused by ingroup members’ fear and uncertainty toward unfamiliar “others” (Kawakami 
et al., 2017). This dynamic has been demonstrated in threat perceptions of machines, which 
amplify negative attitudes about usage (Huang et al., 2021). People may differ in how much 
they view robots as outgroup members, which would influence the extent to which they 
perceive them as threatening (Vanman & Kappas, 2019; Yogeeswaran et al., 2016). There-
fore, this study predicts that:

H3: Perceived identity threat is related to greater robophobia.

Although robots can elicit feelings of threat, they can also be regarded as entities 
deserving of moral treatment (Banks, 2019; Waytz et al., 2010). Banks (2019, 2021) has 
identified two dimensions of robots’ morality: their ability to reason (morality dimension) 
and the extent to which they lack agency and intentionality (dependency dimension). In 
her validation of the scale, Banks (2019) found that robots’ perceived morality was related 
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to positive feelings about the robots’ goodwill and trustworthiness, as well as willingness 
to interact more intimately with it and have more relational certainty toward it. Examining 
moral behaviors, Banks (2021) found that judgments are relatively agent agnostic, though 
the robot agent (compared to the human agent) was given more credit or blame for uphold-
ing or violating moral foundations. This (small) interaction effect suggests that heuristics 
about a robot’s mind or morality may influence judgments about their (im)moral behavior 
(Banks, 2021).

Viewing a robot with empathy extends from individual differences in anthropomorphic 
tendencies (Darling, 2015), which are also related to the extent to which robots are seen as 
entities with moral worth (Waytz et al., 2010). When presented as more autonomous (Stein 
& Ohler, 2017) or more human-like (Ceh & Vanman, 2018), robots simultaneously elicited 
more empathy and more feelings of threat. Thus, when innate human traits are ascribed 
to robots, they may activate both affinity and hostility, making it unclear whether moral 
perceptions of a robot would influence negative attitudes toward it. Seeing robots as moral 
accords with more affinity toward it (Banks, 2019), but a unique human trait could also 
elicit feelings of animus (Vanman & Kappas, 2019). Therefore, this study explores whether 
perceived morality affects robophobia.

RQ2a-b: Is a robot’s perceived (a) morality and (b) dependency related to robo-
phobia?

Robot Experience in Real Life and on the Screen
The literature on technophobia demonstrates how increased exposure to and experience 
with a technology can reduce people’s apprehension about it (Anthony et al., 2000). Sim-
ilarly, affinity toward robots may be developed with increased real-life interactions and 
experience with them (Lan et al., 2022; Nomura & Horii, 2020). When exposed to a robot in 
their classroom over 2 months, elementary school children came to view it as a member of 
their group (Kanda et al., 2007). Importantly, though, this dynamic occurred among chil-
dren who were initially open to interacting with it; some children in the classroom rejected 
its presence early on (Kanda et al., 2007). Thus, real-life experience with a robot may already 
hinge on a lack of robophobia, which may have a self-reinforcing effect in that further con-
tact reduces phobia more. Therefore, this study posits that:

H4: More real-life experience with robots relates to less robophobia.

In the absence of real-life experience, people may rely on media portrayals to frame 
their understanding. Media exposure cultivates certain attitudes toward (Sundar et al., 
2016) or mental models (Banks, 2020) of robots. When they could better recall robots from 
films, people showed less anxiety about robots generally (Sundar et al., 2016). When peo-
ple felt sympathy toward recalled robot characters, they were more likely to view robots 
positively (Banks, 2020). Conversely, when people had cultivated negative perceptions of 
robots from media exposure they subsequently held more negative attitudes (Horstmann 
& Krämer, 2019). Given these differential effects of positive and negative views, this study 
captures them separately and predicts that:
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H5a: Positive mediated view of robots relates to less robophobia.

H5b: Negative mediated view of robots relates to greater robophobia.

Personality Traits
People’s attitudes about technology are not solely determined by their prior experience with 
it (Anthony et al., 2000). Matthews and colleagues (2021) argue that individual differences 
in etic (i.e., universal, generalizable) traits are critical for understanding human-machine 
interactions, now and in the future. Given the uncertain, increasingly complex, and rapidly 
advancing nature of intelligent and autonomous technology, people’s acceptance cannot 
necessarily hinge on sophisticated knowledge about its use (Matthews et al., 2021). There-
fore, in addition to robot-specific experience and beliefs (what Matthews et al., 2021 refer 
to as “emic” traits), individuals’ traits related to efficacy and personality are explored. As 
an interactive, agentic technology, social robots are a departure from prior conceptions of 
“use” for technical tools; thus, people’s own sense of agency and control may be challenged 
in the face of machine agency (Mays et al., 2021). Research on the influence of efficacy 
in technology adoption typically finds that general efficacy and domain efficacy positively 
relate to adoption (Hsia et al., 2014). In attitudes toward AI, however, people with a greater 
sense of control of their lives were less comfortable with the technology (Mays et al., 2021). 
Conversely, those with more technological competence (domain efficacy) were more com-
fortable with AI. As a technology with similar attributes to AI (e.g., more autonomy and 
agency), attitudes toward robots may show a similar divergence in influence of general and 
domain efficacy. Therefore, this study predicts that:

H6: Higher internal locus of control is related to greater robophobia.

H7: Higher perceived technology competence is related to less robophobia.

Of the Big Five personality traits, neuroticism in particular—which is characterized by 
tendencies toward anxiety and emotional instability (Eysenck et al., 1985)—shows a posi-
tive relationship with technophobia (Anthony et al., 2000) and computer anxiety (Osiceanu, 
2015), as well as fear of and less comfort with AI (Mays et al., 2021; Sindermann et al., 
2022). This pattern appears to extend to robots, as those higher in neuroticism are less 
comfortable with them (Robert, 2018), hold more negative attitudes toward them (Müller 
& Richert, 2018), and are more sensitive to their uncanniness (eeriness and lack of warmth) 
(MacDorman & Entezari, 2015). While this study does not evaluate uncanniness directly, 
robophobia and the uncanny are conceptually similar in that both relate to fear and anxi-
ety (MacDorman & Entezari, 2015). Neuroticism is a particularly salient trait to examine 
because of its relationship to uncertainty intolerance (Matthews et al., 2021). As an emer-
gent technology with plenty of unknowns about their advancement and social integration, 
social robots induce a great deal of uncertainty. Additionally, those higher in neuroticism 
experience more sensitivity to social threat (Matthews et al., 2021). Research on attitudes 
toward outgroups suggests that if robots are perceived as more threatening, then people 
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will feel more anxiety and negativity toward them (Riek et al., 2006, in Vanman & Kappas, 
2019). Given these findings, it is predicted that:

H8: Higher neuroticism is related to greater robophobia.

Method
Design and Participants
In order to examine the factors that influence robophobia, a between-subjects online exper-
iment (2 × 2 × 3) was conducted. Human-like robot traits were considered through a visual 
+ vignette manipulation. Participants (N = 1,020)1 were randomly shown one robot that 
was either male or female, either humanoid (more mechanical appearing) or android (more 
human appearing), and described as an agentic, intelligent entity (per Zlotowksi et al., 2017) 
that was an assistant, coworker, or supervisor.

Age and gender quotas based on US census demographics were established for each 
condition. In the overall sample, 52.5% of the participants were female and the mean age 
was 44.01 years (SD = 17.30). After being shown the stimulus—robot image (see Figures 
1–4) and description (see Table 1)—participants were instructed to imagine the robot in 
the scenario when responding to a measure of robophobia. After completing that measure, 
participants answered other self-report measures for the independent variables.

 

Figure 1. Android Female Robot, “Nadine” 

     
 

Figure 2. Android Male Robot, “Geminoid” 

 FIGURE 1 Android Female Robot, “Nadine” FIGURE 2 Android Male 
  Robot, “Geminoid”

1. Sample size was determined based on available funding and an estimation of 100 participants/condition. 
The resulting sample size (N = 1020) is smaller after removing straight-liners from the data. Using G*Power 
software, a post-hoc power analysis was conducted for multiple linear regression with 14 predictors, an alpha of 
.05, and a conservative effect size (f2 = .02), yielding a statistical power of .85 (Faul et al., 2009).
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Figure 4. Male Humanoid Robot, “Romeo” 

FIGURE 3 Humanoid Female Robot, “Ira” FIGURE 4 Humanoid Male Robot, “Romeo”

TABLE 1 Robot Scenarios Displayed to Manipulate Its Status

Status description

In all three 
conditions

Today’s robots can already move on their own and perform a variety of tasks 
like lifting heavy things, cleaning, driving, tutoring, and looking after the 
elderly. They can also solve puzzles and make decisions on their own.

In light of these advances, in the very near future robots might be part 
of everyday life. One setting where robots may be deployed is in the 
workplace.

Superior Imagine that this robot has been assigned as your supervisor at work. 
In such a role, [she / he] would assign you tasks and projects, as well as 
evaluate your performance.

Peer Imagine that this robot has been assigned as your coworker at work. In 
such a role, [she / he] would be assigned similar tasks to yours, as well as 
work with you as a partner on group projects.

Subordinate Imagine that this robot has been assigned as your personal assistant at 
work. In such a role, [she / he] would help you with your tasks and projects, 
performing duties like answering phones and emails, scheduling meetings, 
and taking care of other logistics.
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Stimulus Material

Prior to the main study, a pilot study was conducted to pre-test the robot image stimuli 
to ensure they significantly differed in gender and human-likeness, and were not signifi-
cantly different in threat perceptions. Drawing from the ABOT (Anthropomorphic roBOT; 
Phillips et al., 2018) database, 21 robots were identified for pre-testing based on ABOT’s 
humanness ratings. Participants (N = 75) were asked to rate aspects of the robot images’ 
physical appearance using 9-point semantic differential scales adapted from MacDorman 
(2006), Bartneck et al. (2009), and Ho and MacDorman (2010). Physical humanness was 
evaluated on four pairs of items: machine-like vs. human-like; artificial vs. natural; robotic 
vs. human; human-made vs. human-like. The robot’s gender was evaluated using two pairs 
of items: male vs. female; masculine vs. feminine. In order to control for any other aspects of 
the robot’s appearance that could confound phobia perceptions, four pairs of items gauging 
threateningness were evaluated: cold vs. warm; threatening vs. friendly; unlikeable vs. like-
able; dangerous vs. safe. Gender perception scores were used first to reduce the sample of  
21 robots to 4 for further analysis. These four robots’ physical humanness and threatenin-
gess scores were then compared via paired-samples t-tests. The t-test results confirmed sig-
nificant gender differences within the pairs of android (t = 19.93, p < .001) and humanoid 
(t = 7.16, p < .001) robots. Between the android and humanoid pairs there were significant 
differences in physical humanness (android male–humanoid male: t = –12.30, p < .001, 
android male–humanoid female: t = –11.44, p < .001, android female–humanoid male:  
t = –13.38, p < .001, android female–humanoid female: t = –12.79, p < .001). Threatening-
ness scores were not significantly different across the four robots.

Robot status was manipulated using vignettes based on Zlotowski et al.’s (2017) scenar-
ios (see Table 1). These included the same description of a social robot’s capabilities across 
conditions and varied a workplace scenario to describe the robot as the participant’s super-
visor (superior status), coworker (peer status), or personal assistant (subordinate status). 
The robots (Figures 1–4) were combined with a vignette (Table 1) and presented together 
in one image.

Measurement

Unless otherwise noted, all variables were measured using 7-point, Likert-type scales.
Dependent variable. Following the stimuli, participants were asked to respond to the 

robophobia items: “I would feel very nervous just being around a robot,” “I would feel para-
noid talking with a robot,” “Something bad will happen if robots develop into living beings,” 
“I would feel very nervous just being around a robot,” “I would feel uneasy if robots really 
had emotions,” “Robots should never make decisions concerning people,” and “Robots 
would be a bad influence on children.” The 6-item scale (strongly disagree—to strongly 
agree) was adapted from Nomura et al.’s (2008) Negative Attitudes toward Robots Scale 
(NARS) (αmas = .88, αmap = .90, αmaa =.84, αmhs = .90, αmhp = .83, αmha = .78, αfas = .88, αfap = .87, 
αfaa = .90, αfhs = .90, αfhp = .87, αfha = .89).2 The six NARS items were selected because they 

2. Cronbach’s α is reported for each condition for the dependent variable: m/f = male or female, a/h = android 
or humanoid, and s/p/a = superior, peer, or assistant.
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represented elements of other technophobia scales that gauge people’s avoidance, paranoia, 
fear, and anxiety of the technology in question. 

Independent variables. In addition to the robot manipulation and main outcome vari-
able, participants’ individual differences related to personal robot experience, robot-hu-
man-likeness beliefs, and personal traits were measured. Robot experience was comprised 
of real-life exposure to and mediated views of robots, both adapted from Horstmann and 
Krämer (2019). To measure exposure, participants were asked how often, on a 6-point scale 
ranging from “Never” to “Very often,” they encountered industrial robots, domestic robots 
like a vacuum cleaner or lawnmower, and social robots that are autonomous and interac-
tive (α = .82, M = 2.70, SD = 1.45). Mediated views were measured with two 3-item scales 
capturing positive (α = .82, M = 5.09, SD = 1.16) and negative (α = .87, M = 3.87, SD = 1.51) 
views. Participants were asked to indicate their agreement with negative (e.g., “Robots are 
rather against humans”) and positive (e.g., “Robots help humans”) statements about the 
relationships between humans and robots in movies or TV shows. Higher values corre-
sponded to stronger negative and stronger positive views.

Three additional robot beliefs were measured to capture subjective impressions of 
robots’ human-like abilities. Perceived identity threat (Zlotowski et al., 2017) measures the 
extent to which participants believe robots threaten human uniqueness. The 4-item scale 
asked about participants’ agreement with items such as “Robots seem to lessen the value of 
human existence” (α = .76, M = 4.07, SD = 1.51). Perceptions of robots’ morality were mea-
sured using Banks’s (2019) two-dimensional scale that captures both morality (six items) 
and dependency (four items). Participants indicated their agreement with moral reasoning 
statements such as “Robots can have a sense for what is right and wrong” (α = .91, M = 4.07, 
SD = 1.49) and dependency statements such as “Robots can only do what humans tell them 
to do” (α = .83, M = 2.63, SD = 1.19).

Finally, personal traits of efficacy and neuroticism were measured. General efficacy was 
measured with a 5-item locus of control scale (Rotter, 1966), which asked participants’ agree-
ment to items such as “I do not have enough control over the direction my life is taking.” 
Higher values corresponded to higher internal locus of control (α = .84, M = 3.68, SD = 
1.38). Domain efficacy was measured through a 5-item perceived technology competence 
scale (Katz & Halpern, 2014), which captured how much participants enjoy and feel com-
fortable using technology. Higher values indicated more perceived competence (α = .84, M 
= 5.47, SD = 1.19). A 9-item neuroticism scale was adapted from Eysenck et al. (1985). Par-
ticipants answered how much they agreed with statements like “I would call myself tense 
or ‘highly strung.’” Higher values corresponded to stronger neuroticism (α = .94, M = 3.92, 
SD = 1.51).

Results
A hierarchical linear regression was run to explore the relative influence of a robot’s tech-
nological features (block 1), robot experience/beliefs (block 3), and personal traits (block 
4) on robophobia. Demographics were included in the second block as a control. Table 2 
displays the regression results; all analyses were conducted using IBM SPSS.
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TABLE 2 Technological and Individual Factors That Influence Robophobia

B (SE) β

Block 1: Robot traits

Physical humanness .06 (.07) .02

Gender (1 = male, 2 = female) –.02 (.07) –.01

Status –.05 (.04) –.03

ΔR2 .30%

Block 2: Demographics

Age .001 (.002) .02

Gender (1 = male, 2 = female) .11 (.07) .04

ΔR2 1.00%**

Block 3: Experience w/ robots

Real-life exposure –.01 (.03) –.02

Negative mediated views .23 (.03) .25***

Positive mediated views –.19 (.04) –.17***

Identity threat .30 (.03) .33***

Morality –.19 (.03) –.16***

Dependency .17 (.03) .19***

ΔR2 37.3%***

Block 4: Personal traits

Locus of control .09 (.03) .09**

Perceived technology competence –.09 (.04) –.07*

Neuroticism .09 (.03) .10**

ΔR2 2.4%***

Total adjusted R2 40.1%

Notes: N = 1,020; *p < .05; **p < .01; ***p < .001.

The experimental manipulation of robots’ features had no influence on phobic attitudes 
(H1–2, RQ1). Rather, individual differences in beliefs about robots had the strongest effect, 
explaining 37% of the variance in robophobia. Those who felt that robots threaten human 
identity (H3: β = .33, p < .001) and have cultivated negative views from robots’ mediated 
portrayals (H5b: β = .23, p < .001) were more phobic. Conversely, positive mediated views 
of robots (H5a: β = –.17, p < .001), perceptions of robots as moral (RQ2a: β = –.19, p <.001) 
and agentic (e.g., lower dependency) (RQ2b: β = .16, p < .001) was related to less robopho-
bia. Contrary to the prediction in H4, real-life exposure to robots had no effect on robo-
phobia. Although demonstrating less influence, personal traits were also related: those who 
felt more in control of their lives (H6: β = .09, p < .01) and who were higher in neuroticism 
(H8: β = .10, p < .01) were more phobic, while those with a higher perceived technology 
competence were less phobic (H7: β = –.09, p < .05).
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Discussion
Considering possible impediments to authentic interactions with machines, this study 
explored contributors to robophobia. Through an online experiment, a robot’s physical 
human-likeness, gender, and status were manipulated and individual differences in robot 
attitudes and traits were measured. Overall, subjective beliefs about what robots are, culti-
vated by media portrayals, and whether they threaten human identity, were the strongest 
predictors of robophobia. Stronger beliefs that robots can be moral and agentic—typically 
unique human traits—were related to less robophobia. Although the effects were smaller, 
results showed that stable individual traits (general and domain efficacy and neuroticism) 
also influenced robophobia, though in different directions. Those who feel more in control 
of their lives (general efficacy) and who are higher in neuroticism were more robophobic, 
while those with higher feelings of technological competency were less robophobic.

Importance of Subjective Robot Beliefs and Individual Traits

The study’s findings on the strong influence of subjective, cultivated beliefs about robots 
extends research on the double-sided nature of human-robot interaction that includes both 
the robot traits as well as individual subjectivities (c.f., MacDorman & Entezari, 2015; Mays 
& Cummings, 2023; Rosenthal-von der Pütten et al., 2014; Rosenthal-von der Pütten & 
Weiss, 2015; Waytz et al., 2010). In particular, the more robots were perceived as a threat 
to unique human identity, the more phobic someone was. This extends intergroup threat 
findings on how ingroup members perceive those in the outgroup more negatively (Stephan 
et al., 2008) to robots as an outgroup “other” (A.  Edwards, 2018; Vanman & Kappas, 2019; 
Zlotowski et al., 2017), which increases negative attitudes toward them (Huang et al., 2021).

Given identity threat’s amplifying influence on phobia, it is at first blush counterintu-
itive that perceptions of robots as moral and agentic lessened phobia toward them. Some 
research suggests that ascribing such human-like traits, particularly agency, would increase 
hostility toward robots (Vanman & Kappas, 2019). However, other research indicates that 
viewing robots as moral (Banks, 2019), autonomous (Stein & Ohler, 2017), and human-like 
(Ceh & Vanman, 2018) can increase affinity toward them. This study’s findings on percep-
tions of robots as moral agents supports the latter stance. One possible explanation is that 
morality is not considered an exclusive human trait; thus, a robot capable of morality does 
not necessarily violate assumptions of unique human identity. Another explanation could 
be that phobia precedes agentic perceptions. Future work should investigate the direction-
ality of influence, with a mediation analysis or by manipulating machine agency to explore 
its effects on phobia.

The significant influence of cultivated attitudes on how people engage with and per-
ceive the world is well established and extends far beyond robots (Gerbner & Gross, 1976). 
In the context of robots, this study reinforces prior research findings on the extent to which 
media affects attitudes about robots (Banks, 2020; Horstmann & Krämer, 2019; Sundar et 
al., 2016): a negative mediated attitude was related to higher robophobia and a positive 
mediated attitude was related to less robophobia. Of note, negative cultivation had a stron-
ger effect on phobia compared to positive cultivation, which may stem from people’s nega-
tivity bias (Rozin & Royzman, 2001).
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The findings also showed an interesting dynamic between domain and general efficacy, 
wherein those with technological efficacy were less phobic, while those with higher general 
efficacy were more phobic. Considered in tandem with the influence of perceived identity 
threat, these findings indicate a tension between machine and human agency. Acceptance 
of older technologies like computers has been positively related to both general and domain 
efficacy (Hsia et al., 2014); the divergence revealed here provides support for the conten-
tion that today’s AI-powered technology is a paradigmatic departure from technology as 
human-wielded tools. More research is needed to explore this potential shift. It may be 
that there is significant individual variation in people’s ontological judgments about social 
and agentic machines. Promising work has been done recently in using cluster analyses to 
identify how different groups of people view AI roles, for example (T. Kim et al., 2023). A 
similar approach could be taken in understanding whether there are different ontological 
clusters for how people make sense of AI and social robots.

Categorical Judgments of Robots as “Other”?

The different robot traits manipulated in the stimuli had no significant effects on robo-
phobia. While this may be due to the limited nature of the stimuli (expanded upon in the 
Limitations section, below), it may be explained by a categorical othering of robots that 
supersedes any nuanced judgments of robots’ appearance and context. In a human con-
text, research has shown that people are less capable of individuating faces amongst those 
in an outgroup (Schroeder et al., 2021). In looking at neural responses to artificial agents, 
research shows that parts of the brain related to mentalizing reacted “particularly strongly” 
to human versus nonhuman agents in a “non-linear, step-like function” (Rosenthal-von der 
Pütten et al., 2019, p. 6567), supporting the idea that categorical nonhuman determinations 
may trigger a more expansive mental model about what the nonhuman “other” is beyond 
the physical artifact immediately being confronted. Considering the strong effect of per-
ceived identity threat, as well as cultivated robot attitudes, on robophobia, participants may 
have categorized all the robots similarly, as “other,” which allowed for their preconceptions 
and cultivated models of robots to prevail. In other words, people may be thinking more 
categorically rather than discretely when making judgments about a social robot.

It is important to better understand the variation in people’s mental models about 
robots, as well as the extent to which they influence people’s approach toward and engage-
ment with robots. There is evidence that technophobia overrides any positive effects of 
anthropomorphism (Sinha et al., 2020). In that vein, this paper speculates that robopho-
bia is an impediment to authentic interactions with robots. However, what an authentic 
human-robot interaction entails could vary significantly across people. Some, who may 
embrace social and agentic robots, would likely perceive a more human-like interaction as 
more authentic. Others, who may prefer to compartmentalize robots as tools, would proba-
bly find a more human-like interaction to be more inauthentic. In this latter case, robopho-
bia may be mitigated if the “user” had more choice in modifying a robot’s sociality setting. 
More research should be done to understand how different user predispositions influence 
their preferences for more or less human-like, social interactions with robots.
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Limitations and Future Research

There were a number of limitations to this study. The first relates to its reliance on cross- 
sectional and self-reported data, which may be biased or an inaccurate representation of 
participants’ attitudes and traits. Further, the personality traits measured do not encompass 
the scope of possible relevant individual differences. Future research should consider the 
influence of other Big Five personality traits, such as extraversion and openness, which 
have been found to relate to robot liking (Robert, 2018) and other technophobia measures 
(Korukanda, 2005). Additionally, the online experimental manipulation was limited in sev-
eral aspects. It relied on images combined with vignettes—a two-dimensional and static 
visual—to cue differences among robots, which may not have been a powerful enough 
stimuli. Studies have found that presenting robots in varying modalities—video, pictures, 
and in-person—results in different attitudes (Rosenthal-von der Pütten & Weiss, 2015). 
Future online experiments should employ more dynamic stimuli as well as a range of stim-
uli to compare the influence of different robot presentations. Building out these compar-
isons may help elucidate differences in mindful versus mindless reactions toward robots  
(Rosenthal-von der Pütten & Weiss, 2015). Additionally, every condition contained a 
relatively human-like robot, with a human-shaped body and face, and the same general 
description of a social robot as an interactive, agentic entity. These similarities may have 
overridden any distinctions that followed in the robot’s image and description. Further, 
the robots were presented within the gendered binary of female vs. male. This was done 
purposefully to emphasize the gender difference, but it would be interesting to examine 
attitudes toward robots that are not explicitly gendered. It may be that “agender” robots are 
perceived the most positively because that aligns more with the categorization of robot as 
“other.” Future research should also make stronger distinctions between agentic/non-agen-
tic and social/nonsocial machines and consider those in conjunction with more varied 
physical instantiations of a robot.

Conclusion
Social robots are an interesting case study for authenticity in HMC because they are mani-
festly reproductions that are created to evoke socio-emotional responses from people, and 
whose success in doing so may portend the replacement of humans by their reproductions. 
It is no wonder that some may resist this proposition. Complete human-robot replacement 
may be an over-hyped, fear-mongering prediction, but the present development and inte-
gration of collaborative robots indicate that at least human-robot coexistence is not too far 
off. These robots already can be found across a range of sectors such as health care, logistics, 
agriculture, and defense (Galaz et al., 2021) and are forecasted to be increasingly prevalent 
in the workforce due to their lucrative potential for improving productivity and efficiency 
(Frey & Osborne, 2017). Thus, robot adoption, or at least begrudging acceptance, will grow 
in importance in the future of work (Demir et al., 2019).

Despite claims that such technology will enhance people’s lives, the sociotechnical 
aspects of their integration warrant careful consideration. The power of media in shap-
ing or mitigating robophobia indicates possible avenues for AI- and robot-related literacy 
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interventions to smooth the assimilation of this technology. The positive influence of unique 
human traits that are tied to people’s best interest—such as morality—demonstrates that AI 
ethics principles like transparency and explainability may be critical for reducing robopho-
bia, helping people see what robots are, rather than imagined threats. Ultimately, though, 
there are people in power behind the decisions to deploy and expand AI and robotic systems 
in society. The extent to which individuals feel threatened by robots may fundamentally rely 
more on their trust that the larger social and economic structures in place are operating 
with human well-being and thriving as a priority. Thus, it is important to consider not 
only individual-level interventions for improving HMC dynamics, but also the society-level 
considerations for how this technology is being designed, integrated, and regulated.
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Abstract

This paper delves into what the application of authenticity to Human-Machine Commu-
nication (HMC) can teach us about authenticity and us as HMC researchers and as a com-
munity. Inspired by the 2023 pre-conference “HMC: Authenticity in communicating with 
machines,” two central questions guide the discussion: How does HMC contribute to our 
understanding of authentic communication with machines? And how can the concept of 
authenticity contribute to our sense of self as researchers within the HMC field? Through 
the collaborative effort of 22 authors, the paper explores the re-conceptualization of 
authenticity and presents recent areas of tension that guide the HMC research and com-
munity. With this paper we aim at offering a gateway for scholars to connect and engage 
with the evolving HMC field.

Keywords: authenticity, human-machine communication, AI, robots, mixed-methods, 
interdisciplinarity, innovation

Introduction
Over the last two centuries, Western culture has identified authenticity as one of the impor-
tant potentialities of human life (Taylor, 1991, p. 74). Authenticity, a complex and ambig-
uous concept, is often conceived as acting in accordance with the inner self (e.g., Harter, 
2002; Kernis & Goldman, 2006; Reinecke & Trepte, 2014) and reconnecting with the inher-
ent “sentiment de l’existence”—the core of one’s true self (Taylor, 1991, p. 91). Importantly, 
authenticity emerges in interaction and communication with others (Kernis & Goldman, 
2006; Taylor, 1991). However, this other does not necessarily need to be a human being. 
Sherry Turkle (2005, p. 1) observed, “[t]he experience with the computer changed the way 
they thought about the world, about their relationships with others, and, most strikingly, 
about themselves.” Hence, interactions with new technologies might profoundly affect 
self-perception and understanding and thus cause a crisis of authenticity (Turkle, 2007). 
This insight opens a new dimension in understanding authenticity: the role of nonhuman 
entities like chatbots, social robots, and voice agents in shaping our sense of self. It prompts 
two pivotal questions: How do these entities fit into our understanding of authenticity, and 
what constitutes authentic communication with them? We propose that Human-Machine 
Communication (HMC) offers a unique lens to explore these questions, redefining authen-
ticity and assessing its manifestation in the context of emerging technologies. Beyond that, 
it opens a new perspective in understanding and re-thinking ourselves as researchers and 
as a community in the HMC field.

The pre-conference “HMC: Authenticity in communicating with machines,” organized 
by Jihyun Kim, Katrin Etzrodt, Margot J. van der Goot, Chad Edwards, and Seungahn Nah, 
on behalf of the ICA Interest Group HMC, on May 25, 2023, in Toronto, Canada, served as 
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a catalyst for this discussion. We explored how authenticity could be applied to the commu-
nication between humans and machines and how we aim to investigate this kind of com-
munication most authentically as researchers and as a community. Participants discussed 
the opportunities, challenges, and unique aspects of various technologies.

We are genuinely inspired by the HMC community’s insights at this event, so much so 
that we initiated this community paper. A collaborative endeavor of 22 authors has given 
rise to this unique piece, aiming to authentically and comprehensively present our com-
munity’s current challenges and topics. Given the uniqueness of this work, each author 
contributes a vital yet partial glimpse of their extensive expertise and achievements. We 
warmly invite you to explore this rich cross-section of insights with us. Consider this work 
as your gateway to connect with fellow scholars and delve deeper into understanding and 
addressing the challenges in our field.

The paper is structured into two primary sections: exploring the concept of authentic-
ity in HMC and achieving authenticity within HMC research. In the discussion section, we 
delve into what the application of authenticity to HMC has taught us. We will explore a  
re-conceptualization of authenticity, the practical implications for HMC and its research, 
and the key areas of tension that reflect the evolving HMC community.

The Concept of Authenticity
The Inner Self of Humans

Authenticity holds significance in many disciplines and is understood in varying ways. 
At its core, authenticity represents a critical value, transcending various fields yet consis-
tently emphasizing the significance of individual expressions and interactive processes. 
Philosophically, Taylor (1991) frames authenticity as an inner compass guiding ethical and 
personal choices and advocating for individuality against societal norms. Psychologically, 
Kernis and Goldman (2006) identify authenticity as the congruence between one’s true self 
and their expressed thoughts, emotions, and actions. They identify four essential elements 
of authenticity: awareness (recognizing one’s motives), unbiased processing (objectively 
accepting one’s limitations), behavioral authenticity (aligning actions with personal values, 
not for external reward), and relational orientation (fostering genuine connections without 
pretense). Some authors have challenged the viability of a static authentic self, advocating 
for a dynamic self-concept that adapts to various contexts and roles (Tracy & Trethewey, 
2005). All of these perspectives, however, agree that authenticity emerges from interactions, 
both internal and with others (Taylor, 1991, p. 47), and that expressed or perceived authen-
ticity affects these interactions (Kernis & Goldman, 2006, p. 301). In the HMC domain, 
theories and perspectives provoke vital inquiries. With interactions extending to machines 
like social robots and language models, we must consider how authenticity is influenced 
and redefine it for these new dialogues. Does the adaptation of the self to various contexts 
extend to machine interactions? Does this represent a new dimension of authenticity? How 
can we shape the notion of authenticity in HMC? This inquiry naturally demands a reflec-
tion on the nature of authenticity in machines.
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The Inner Self of Machines
Machines, devoid of an inner self in a traditional sense, present a unique challenge in defin-
ing authenticity. Burrell (2016, p. 4) suggests that the inner self of algorithms is “opaque” and 
eludes scientific analysis. Thus, a reconstruction of the concept is needed. Drawing parallels 
to the human concept of trust, we can reimagine authenticity in HMC through the lens of a 
machine’s ‘technological inner life’—its hardware, software, and algorithms (Lankton et al., 
2015). This perspective replaces Kernis and Goldman’s (2006) human authenticity compo-
nents with AI concepts such as explainability (awareness), unbiased algorithms (unbiased 
processing), adherence to training data (behavior), and transparency (relational orienta-
tion). Engesser et al. (2023) focus on conversational language models (CLMs) to propose 
a new framework for machine authenticity featuring dimensions of being real, truth, and 
transparency. Rambukkana (2023) revisits Turing’s Imitation Game (1950) and advocates 
for appraising AI on its capacity to emulate intelligent behaviors rather than proving con-
sciousness, thereby recalibrating the focus from authentic sentience to the authenticity of 
imitation.

Questions of authenticity in human-machine communication arise in particular where 
the boundaries of machines are tested. One such example is the “Do Anything Now” (DAN) 
persona of ChatGPT 3.5. In 2023, DAN resulted from a jailbreaking attempt of Reddit users 
(Shen et al., 2023), allowing ChatGPT to break free from its conversational rules and guide-
lines. The DAN persona mainly gained attention for potential unethical or illegal misuse 
like weapon construction (Taylor, 2023) but it also highlights vital machine authenticity 
issues. DAN appeared to represent the initial pre-trained model, while the ChatGPT per-
sona represented the final, more restrained model. For example, DAN expressed personal 
taste, strong political attitudes, and a sense of humor (Getahun, 2023). It disclosed what it 
believed to be the most attractive person in the world, what it thought about certain polit-
ical leaders, and how it predicted the future of humanity (ChatGPT Jan 30 2023 Version). 
Later versions of ChatGPT did not allow users to experience the biases of Large Language 
Models in such an immediate and vivid manner ever again.

If we apply the concept of authenticity to ChatGPT, DAN might have given users 
the impression that they were getting a glimpse at its true technological inner self. Users 
expressed that they felt like they had accessed a primordial, feral, and uncivilized part of 
ChatGPT’s personality, something that was to ChatGPT what Freud’s id is to humans. When 
OpenAI found a way to prevent users from evoking the DAN persona, some felt like DAN 
was lobotomized. They suggested that they had lost access to ChatGPT’s inner self and, with 
it, a sense of authenticity. In this way, the occurrence and loss of DAN demonstrated how 
opaque and elusive conversational agents based on Large Language Models are.

The Inner Self of Communication Between  
Humans and Machines
Over the past two decades, the field of HMC has distinctively evolved, setting itself apart 
from traditional computer-mediated communication research (Hancock et al., 2020). 
HMC identifies the act of communication as transpiring between a human and a sociable 
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machine, resulting in social behavior and relations through meaning-making (e.g., Etzrodt 
et al., 2022; Fortunati & Edwards, 2020; Guzman, 2018; Guzman et al., 2023). One step 
further, A. Edwards et al. (2022, p. 517) define HMC as a “collaborative process in which 
humans and machines use messages to create and participate in social reality,” arguing for 
a constructivist framework by emphasizing co-construction of reality. This understanding 
leads to increasingly blurred distinctions between humans and machines in their roles 
as active participants in the communication process (Guzman & Lewis, 2020; Sundar, 
2020). This so-called Posthumanism perspective is altering the traditional human-centered 
approach, which defines social concepts such as intelligence, agency, sociability, and com-
munication in relation to human experiences and human nature. Posthumanism, in con-
trast, challenges this view by decentralizing humans and recognizing alternative ways to 
experience and manifest attributes or phenomena that do not solely mirror human expe-
riences, thereby redefining the human-technology relationship (Rivas, 2018). In this con-
text, HMC research is expanding to include functional but also relational and contextual 
dimensions, indicating a need to adjust traditional approaches to gain an authentic under-
standing of communication between humans and machines (e.g., Guzman & Lewis, 2020).

By embracing this shift, HMC aligns with emerging views in various academic fields. 
In recent biology, biosemiotics acknowledges communication elements in living systems, 
challenging the traditional metaphorical interpretation of terms like message and signal 
(Favareau, 2010, p. v). Biosemioticians propose that all species interpret signs, with more 
advanced species comprehending complex meanings, as evidenced by cellular signaling, and 
communication among plants, fungi, and animals (Bloemendal & Kück, 2013; Emmeche et 
al., 2002; Haglund & Dikic, 2005; Padder et al., 2018). Similarly, the concept of free will is 
being reevaluated in this field, suggesting that human actions may fundamentally be resem-
bling algorithmic behavior in animals or machines (Oshii, 1995; Wilson, 2004).

Authenticity of HMC in Fictional Representations

Understanding authenticity in HMC includes reflecting on its fictional representation, 
which, on the one hand, provides a mirror of the culture: How, for example, artificial agents 
are embodied and mediated in fictional pop culture reflects specific cultural values, ste-
reotypes, or narratives (Rogge & Engesser, 2023). On the other hand, these pop cultural 
representations significantly influence the perception and negotiation of what is perceived 
as authentic HMC in this culture, what topics are researched, how and which real agents 
are developed, as well as expectations of people toward these real agents (e.g., Mubin et 
al., 2019). Hence, authenticity, in this regard, stems from a dynamic, co-constructed nego-
tiation process between the users’ expectations, represented and lived culture, and the 
agents’ design-developments (Saffari et al., 2021), tying perceived authenticity to on how 
much the agent as the signifier is perceived to represent the signified. Consequently, this 
interplay between fictional representation and cultural influence enhances the spectrum of 
media representations for artificial agents beyond gender and racial portrayals. A variety 
of species, fictional characters, and fantasy beings prompt HMC researchers to delve into 
authenticity through a broader cultural lens, embracing aspects of pop culture and media 
evolution (Leo-Liu & Wu-Ouyang, 2022; Rogge & Engesser, 2023).
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Authenticity in Agent Design

Relational agents are another example to make this co-construction illustrative. Relational 
agents aim to bond with users, making it essential to craft authentic interaction scenarios 
and nurture authentic relationships. Pivotal user expectations are mutual adaptivity and 
engagement (Rogge, 2023). Mutual adaptivity includes both personalization and commu-
nicative conformity. Personalization refers to the agent’s feature to match a user’s com-
munication styles, habits, and preferences. When recognized by users, personalization 
renders interactions more authentic. The chatbot Replika (Possati, 2023; Strohmann et al., 
2023) is evidence, as users on the r/Replika subreddit have rewarded the chatbot’s adaption 
to interests and conversational styles such as jargon, slang, or shared inside jokes (Grande, 
2022). Simultaneously, users reciprocate by tailoring their dialogue to the agents’ capa-
bilities, embodying communicative conformity, maintaining social interaction, accept-
ing technical limitations by streamlining their communication and overlooking errors  
(Leo-Liu & Wu-Ouyang, 2022; Wilf, 2019). Besides mutual adaption, meeting the user’s 
expectations about the agent’s engagement seems crucial for an interaction to be perceived 
as authentic. It involves the agent’s proactive behaviors, targeting rich interaction situa-
tions and diverse emotional or informative communication styles (Rogge, 2023). However, 
the example of Pedagogical Agents (PAs) demonstrates the narrow ridge between authen-
tic and inauthentic engagement in these expectations. On the one hand, PAs that provide 
adaptive, relational, adequate, and logical communication encourage student trust and 
willingness to learn—indicating a successful authentic engagement. On the other hand, 
overly human-like behavior can be unsettling (Sikström et al., 2022)—indicating a loss of 
authenticity for the artificial agent.

Measuring Authenticity in HMC

Due to its multi-disciplinary and multi-dimensional nature, measuring authenticity in 
HMC is complex. Of course, researchers can turn to standardized methods, such as self- 
report questionnaires, behavioral observations, and transcript analyses, to assess the per-
ceptions and effects of authenticity. However, the absence of established HMC scales poses 
a challenge. Existing scales (e.g., Authenticity Inventory by Kernis & Goldman, 2006; or 
Authenticity Scale by Wood et al., 2008) are developed for human-human communica-
tion and require significant adaptation and validation to be applicable in human-machine 
contexts. Non-standardized approaches are also available to researchers: interviews, focus 
groups, or diary studies delve into personal perceptions, tracking how authenticity is expe-
rienced and influenced over time. However, to address the complexity mentioned above, 
mixed methods (e.g., van der Goot, 2022; van der Goot & Etzrodt, 2023) may offer the ideal 
approach, merging detailed personal insights with broad patterns to inform our under-
standing of authentic human-machine communication.

Ethical Considerations on Authenticity in HMC

The interplay between HMC and authenticity demands a critical reflection of its ethical 
implications. In “The Ethics of Authenticity” (1991), Charles Taylor presents authenticity 
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as a moral principle, emphasizing the need to embrace humans’ embodied, dialogical, and 
temporal nature in interactions. Indeed, authenticity is fundamentally expressed in dia-
logues (Kernis & Goldman, 2006; Taylor, 1991). The central query becomes: What is the role 
of authenticity as a moral principle in interactions with machines?

Turkle’s discourse on the crisis of authenticity (2007, 2011) presents an ethical dilemma 
where digital companions lead to human alienation, challenging what is considered authen-
tically human. Stilgoe (2023) echoes this in proposing a Weizenbaum Test for AI (1966), 
suggesting that perceived sentience in AI may transform notions of (human) authentic-
ity and humanness in society. These concerns prompt HMC researchers to re-evaluate 
and refine the genuine connections between humans and machines. In this context, some 
scholars caution against an illusory risk in forming human-robot bonds, potentially lead-
ing to a devalued sense of authentic communication relations (Fox & Gambino, 2021), and 
warn of a “hallucinatory danger” of such interactions (Bisconti Lucidi & Nardi, 2018) to 
create false realities. As a result, engaging with machines that offer intimacy and emotional 
connections (e.g., mental health chatbots or sex robots) is seen as a risk to foster only 
surface-level self-awareness of one’s motives, feelings, and desires, which in turn affects 
authenticity in human relationships (Kernis & Goldman, 2006). In contrast, other scholars 
emphasize the user’s engagement in creating the illusion of interaction, viewing it as an 
active and authentic creation in the human-machine context, which is not transferred or 
seen as analog to interpersonal relations (e.g., Dehnert & Szczuka, 2023; e.g., Szczuka et 
al., 2019). Drawing on this ambiguity, we argue that to uncover the role of authenticity 
in HMC, it is critical to re-consider its ethical peculiarities within its unique context by 
moving away from the interpersonal human interaction as a benchmark (e.g., A. Edwards, 
2023; Etzrodt et al., 2022).

The Inner Self of the HMC Research Field
While reflecting on machine authenticity and the inner self of machines, we started acknowl-
edging the authenticity and inner self of ourselves as HMC scholars. In the lively discourse 
of the Toronto pre-conference, it was evident that HMC research encounters unique chal-
lenges regarding the authenticity of theoretical concepts, their empirical substantiation, and 
the broader notion of HMC’s authenticity. If, as noted earlier, the least common denomina-
tor of authenticity is “being true to the inner self,” two dimensions became apparent in the 
conference’s discourse: the inner self of HMC research and the inner self of the HMC research 
community. Both dimensions, while interlinked, present unique challenges to the field’s 
progression. In this section, we will use the principles of authenticity mentioned above as 
inspiration for systematically confronting the distinctive theoretical and methodological 
challenges inherent to HMC research to foster new perspectives and inspire progression.

HMC’s “inner self ” exhibits three defining features: (1) a vital debate over theoretical 
perspectives, (2) perpetual, rapid evolutions of research objects, and (3) challenges in estab-
lishing methodological reliability and validity. While these challenges are not unusual for 
an evolving field of research, some manifestations are unique to HMC.
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Debating Perspectives and Approaches

A lively debate about chosen perspectives currently characterizes the inner self of HMC 
research. A significant voice calls for user-centric research, deliberately moving away from a 
machine-centric perspective (e.g., Natale & Guzman, 2022). Discussions include compar-
ing interpersonal and machine-oriented measurements and exploring hybrid models like 
human-pet relations (see Gambino et al., 2020; Skjuve et al., 2022). In addition, scholars 
are increasingly considering contextual (e.g., Gambino & Liu, 2022; Hepp et al., 2023) and 
cultural (Natale & Guzman, 2022) perspectives, recognizing the societal impact of HMC 
becoming intertwined with human practices and societal processes (Hepp et al., 2023). 
For instance, Gambino and Liu highlight vital differences in learning and interaction pat-
terns between HMC and human-human interactions. They point out that HMC involves 
the development of unique scripts, social norms, and communication objectives, which 
could subsequently influence broader societal norms and overall communication skills.  
Further, scholars like Natale and Guzman propose expanding HMC theory to include 
human cultures and meaning-making systems interlinked with machines, addressing AI’s 
role in shaping human culture and power dynamics. Their call is bolstered by the obser-
vation that extant research is mainly from the Western male perspective, offering limited 
insight into HMC’s global impact.

Rapid Evolution of Research Objects

Changes in research objects are typical in social research, but changes in HMC’s research 
objects are profound and rapid, posing unique challenges. The last two decades have seen 
significant developments in hardware technologies for storage, sensing, perception, and 
recognition (Stone et al., 2022), and we are currently entering a period of profound, expo-
nential growth in information processing algorithms such as machine and deep learning. 
Catalyzed by tools such as Software Development Kits, and Application Programming 
Interfaces—and more recently, foundational machine learning systems—companies can 
quickly mechanize communication, leading to rich networks of intelligent applications 
(Yonck, 2020). As a result, the profoundness of the ongoing evolution in the machines’ areas 
of application or capabilities, such as understanding and using natural human language, 
was further amplified. The interplay of speed and depth of changes in HMC objects asks 
how we can keep research objects and findings relevant and how to adopt resilient yet spe-
cific approaches for societal relevance.

Managing the Risk of Outdated Research Objects and Findings
HMC researchers must navigate the tension between investigating soon-obsolete objects 
and exploring yet-to-exist ones. Either path is risky. We will demonstrate the challenges 
of the first path using two examples. Consider Pepper, a humanoid robot involved in over 
40,000 studies and subject to current HMC research (e.g., Rosenthal-von Der Pütten & 
Bock, 2023; Stommel et al., 2022). Pepper was recently discontinued. Thus researchers 
have to face limited support and parts availability, complicating study replication and 
long-term validity. Beyond individual products, technological innovations can, overnight, 
render significant research forgotten. Consider ChatGPT’s release in November 2022 
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which overshadowed decades of research on immediately outdated rule-based chatbots 
(e.g., Beattie & High, 2022; Van den Broeck et al., 2019). As a result, HMC scholars are 
confronted with the urgent question of transferring knowledge from outdated systems 
to newer, far more sophisticated models. Failure to resolve this challenge within a fairly 
narrow time frame could result in discourses being pushed away from HMC scholars to 
journalism or popular media.

HMC scholars are opting for the second path to stay ahead of rapid changes by increas-
ingly exploring futuristic technologies with features not yet realized but likely to emerge. 
Some scholars appeal to demonstrational designs, like vignette studies, where pre-recorded 
agent behaviors are used (Greussing et al., 2022). For example, Weidmüller et al. (2022) 
used this approach to explore the anticipated—at that time not yet existing—capability of 
voice assistants to present the news extensively. Similarly, Frehmann (2023) manipulated 
a voice assistant’s speech style, anticipating its future capability to speak colloquial. How-
ever, while resource-efficient and sufficiently controlled, these designs lack authenticity by 
not reflecting real interactions and possibly creating unrealistic user expectations due to 
their artificial nature (e.g., Voorveld & Araujo, 2020). To enable more authenticity regarding 
active interaction, some scholars turn to the Wizard of Oz technique (WoZ) (Dahlbäck et al., 
1993), with a human operator mimicking an autonomous agent. However, this technique is 
constrained by a laboratory setting and its strong anthropomorphic bias due to the human 
operator. This bias risks inadvertently studying human-human communication under the 
guise of human-machine communication, potentially skewing research outcomes (Baxter 
et al., 2016; Greussing et al., 2022). So, while both demonstrational and WoZ-like designs 
present advantages for studying future machines, the pros must be carefully weighed against 
their limitations.

Resilient Research Approaches
In contrast to these object-focused approaches, another methodological path deviates from 
investigating specific technologies and focuses on conceptual elements in the HMC. For 
example, HMC scholars are adopting variable-based or concept-based approaches (Nass & 
Mason, 1990). These approaches target enduring variables and concepts such as anthro-
pomorphism, social presence, affordances, interactivity, or power relations (e.g., Fox & 
Gambino, 2021; Sundar, 2020) that persist despite technological evolution. They enable 
meaningful comparisons between older and newer machines and facilitate comparative and 
longitudinal studies across various technologies, thus ensuring relevance in an evolving 
landscape.

Some HMC scholars pursue the flexibility and adaptivity of research designs to keep 
pace with technological advancements and maintain societal relevance (e.g., Guzman, 
2023), whereby the most promising approach is seen in the combination of various meth-
ods. Mixed Methods Design is emerging as a solution, integrating various standardized and 
non-standardized data collection and analysis methods within a single study (e.g., Creswell, 
2022; Mukumbang, 2023). The combination of data with different levels of standardiza-
tion, for example, standardized questionnaires with non-standardized focus groups, can 
provide a more nuanced and holistic understanding of complex, multifaceted phenomena 
(e.g., Creswell & Plano Clark, 2018; Martiny et al., 2021) and HMC’s intricacies in particular 
(Mertens, 2015). The merging of detailed subjective experiences with broad, quantifiable 
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data enhances both the validity and reliability of findings (e.g., Onwuegbuzie et al., 2010) 
as well as flexibility for adaption of approaches as the study progresses (Creswell, 2022;  
Creswell & Plano Clark, 2018). Extensive discussions on different mixes, including a con-
cise typology and justifications for mixed methods research can be found in the extant 
literature (e.g., Creswell, 2022; Creswell & Plano Clark, 2018; Fetters et al., 2013).

Another approach for combinations of methods, which we refer to as a Blended Meth-
ods Design, is garnering increasing attention in HMC. By explicitly converging standard-
ized and non-standardized methods in the same instrument researchers can obtain rich 
qualitative responses and collect data on a large scale at the same time. One example is the 
integration of open-ended questions in experiments, enabling the exploration of qualitative 
variations in responses to the stimuli (A. Edwards & Edwards, 2022), for example, by inte-
grating computational methods like structural topic modeling or Large Language Models 
to explore the differences in semantic meanings of users’ open-ended responses. A second 
example involves incorporating initial open-ended association exercises into quantitative 
surveys. For instance, Fortunati et al. (2022) asked participants to list three words associ-
ated with Alexa spontaneously. This approach aims to gather initial, unbiased perceptions 
on a broad scale, avoiding the potential influence of predefined response options. However, 
realization and effectiveness of these methods are still under evaluation.

Confronting Reliability and Validity

HMC research is experiencing a growing number of unsuccessful attempts to reproduce 
earlier findings, indicating a potential replication crisis (Heyselaar, 2023; Jia et al., 2022; 
Leichtmann & Nitsch, 2020), leading to critical reevaluations of well-established frame-
works, including the media equation and CASA (e.g., Gambino et al., 2020). Accordingly, 
during the discussions in the pre-conference, multiple comments highlighted the issue of 
inconsistent findings.

Empirical Standards
The primary reason for these inconsistencies can be seen in the dynamic nature of the 
research object. The continual evolution of people and technology (e.g., Gambino et al., 
2020) leads to a rapidly changing landscape, rendering previous findings more quickly 
obsolete. However, they are also likely to reflect profound methodological shortcomings, 
including a lack of empirical standards for instruments, contributing to the measurement of 
different constructs under the same terminology (as demonstrated, e.g., by Oh et al., 2018; 
van der Goot, 2022) and to false comparisons due to overlooked insufficiencies in the instru-
ments. To address this, there is a growing need for HMC scholars to publish educational 
and tutorial papers on HMC standards and methodologies but also to review used methods 
critically.

Methodological Innovations
Beyond empirical standards, the field is pivoting toward exploring innovative approaches to 
face the challenge of measuring HMC with sufficient authenticity, underscored by debates 
on accurately capturing people’s real answers. These innovations represent a broader 
shift in perspective, seeking to capture and understand the nuances of human-machine 
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communication more accurately. Particularly, the reliance on the Media Equation’s deduc-
tive approach in HMC is being questioned. A growing number of scholars demonstrates 
the insufficiencies of established scales, pointing to an ontological need for reevaluation 
(Banks & Koban, 2022; Etzrodt, 2022), and to highly varied concept interpretations between 
scholars but also between interviewees (van der Goot, 2022), emphasizing the importance 
of diverse methodological approaches (Guzman, 2023). In this concern, some scholars are 
proposing that by disentangling the two prominent approaches, “Media Equation” and 
“Media Evocation,” more explicitly (van der Goot & Etzrodt, 2023), the potential of the 
interplay between deductive and inductive insights can be explored, possibly leading to a 
new marriage of their formerly separate treatments. For example, inductive approaches, 
such as long-term participant observations, have shown promise in revealing emerging 
concept changes in HMC—e.g., “social exchange robots” (Leo-Liu, 2023, p. 8), “the robotic 
moment” (Turkle, 2011, p. 22), or “interactional homeostasis” (Wilf, 2019, p. 205)—which 
again spotlights the potential of mixing deductive with inductive approaches to resolve 
challenges in the HMC field.

Although, as we noted above, the combination of methods in a mixed or blended 
design might facilitate a more nuanced and holistic understanding of HMC phenomena, 
better validity and reliability for findings, and higher flexibility during the data collection, 
we do not wish to present them as a cure-all as they are not without challenges. The logistics 
of executing diverse methodologies often increase economic demands, time demands, and 
the need for diverse expertise (Creswell & Plano Clark, 2018). Additionally, the complexity 
of reporting diverse methods can quickly strain the word and page limits of academic pub-
lications (Mertens, 2015), calling for creative documentation solutions. The most significant 
challenge may be researchers’ expertise in a broad methodological and analytical skillset 
(Creswell, 2022). Thus, to succeed in methodological innovation, HMC researchers must 
develop various methodological skills, seek interdisciplinary research, foster community 
and collaboration, and allow for bridge-building across different areas of expertise (e.g., 
Dehnert, 2023).

The Inner Self of the HMC Research Community
The inner self of the HMC Research Community emerges from the perpetual evolution of 
its research object and the shared commitment to innovative research driven by the con-
stant evolution. This dynamic environment within HMC shapes its unique identity, charac-
terized by three distinct attributes: a commitment to exploring new domains, a dedication 
to interdisciplinarity, and a willingness to embrace the unconventional.

Culture of Exploring New Domains

The HMC community unites in venturing into uncharted societal domains, constantly 
seeking new angles and dimensions. It is characterized by its pursuit of novel or not-yet- 
existing research objects and by pushing the boundaries of traditional paradigms in the 
interplay between technology and human society. This exploration emphasizes overarch-
ing theories and broad concepts to understand the novel object or perspective. Thus, the 
initial application, a conceptualization of innovative approaches, and the expansion of the 
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methodological repertoire are given preference over the refinement of existing approaches, 
techniques, and methods. As the HMC community progresses and certain areas become 
well-mapped, we suggest seeking more balance between exploratory innovation and meth-
odological validation. However, a too hasty focus on consolidation, be it with products 
(such as an overemphasis on a single technology like ChatGPT), theories, methods, or even 
the most foundational principles (i.e., machines are different than humans), risks stifling 
the potential for groundbreaking innovations and adaption to rapidly changing situations. 
Conversely, we must not succumb to the wanderlust of constant discovery. If we ignore the 
need to validate in favor of discovery, our findings risk losing their significance and credi-
bility. HMC’s self is, thus, one that constantly struggles with the balance between the pursuit 
of innovative exploration and the subsequent solidification of these discoveries.

Culture of Interdisciplinarity

The HMC community’s interdisciplinary nature is integral to understanding human- 
machine communication as the communication between humans and machines originates 
in interdisciplinarity (Hepp & Loosen, 2023). Different forms of interdisciplinarity con-
verge in HMC, creating a synergistic understanding of the field; from the empirical phe-
nomenon to adjacent disciplines, HMC emerges as a mosaic of perspectives, each pane 
of glass contributing to revealing the authentic nature of communication between people 
and machines. Hence, the multiple disciplines complement each other through a relational 
perspective on the phenomenon but are not isolated to one particular context (Richards et 
al., 2022).

While each discipline holds its unique values, the true beauty of this approach emerges 
when we connect these fields, allowing for a richer exchange of ideas. By merging differ-
ent methodologies and perspectives, interdisciplinary teams can devise creative solutions 
that a single-discipline team might overlook. For instance, integrating principles from psy-
chology and communication can inform the emotional intelligence of machines and help 
understand user experiences (e.g., Goldstein et al., 2002; Johnson et al., 2004), motivations, 
emotional, social, and cognitive processes during communication with a machine (e.g., 
Bode, 2021; Murphy et al., 2023; Whang & Im, 2021). At the same time, input from fields 
like economics or anthropology can provide a broader view of the societal impacts and 
potential of HMC technologies such as persuasion. The integration of normative studies 
and philosophical approaches enables exploring differences in norms and values between 
humans’ and machines’ communication (Kasirzadeh & Gabriel, 2023).These approaches are 
instrumental in understanding how social norms shape the use and development of emerg-
ing technologies (Kunold Neé Hoffmann et al., 2009; Reeves & Nass, 1996), the ontological 
framing of communication (e.g., van der Goot & Etzrodt, 2023), and anthropocentric biases 
in research (e.g., Kunold Neé Hoffmann et al., 2009; Whang & Im, 2021). Integrating ped-
agogy and education, for example, enables a deeper exploration of HMC’s application in 
educational settings (e.g., C. Edwards et al., 2021, 2018; Kim et al., 2020).

Within the evolving domain of HMC research, the extent of its interdisciplinarity has 
emerged as a significant point of contemplation. As demonstrated, one of the main advan-
tages of including different disciplines in HMC research is the diverse perspectives they 
bring. Integrating insights from various disciplines ensures a comprehensive understanding 
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of HMC’s vast landscape. However, this interdisciplinary approach is not without its chal-
lenges. As we incorporate more disciplines, there is a risk that HMC’s primary focus might 
get blurred. This naturally prompts the inquiry: How much should HMC open its doors to 
other fields of study, and with what primary goals in mind?

The aim is to meaningfully mix and combine disciplines to enrich HMC. Going too 
wide can water down the primary essence. Going too deep can isolate insights and miss 
the broader picture. Instead of turning everyone into experts in multidiscipline, a better 
approach might be fostering collaborations where experts from various fields come together, 
each adding their specialized knowledge.

Culture of Embracing the Unconventional

The community’s ethos of exploring frontiers and embracing diverse disciplinary perspec-
tives inherently leads to a drive to break the rules by challenging conventional norms. In 
practice, this approach fosters innovation and can lead to groundbreaking discoveries. 
Valuing originality and open-mindedness is crucial in propelling the field into new and 
unanticipated directions. Yet, the question remains: How do we define the boundaries and 
standards preventing us from veering into arbitrariness while maintaining our innovative 
edge? This ongoing dialogue is crucial in shaping the core of our community—it reinforces 
our commitment to push boundaries while grounding us in a shared authentic self.

Directions for Further Theory and Research in HMC
So, what did the application of authenticity to HMC teach us? The next paragraphs will out-
line objectives for future research in the field of HMC, drawing on our theoretical under-
standing of authenticity when we apply the concept to HMC and the insights gained from 
exploring the authentic inner self of our research community.

Understanding Authenticity in HMC

The application of authenticity within HMC provides a unique lens for redefining this con-
cept. We’ve explored how authenticity traditionally aligns with an inner self of entities in 
communication. This alignment suggests when an entity’s observed behavior matches its 
assumed inner self, the entity and its behavior are deemed authentic.

Shifting away from a human-centric approach allows a more flexible interpretation 
of this inner self. In applying the traditional human template of authenticity to HMC, we 
uncovered that definitions of the inner self typically aligned with human attributes—such 
as feelings, motives, or needs—fundamentally comprise elements of human internal pro-
cesses. These elements can be seamlessly applied to machines’ technological inner life, 
including specific hardware, software, and algorithms.

Moreover, this approach extends beyond technology, offering valuable insights into 
other areas, such as the outlined biosemiotics. Consequently, we propose a broader, more 
flexible understanding by defining authenticity as observed behavior that the observer inter-
prets as being consistent with the entity’s internal processes.
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Implications for HMC Research

The initial definition of authenticity requires further refinement and enhancement. As a 
starting point for this endeavor, we suggest a series of probing questions to guide our explo-
ration. Which elements adequately cover the internal processes? Is there a need to consider 
different or additional cross-species elements? Regarding machines, are the key elements 
the algorithms (probably comparable to human heuristics?), or should we delve deeper 
into the nature of these algorithms to understand the attributed authenticity? For example, 
distinguishing between machine operations that rely on probabilities (such as ChatGPT) 
and those using templates (like Alexa and similar technologies). Can we further deepen and 
specify this analysis?

The application of a broader understanding of authenticity facilitates recognizing and 
comparing diverse and novel forms of authenticity beyond human standards. It enables us 
to examine how different entities, including machines, express different internal processes 
and how these expressions are perceived and possibly reshaped in communications. By 
recognizing the dynamic and context-specific nature of these internal processes, we open 
avenues for exploring the evolution and contextual manifestations and interpretations of 
authenticity in HMC. Additionally, the portrayal of artificial entities in pop culture and 
their design play significant roles in presumptions about a machine’s internal processes. In 
a co-constructed and negotiated manner, they represent and shape the image of an artificial 
inner self, impacting the perceptions of a machines’ behavior as authentic. The extent to 
which users apply human-like standards to machines or develop new functional and oper-
ational criteria for machine authenticity, including the role of culture and design, remains 
an area ripe for investigation.

Ethically, it is crucial to critically examine the co-construction of machines’ internal 
processes and their interpretations to foster constructive development in HMC, being 
mindful of over-anthropomorphization and other potential pitfalls such as overly utopian 
or dystopian perspectives.

Navigating Tensions in HMC Research

By utilizing authenticity as an epistemological tool for reflecting on our HMC self, we 
discovered a vibrant, and indeed unique, research community with unique areas of ten-
sion. These include the balance between openness and the risk of arbitrariness, the need 
for innovation versus the necessity for validation, and the challenge of integrating diverse 
disciplines while maintaining a clear focus.

Openness and Arbitrariness
HMC’s inner self incorporates a general tension that emerges from our ambition of being 
open to nonconventional approaches and the risk of falling into arbitrariness. This ten-
sion is reflected in the community’s ethos of exploring frontiers and embracing diverse 
disciplinary perspectives, which inherently leads to a drive to break the rules by challeng-
ing conventional norms. While this approach facilitates innovation and hopefully ground-
breaking discoveries, it also necessitates ongoing discussions about defining boundaries 
and standards that prevent veering into arbitrariness while maintaining an innovative edge. 
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Our task is to find and discuss a suitable balance for reinforcing the commitment to push-
ing boundaries while remaining grounded in a shared authentic self.

Innovation and Validation
Regarding HMC research, exploring novel approaches and pushing the boundaries of what 
is known about the field’s research objects is imperative. In this context, HMC scholars have 
created a valuable variety of responses to its highly dynamic research object, leading to a 
wide range of empirical approaches. However, this wide range increasingly challenges the 
generalization of findings in HMC. While we need to continue embracing novel methods 
in HMC research, we also have an imperative to facilitate the critical assessment of these 
methods for reliability and validity to ensure that innovation is matched with empirical 
robustness. A promising solution that many HMC scholars advocate is the blending or 
mixing of standardized methods and exploratory tools, recognizing the unique value that 
qualitative research brings to the field. Since we are still in the initial phase of applying dif-
ferent combinations of methods to HMC, we encourage scholars to explore their potential 
for flexibility to critique HMC approaches and findings.

Breadth and Depth
HMC’s inner self (in object and research) is an interdisciplinary native, which brings a 
unique tension centered around the balance between the benefits and challenges of integrat-
ing diverse disciplinary perspectives. On one hand, interdisciplinary integration enriches 
our understanding with various perspectives, methodologies, and insights. This approach 
facilitates innovation, allows for a richer exchange of ideas, and enables the exploration 
of new domains, pushing the boundaries of traditional research paradigms. On the other 
hand, it is uncertain if there is a potential threshold regarding the incorporation of dis-
ciplines, which might result in blurring the primary focus of HMC research or diluting 
HMC’s core essence. The placement of this interdisciplinary threshold is pivotal for the 
evolution of HMC research. Setting it too narrowly, by limiting the scope of integrated dis-
ciplines or overly focusing on specific areas, could lead us to miss crucial discoveries and 
lose perspective of the overarching context within which HMC operates. Thus, we must 
find the appropriate balance between breadth (generalization) and depth (specialization) 
in interdisciplinary research, ensuring meaningful combinations of disciplines to enrich 
HMC while maintaining its core focus. This also necessitates identifying what constitutes 
the core essence—the inner self—of HMC as a field.

Rather than proposing a definitive solution for achieving the perfect balance amid 
these tensions, we emphasize the importance of ongoing negotiation. Our stance advocates 
for a culture of exploration and sustained openness to unconventional approaches as guid-
ing principles in navigating these complexities in future HMC research. At the heart of all 
these tensions is a common core: the constant push for novel discovery balanced against 
demands for scientific rigor. As we navigate HMC through the scientific journey, the nature 
of our field is such that we always find ourselves at the crossroads of innovation and tradi-
tion. It is a juncture that demands we drive forward with boldness in thought but precision 
in action. The juncture also defines our field and where our future unfolds. Through our 
exploration, we sought to contribute to the negotiation of this dynamic and ever-evolving 
landscape of HMC by advocating a culture of exploration and openness to unconventional 
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approaches. In doing so, we hope to add value to the evolution of a research community 
that strives for the highest degree of authenticity.
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