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square's correlation and the linearity shown in a large 

part of the rotated cross section in figure 7 tends to 

reject such quadratic shapes as the paraboloid, spheroid 

and hyperboloid in favor of the cone. 

A cone with an elliptical base would favor the rect-

angular island correlations with different proportions in 

the u-v plane of the correlation. Therefore, the ellip­

tical cone was used for this application of the least 

squares approximation method. Since the map is to be 

registered in translation as well as rotation, the cone 

equation, 

[h(x,y)]' = �[�x �-�a�J�2 �/ �a�2�+ �[ �y�- �~ �J�2 �/ �b�'� , 

where a and �~� are the u- and v-directional translations 

respectively, is rotated in e yielding 

[h(x,y) l' = [ xcose -y sine -a]'/a' 
+-[x sine +y cose �- �~� ]' /b' • 

Af ter some algebraic manipulation the cone equation 

becomes 

[h(x,y) F = [cos' e/a'+sin' e/b']x' 
+ [ sin' e/ a' + co s' el ba ]y. 

+2sinecose[l/ b'-1/a' ]xy 

�- �2�[�a�c�o�s�e�/�a�'�+�~� sine/ b2]x 
+2[a �s�i�n�e�/�a�2�- �~� cose/ b']y 

- [ a' / a' �+�~�.� / b' ] 

(7) 

(8) 

(9) 
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or 
(10 ) 

[ h ( x,y ) J' • 

The coefficients, tn' which are obtained by means of 

least squares are then. o.sed to daten,,; ;le c: and 3 , 
~r~~slatl.' on·" ""j.,~_'t, ana' ,q,·h ' t ,. , w ~ =- ~ ' ,, _ ~ e ro~a ~on~ cOm?onen~ 

[ see appenri; x l J. 

To simulate the least square ~ethod of pic~ure 

-OM st-a·~ o~ _ .... Q- ..... - ..... ., the h3~othetical map model S~On4 ~ :~~=e 0 

':;ras usee.. T".:.e sam~leci cor~elation a:-::ay ','las COIlst:'-J.cted 

u~g a 5 x 5 6~~ centered about the origin of ~he data 

base map with a g=id spac~g of 20 ?~els. A :=ansla-

tional a~ C/o = =o tatio~al bias ~as i~t~~~ced to t~e 

-ea"';"'e~ """,.... "'r"'\ "; e' ~ - .... --c" --ansla·; on '-e;"' -H ....... _ .......w,r _ ..... _ 'I ...... _ ... _ 1.. _ 1.. _ ... __ 6 ·;:i. 'C h:...:. = 10 
, 

pixels in -:t.e '~-di:ecti.o~ anc. n tb~.., =10 .?ixeLs u the 
, 

v-di.rec t:i.on . 'rhe correlation arra:;r has been centered 

bias to 09 les5 thaJ:: half tee sa.cl?leci g:-i~ ~ t:. 3!:i '7 . 

The :lor=al:"zeo. ele~et:.ts of 'eta 5 !<: ) sal:r~l:c. corre-

1 ari 0" ,:: --~V" 
- "' - - -- - '-..J , tt.e ( u,·,,) coorc.i...'"latas .~: -am-' c, "; .::I =-_ .... _ =- , >=.--- -
~e~t5 ace tee co~fficient5 of eq~ation ( 10 ) y~eld a set 
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r~l -2 

[a'] [" . ] t3 
( 11) = U tV ,UV,U,V,.l 

t4 
• -5 
• 0, 

0 

or 

1600 1600 1600 -40 -40 1 
tl 

• 
400 1600 800 -20 -40 1 °2 

• t .... 
[a' ] = • ;; ( 12. ) 

• t4 
400 1600 800 2.0 40 1 

• 
1600 1600 1600 40 40 1 o-

J 

t,... 
0 -

where a' is c. e f:"'::' ec. as -:he nor.::ali.zec. carrel a ti.o c. e1 .:1,""91"':'" --- _ .. , 
a' = [E-R( u, .v ) l' / E' 

~o~alized oy the constant, 

"" - ( " ." ) :; --- -1 ' · 71 -"'C 

=( 1500' ) -2 c 

-:'.", a:e .. 

, 

',7ata!' pixels -'s-ec·' 7Q l v ~ .... ,..: - -!I '- - .... -.. _ .... 

(13 ) 

( 14 ) 

-_'1~_-e_r c'.' -oS-... · ... l a ' ::I-~ - ::- ~- ... - - -~ .... 
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9L~els present on the ~ap. 

Equat~on ( 11 ) and ( 12 ) fo.:':1 the catri.x equat'ion 

[h' J : 7{: At 

·,'1hi.cb. can. oe solved by 

;;,TW = iT At 

[AT "r'AT .,,: [AT Ar' [ AT -'-It 
[ , T , J.' , T ~ =. 

.~ ..... • ..,. ... \0 , 

( 15 ) 

(16 ) 
(17 ) 
( 18 ) 

-' he l eas-' S'U .- SOl·'-· '·OIl 0 '- - [l -J '-j.'.-, e -a-.-__ ··' ; .. ,.7.,J ...... ,.-, I". _ ... Q~ a...,:: __ "'_ _ ... ~_). ''' .- . ~ . ' A , ~ •• 

C~ oe s~orgci a.3 a const~~ mat~ i~ ~he sa=.pl: 

;:r ........ e.,..,.o..,.. ..; i -:..I " Y __ , __ 

t~e g~d spaciDg snoulc vary, then a matrix in7e~sion 

::N:-st be !)e!"f-ormed each time. This o.atri:{ ~nversion 

is simplified by the fact that [ATAJ is a symmetric 

matrix [16J. Appendix 3 contai-s the FORTR~~ least 

squares p!"og~am used for this paper. 
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VI. RESULTS 

Using the hypothetical weather map model shown in 

figure 8, sampled correlation arr~s were generated with 

weather map translational biases of 0,=2.6,=5.2 pixels 

for a and ~ and rotational biases between 0 and 22.5 

degrees. These values were combined to provide cases 

for examination with or without cloud noise. The elements 

of these correlation arr~s were entered into the least 

square method and solutions were obtained for the trans­

lational and rotational biases originally applied to the 

weather map model (Appendix 4 lists the arr~s and their 

least square results). Table 1 lists the originally 

applied biases versus their least square solutions for 

translated and rotated maps containing no clouds. A 

relative error (in percent) is also given of the least 

square solutions with respect to the applied biases. 

When one examines case 1 of table 1, the case of 

zero shift and rotation, it can be seen that no zero 

bias error exists in this procedure. In other wo rds, 

v~th zero shift and rotation, the least square method 

yielded an exact solution offering no bias of its own. 

This result, however, is not totally unexpected since, 

32 



ORIGINAL BIAS LEAST SQUARE RESULTS • 

CASE lal (%) IPI (%) 161 (%) 
tl- a P 6 a ERROR P ERROR 6 ERROR 
1 0 0 0 0 0 0 0 0 0 
2 0 0 2. 5 0 0 0 0 1. 330 -46. 8 
3 0 0 5. 0 0 0 0 0 3. 174 -36 . 5 
4 0 0 7. 5 0 0 0 0 4.876 - 35. 0 
5 0 0 10. 0 0 0 0 0 6. 356 - 36. 4 
6 0 0 22 . 5 0 0 0 0 11. 874 - Lf7. 2 
7 5. 2 2. 6 0 If. 780 -8 . 1 2. 300 -11. 5 0.122 -
8 2.6 5. 2 0 2. 848 9. 5 Lf. 005 -23. 0 0 . 119 -
9 2. 6 - 5. 2 0 2. 848 9. 5 -Lf. 005 - 23.0 0 . 119 -

10 - 5. 2 2.6 0 -LI.780 - 8. 1 2.300 -11.5 0.122 -
11 5. 2 2. 6 2. 5 5. 207 0 . 1 1. 811 - 30. Lf 1. Lf20 -43 . 2 
12 5. 2 2. 6 7. 5 5.858 12. 7 1.611 -38 . 0 4.978 - 33. 6 
13 2. 6 5. 2 7.5 3. 302 27 . 0 3. 977 -23. 5 4.975 - 33. 7 
14 5.2 2. 6 22. 5 5. 522 6.2 0 . 7Lf4 -71 .4 11.879 -47. 2 

Table 1. Least square results for noncloud maps 
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in this case , the convolution arr ay has symmetry about the 

u- and v- axes like an elliptical cone . 

Cases 2 thr ough 6 show the results of placing only 

rotation on the maps. Table 1 illustr ates that , in these 

cases, when no translation has been i ntroduced, the least 

square method gave an exact result fo r the translational 

biases. However , an average error in a of approximately 

40% was introduced to the rotational result . 

Cases 7 through 10 show the effect of a pure trans­

lati onal bias in different quadrants. The solution of 

pure translation showed average er rors of ±8 . 8% in the 

u- direction and approximately 17% in the v- directi on. 

The increased error i n the v- direction , which is predom­

inant throughout this investigation , relates to the shape 

of the land which was longer in the v- direction causing 

a lower correlation slope along the v- direction or 

dR dR 
> au dV 

(19) 
• 

When translations lVer e applied to reflected points in 

other quadrants there was no change in the least square 

results. This is seen by inspection of case 7 vs. case 

10 and case 8 vs. case 9. A small rotation error was 
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introduced by the least square approximation of these 

nonrotational cases. These values were small because 

the translation bias is uniform throughout the map . 

All the results of table 1 were based upon a nor­

malization factor on the coefficients of equation (10) of 

2, 250 , 000 which is the maximum possi ble correlation value 

of a cloudless map of 1500 x 1500 pixels as calculated 

with equation (14) . A study of the effect of normaliza­

tion was made on cloudless maps with rotations of 22. 5 

degrees or less. In figures 10 , 11 and 12 a plot of the 

least square solutions versus normalizations from 100 , 000 

to 7 , 500 , 000 show that a pole exists at some point wi thin 

this interval and from there the solution slopes asymptot ­

ically toward a solution that is withi n ±7% of half the 

desired value (Appendix 5 tabulates calculated rotati on 

vs. the normalization factor) . One convenient normaliza­

tion point is that which is equal to the maximum value 

of the correlation array (designated by point "a" in the 

figures) . Its solution is closer to the pole and appar­

ently closer to the desired solution , therefore , it 

appears to be a better approximation. 

Table 2 shows the results for the same shift and 
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