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suspension precipitate in the unit of chemical mass per column-water mass [M/M], rSP│N 

is the production rate of SP due to all N reactions in the unit of chemical mass per column 

volume per time [M/L3/t], CS is the concentration of particulate sorbed on to suspended 

sediment in the unit of chemical mass per unit of sediment mass [M/M], SS is the 

concentration of suspended sediment in the unit of sediment mass per column volume 

[M/L3], rCS│N is the production rate of CS due to all N reactions in the unit of chemical 

mass per column volume per time [M/L3/t].  

 
Define  
 

  (2.29) w
i

ρ ,  for CMW and SP
ρ

SS, for CS                 
⎧

= ⎨
⎩

Equation (2.26) through (2.28) can be summarized as  
 

 i i
i i i N m im

(Aρ C ) L(ρ C ) Ar ,i M M M
t

∂
∂

+ = ∈ = −  (2.30) 

where Ci is the concentration of species i, which is mobile, in the unit of chemical mass 

per unit phase mass [M/M], ρi is the density of the phase associated with species i [M/L3], 

ri│N is the production rate of species i due to all N reactions in the unit of chemical mass 

per column volume per time [M/L3/t], M is the total number of chemical species, Mm is 

the number of mobile chemical species, and operator L is defined as  

  ( )i i as rs os1 os2 isi i
i i x i i i i i

ρ C(Qρ C )L(ρ C )= AK (M M M M M )
x x x

∂∂ ∂
∂ ∂ ∂

⎡ ⎤
− − + + +⎢ ⎥

⎣ ⎦
+  (2.31) 

where Mi
as is the artificial source of species i [M/L/T], Mi

rs is the rainfall source of 

species i [M/L/T], Mi
os1 and Mi

os2 are the overland sources of species i from river bank 1 

and 2, respectively [M/L/T], and Mi
is is the source of species i from subsurface [M/L/T]. 
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2.3. DECOMPOSITION OF SPECIES REACTIVE TRANSPORT SYSTEMS 

From a mathematical point of view, the temporal-spatial distribution of chemical species 

is described with a system of Mim mass balance equations (Equation 2.25), and Mm 

reactive transport equations (Equation 2.30). These two equations can be recast in the 

following form. 

  i i
i i i i N

(Aρ C ) α L(ρ C )=Ar ,  i M
t

∂
∂

+ ∈  (2.32) 

where αi is 0 for immobile species and 1 for mobile species.  

 

The determination of ri⏐N and associated parameters is a primary challenge in 

biogeochemical modeling. Instead of using ad hoc method to formulate ri⏐N, we use 

reaction-based formulations (Steefel and Cappellen, 1998). In a reaction-based 

formulation, ri⏐N is given by the summation of rates of all reactions that the i-th species 

participates in, which results in the transport equations of M chemical species described 

by   

 [ ]
N

i i
i i i ik ik k

k 1

(Aρ C ) L(ρ C )=A ( )r ,  i M;  or  L( ) A
t t

∂ α ν µ
∂ =

∂
+ − ∈ +

∂∑ ACU α C ν= r  (2.33) 

where νik is the reaction stoichiometry of the i-th species in the k-th reaction associated 

with the products, µik is the reaction stoichiometry of the i-th species in the k-th reaction 

associated with the reactants, rk is the rate of the k-th reaction, U is a unit matrix, CA is a 

vector with its components representing M species concentrations multiply the cross 

section area of the river, α is a diagonal matrix with αi as its diagonal component, C is a 

vector with its components representing M species concentrations, ν is the reaction 

stoichiometry matrix, and r is the reaction rate vector with N reaction rates as its 
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components. Equation (2.33) is a representation of mass balance for any species i in a 

reactive transport system, which states that the changing rate of any species mass is due 

to advection-dispersion coupled with contributing reactions that describe biogeochemical 

processes.  

 

In a primitive approach, equation (2.33) is integrated to yield the distributions and 

evolutions of chemical species in a region of interest. However, when some fast 

equilibrium reactions taking place in the system, this approach is not adequate (Fang et 

al., 2003). Here, we will take a diagonalization approach through decomposition. 

Equation (2.33) written in matrix form can be decomposed based on the type of 

biogeochemical reactions via Gauss-Jordan column reduction of reaction matrix ν 

(Chilakapati, 1995). Among all the fast/equilibrium and slow/kinetic reactions, 

“redundant reactions” are defined as fast reactions that can be derived from other fast 

reactions. “Irrelevant reactions” are defined as kinetic reactions that are linearly 

dependent on only equilibrium reactions. In order to avoid the singularity of the reaction 

matrix, redundant fast reactions are automatically removed from the system prior to 

decomposition, if users inadvertently include them. The removal of irrelevant slow 

reactions alleviates problems associated with rate formulation uncertainty and 

parameterization for the reactions. 

 

Decomposition is performed by pivoting on the NE equilibrium reactions and decoupling 

them from the NK kinetic reactions. In other words, each fast reaction can be used to 

eliminate one chemical species from simultaneous consideration. An incomplete Gauss-
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Jordan row decomposition of the reaction matrix ν by pivoting on NE equilibrium 

reactions will result in NE equilibrium-variables and M-NE kinetic-variables. 

  dt L A

dt

∂⎧ ⎫
⎪ ⎪ ⎛ ⎞⎡ ⎤ ⎡ ⎤ ⎧ ⎫ ⎡ ⎤ ⎧⎪ ⎪+ =⎜ ⎟⎨ ⎬ ⎨ ⎬ ⎨⎢ ⎥ ⎢ ⎥ ⎢ ⎥∂⎣ ⎦ ⎣ ⎦ ⎩ ⎭ ⎣ ⎦ ⎩⎝ ⎠⎪ ⎪
⎪ ⎪⎩ ⎭

A1

1 1 1 1 1 1 1 1

2 1 2 1 2 2 2 2A2

C
A 0 Β 0 C D K r
A U Β α C 0 KC

⎫
⎬
⎭r

 (2.34)  

where A1 and A2 are submatrixes of the reduced U matrix with size of NE×NE and       

(M-NE)×NE respectively, 01 is zero submatrix of the reduced U and α matrixes with size 

of NE×(M-NE), U1 is unit submatrix of the reduced U matrix with size of                      

(M-NE)×(M-NE), CA1 and CA2 are subvectors of the vector CA with size of NE and  M-NE 

respectively, B1 and B2 are submatrixes of the reduced α matrix with size of NE×NE and 

(M-NE)×NE respectively, α1 is a diagonal submatrix of the reduced α matrix with size of 

(M-NE)×(M-NE), C1 and C2 are subvectors of the vector C with size of NE and M-NE 

respectively, D1 is the diagonal matrix representing a submatrix of the reduced ν with 

size of NE×NE reflecting NE linearly independent fast reactions, K1 and K2 are 

submatrixes of the reduced ν with size of NE×NK and (M-NE)×NK respectively, reflecting 

the effects of NK kinetic reactions, 02 is a zero matrix representing a submatrix of the 

reduced ν with size of (M-NE)×NE, and, r1 and r2 are subvectors of the vector r with size 

of NE and NK respectively. 

 

For reactions that are fast, equilibrium may be regarded as being reached instantaneously 

among all the relevant species, and the reaction rate can be conceptually considered as 

infinity. An infinite rate is mathematically represented by a mass action equation or a 

user specified algebraic equation. As a result, the decomposition of Equation (2.33) to 
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Equation (2.34) effectively reduces a set of M simultaneous reactive transport equations 

into two subsets of equations. The first set contains NE nonlinear algebraic equations 

representing mass action laws for the equilibrium reactions, and the second set contains 

(M-NE) kinetic-variable transport equations. These equation subsets are defined as 

Mass Action Equations for Equilibrium Reactions 

 

K

ji ji

N
m mi i

i 1ii 1i 1ij 2j E 1i i
j 1

i j j i 1 M 1 2
j M j M

i 1ij 1j
j

(AE ) (AE )
L(E ) AD r A K r , i N r L(E )

t t
a thermodynamically 

      : K A A   or   F (C ,..,C ;p , p ,..) 0  
 consistent equation   

        where E A C

ν µ

=

∈ ∈

=

∂ ∂
+ = + ∈ ⇒ = ∞⇒ + =

∂ ∂

∃ =

=

∑

∏ ∏
E EN N

m
i 1ij 1j

1 j 1
  or   and E B C   or    

=

=∑ ∑ m
1 1 1 1E = A C E = B C

∞

=  (2.35)  

Transport Equations for Kinetic-Variables  

  

K

E

E

N
mn

n 2nj 2 j E
j 1

N

n 2nj 1j 2n
j 1

N
m m

n 2nj 1j 1n 2n
j 1

(AE )      L(E ) A K r ,  n M-N   
t

 where E A C +C   or  [ ]

and E B C +α C   or  [ ]

=

=

=

∂
+ = ∈

∂

⎧ ⎫
= ⎨ ⎬

⎩ ⎭
⎧ ⎫

= ⎨ ⎬
⎩ ⎭

∑

∑

∑

1
2 1

2

1
2 1

2

C
E = A U

C

C
E = B α

C

 (2.36) 

Assign 

   (2.37) 
KN

n 2nj 2 j
j 1

RA K r ,  n [1,M N ]
=

= ∈∑ E−

From equations (2.31), (2.36) and (2.37), the M-NE transport equations for kinetic-

variables are specified as follows  

 

m m
as rsn n n

x n

os1 os2 is
n n n n E

(AE ) (QE ) EAK ME ME
t x x x

 ME ME ME ARA , n [1, M N ]

∂ ∂ ∂∂
∂ ∂ ∂ ∂

⎛ ⎞
+ − = +⎜ ⎟

⎝ ⎠
+ + + + ∈ −

n  (2.38) 
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where En is the concentration of the n-th kinetic-variable [M/L3], En
m is the concentration 

of mobile part of the n-th kinetic-variable [M/L3], MEn
as is the artificial source of the n-th 

kinetic-variable [M/L/T], MEn
rs is the rainfall source of the n-th kinetic-variable [M/L/T], 

MEn
os1 and MEn

os2 are overland sources of the n-th kinetic-variable from river banks 1 

and 2, respectively [M/L/T], MEn
is is the source of the n-th kinetic-variable from 

subsurface [M/L/T], RAn is the production rate of n-th kinetic-variable due to 

biogeochemical reactions [M/L3/T], M is the number of chemical species, and NE is the 

number of equilibrium reactions. Initial and boundary condition for chemical species 

need to be transformed into corresponding initial and boundary conditions for kinetic-

variables, which are stated in the following. 

Dirichlet boundary condition 

  (2.39) m m
n n bE E (x ,t) =

Variable boundary condition 

< Case 1 > Flow is coming in from outside (nQ<0). 

  
m

m n
n x n b

En QE AK nQE (x ,t)
x

∂
∂

⎛ ⎞
− =⎜ ⎟

⎝ ⎠
m  (2.40) 

< Case 2 > Flow is going out from inside (nQ>0).  

  
m

n
x

EnAK 0
x

∂
∂

− =  (2.41) 

Cauchy boundary condition 

 m
n

m
m n

n x bE

En QE AK Q (x ,t)
x

∂
∂

⎛ ⎞
− =⎜ ⎟

⎝ ⎠
 (2.42) 

Neumann boundary condition 
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 m
n

m
n

x E

EnAK Q (x ,t)
x

∂
∂

− = b  (2.43) 

 

2.4. NUMERICAL APPROACHES 

In this section, we present the numerical approaches employed to solve the governing 

equations of sediment and reactive chemical transport. Ideally one would like to use a 

numerical approach that is accurate, efficient, and robust. However, it would be difficult 

to come up with such a numerical approach in reality. Thus, depending on what one 

intends to use the model for, a different numerical approach may have to be employed. 

For research applications, accuracy is a primary requirement, because one does not want 

to distort physics due to numerical errors. On the other hand, for large field practical 

problems, efficiency and robustness are the primary concerns although the accuracy is 

also important. In order to enable the model for both research applications and practical 

applications, five options are provided to solve the advective-dispersive transport 

equation. The five options are: (1) Option 1 – the application of finite element methods 

(FEM) to the conservative form of transport equations, (2) Option 2 – the application of 

FEM to the advective form of transport equations, (3) Option 3 – the application of the 

modified Lagrangian-Eulerian (LE) approach to the Largrangian form of the transport 

equations, (4) Option 4 - LE approach for all interior nodes and downstream boundary 

nodes but with FEM applied to the conservative form of transport equations for the 

upstream flux boundary , and (5) Option 5 - LE approach for all interior and downstream 

boundary nodes with FEM applied to the advective form of transport equations for 

upstream flux boundary. Taking the suspended sediment transport as an example, details 

of the five numerical options are discussed in sections 4.1. 
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To achieve accurate, efficient and robust computations for reactive chemical transport, 

three coupling strategies are provided to deal with reactive chemistry. They are (1) the 

fully-implicit scheme, (2) the mixed predictor-corrector/operator-splitting method, and 

(3) the operator-splitting method. For each time step, we solve the advective-dispersive 

transport with or without reaction terms first, kinetic-variable by kinetic-variable. Then 

we solve the reactive chemical system node by node to yield concentrations of all 

species. The details of these three coupling strategies are included in section 4.2.  

 

2.4.1. Numerical Options to Solve Suspended Sediment Transport 

Applying the numerical options mentioned above to the continuity equation of suspended 

sediments, Equation (2.11), the following matrix equation is obtained, which can be 

solved to yield nodal suspended sediment concentrations at (n+1)-th time step. 

 { } { } { } { }n 1 *
1 1 n 2 2 n

[M] [M]W [L ] S W [L ] S SS B
τ τ

+⎛ ⎞ ⎛ ⎞+ = − +⎜ ⎟ ⎜ ⎟∆ ∆⎝ ⎠ ⎝ ⎠
+

x

 (2.44) 

where the superscripts n and n+1 represent the time step number, W1 and W2 are time 

weighting factors satisfying 0 < W1 < 1, 0 < W2 < 1, and W1 + W2 = 1. 

 

For FEM, ∆τ is time step size ∆t, Sn
* equal previous time step value Sn

n, and  

   (2.45) 
N

1

x

ij i j
x

M N AN d= ∫

   (2.46) 
N

1

x
as os1 os2

i i n n n n n
x

SS N MS MS MS (R D )P dx⎡ ⎤= + + + −⎣ ⎦∫

For Option 1, 
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N

1

x
ji i

1ij 2ij i j j x
x

dNdW dNAL L N N QN AK d
t dx dx dx

∂
∂

⎡ ⎤
= = − +⎢ ⎥

⎣ ⎦
∫ x  (2.47) 

  n
i i n i x

B

SB nW QS nN AK
x

∂
∂

⎛= − −⎜
⎝ ⎠

⎞
⎟  (2.48) 

For Option 2, 

  ( )
N

1

x
j i

1ij 2ij i S R E I 1 2 j i x
x

dN dNdNL L N S S S S S S N WQ AK d
dx dx dx

⎡ ⎤
= = + − + + + + +⎢ ⎥

⎣ ⎦
∫ j x  (2.49) 

  n
i i x

B

SB nN AK
x

∂
∂

⎛= ⎜
⎝ ⎠

⎞
⎟  (2.50) 

In the above equations, Nj represents the base function at the j-th node; Ni is the weighting 

function at the i-th node with the same order as Nj; and Wi is the weighting function at the 

i-node with the same order as Nj or one order higher. 

 

For LE approach, ∆τ is the particle tracking time, terms with superscript * correspond to 

the previous time step values at the location where the node i ends up through particle 

tracking, and 

  ij

1, if i = j
M

0, if i j
⎧

= ⎨ ≠⎩
 (2.51) 

  

N

1

N

1

n 1x
j S R E I 1 2i

x ii
x

1ij n 1x
ji

x ii
x

dN S S S S S SdN AK dx QA + , if i = j
dx dx A

L
dNdN AK dx QA                                           , if i j

dx dx

+

+

⎧⎛ ⎞+ − + + +⎪⎜ ⎟⎜ ⎟⎪⎪⎝ ⎠= ⎨
⎛ ⎞⎪

≠⎜ ⎟⎪⎜ ⎟⎪⎝ ⎠⎩

∫

∫

 (2.52) 

   2ijL 0=  (2.53) 
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( )

{ }
{ }

**
i 2 2 S R I 1 2 n

n 1as os1 os2
1 n n n n n i

*as os1 os2
2 n n n n n

SS W D W S S S S S S A

     W MS MS MS (R D )P A

     W MS MS MS (R D )P A

+

= − + + + +⎡ ⎤⎣ ⎦

⎡ ⎤+ + + + −⎣ ⎦

⎡ ⎤+ + + + −⎣ ⎦

 (2.54) 

  
n 1

n
i 1 i x ii

B

S
B W nN AK QA

x
∂
∂

+
⎡ ⎤⎛ ⎞= ⎢ ⎥⎜ ⎟
⎝ ⎠⎣ ⎦

 (2.55) 

In the above equations, the diffusion term D is defined and solved as follows. 

  n
x

SAD AK
x x

∂∂
∂ ∂

⎛= ⎜
⎝ ⎠

⎞
⎟  (2.56) 

Applying finite element to equation (2.56), we have  

  { } { } { }n[QA] D [DD] S B= − +  (2.57) 

in which 

   (2.58) 
N

1

x

ij i j
x

QA N AN dx= ∫

  
N

1

x
ji

ij x
x

dNdNDD AK dx
dx dx

= ∫  (2.59) 

  n
i i x

B

SB nN AK
x

∂
∂

⎛= ⎜
⎝ ⎠

⎞
⎟  (2.60) 

Lumping the matrix [QA], the diffusion term D can be solved through equation (2.57) 

and expressed in term of Sn by the following equation. 

  { } { } { }nD [QD] S DB= − +  (2.61) 

in which 

  ij ij iiQD DD /QA=  (2.62) 

  i iDB B / QAii=  (2.63) 
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At upstream flux boundary nodes, equation (2.44) for Lagrangian-Eulerian approach 

cannot be applied because ∆τ equals zero. Thus, we propose a modified LE approach 

(Option 3) in which the matrix equation for interior and downstream boundary nodes is 

obtained with equations (2.51) through (2.63), and the matrix equation for upstream 

boundary nodes is obtained by explicitly applying the boundary conditions as follows. 

 

For Option 3, applying Equation (2.13) at upstream variable boundary node i, we have 

 ( ) ( )x x
n n ni j

AK AKnQ n S n S nQS (x ,t)
x x

⎛ ⎞− + =⎜ ⎟∆ ∆⎝ ⎠
b  (2.64) 

where j is the interior node connected to boundary node i. 

 

Similarly, applying Equation (2.15) at Cauchy boundary node, we have 

 ( ) ( )x x
n n Sni j

AK AKnQ n S n S Q (x ,t)
x x

⎛ ⎞− + =⎜ ⎟∆ ∆⎝ ⎠
b  (2.65) 

 

For Option 4, the matrix equation for interior and downstream boundary nodes is 

obtained with equations (2.51) through (2.63), and the matrix equation for upstream 

boundary nodes is obtained with equations (2.45) through (2.48).  

 

For Option 5, the matrix equation for interior and downstream boundary nodes is 

obtained with equations (2.51) through (2.63), and the matrix equation for upstream 

boundary nodes is obtained with equations (2.45), (2.46), (2.49), and (2.50). 
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It should be noted that when any of the last three options is chosen to solve problems in 

which upstream flux boundary exists, special attention need to be taken. The dominant 

coefficients of each row in the matrix at the left hand side of the equation need to be 

scaled, so that their magnitudes are comparable. Otherwise, convergent solutions may not 

be easily obtained through matrix equation solver.  

 

2.4.2. Numerical Methods to Solve Reactive Chemical Transport  
At (n+1)-th time step, the continuity equation for kinetic-variables transport, equation 

(2.38), is approximated by 

   

n+1 n m m
n n n n

x

as rs os1 os2 is
n n n n n

(AE ) (AE ) (QE ) EAK
t x x

  ME ME ME ME ME ARA

∂ ∂∂
∂ ∂ ∂

⎛ ⎞−

n

x
+ − =⎜∆ ⎝

+ + + + +

⎟
⎠  (2.66) 

Equation (2.66) can be solved through the following three coupling strategies. 

 

According to the fully-implicit scheme, equation (2.66) can be separated into two 

equations as follows. 

   

n n+1/2 n n m m
n n n n

x

as rs os1 os2 is n 1 n 1 n n
n n n n n 1 n 2

A E A E (QE ) E             AK
t x x x

 ME ME ME ME ME W A RA W A RA

∂ ∂∂
∂ ∂ ∂

+ +

⎛ ⎞−
+ − =⎜ ⎟∆ ⎝ ⎠

+ + + + + + n

 (2.67) 

   
n+1 n+1 n n+1/2

n nA E A E 0
t
−

=
∆

 (2.68) 

First, write En
m in terms of (En

m/En)En or En-En
im to make En as primary dependent 

variable, so that equation (2.67) can be solved kinetic-variable by kinetic-variable and get 

En
n+1/2. Second, solve equation (2.68) together with algebraic equations for fast reactions 

using BIOGEOCHEM scheme (Fang et al., 2003) to obtain all individual species 
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concentration node by node. Iteration between these two steps is needed because the new 

reaction terms and the equation coefficients in equation (2.67) need to be updated by the 

calculation results of (2.68).  

 

According to the mixed predictor-corrector (on reaction rates)/operator-splitting (on 

immobile part of the kinetic variable) method, equation (2.66) can be separated into two 

equations as follows 

   

n m n+1/2 n m n m m
n n n

x

as rs os1 os2 is n
n n n n n n

A (E ) A (E ) (QE ) EAK
t x x

    ME ME ME ME ME ARA

∂ ∂∂
∂ ∂ ∂

⎛ ⎞− n

x
+ − =⎜∆ ⎝

+ + + + +

⎟
⎠  (2.69) 

   
n+1 n+1 n m n+1/2 im n

nn n n
n

A E A [(E ) (E ) ] ARA ARA
t

− +
= −

∆ n  (2.70) 

First, solve equation (2.69) and get (En
m)n+1/2. Second, solve equation (2.70) together with 

algebraic equations for fast reactions using BIOGEOCHEM scheme to obtain all 

individual species concentration.  

 

According to the operator-splitting approach, equation (2.66) can be separated into two 

equations as follows 

   

n m n+1/2 n m n m m
n n n

x

as rs os1 os2 is
n n n n n

A (E ) A (E ) (QE ) EK A
t x x

              ME ME ME ME ME

∂ ∂∂
∂ ∂ ∂

⎛ ⎞− n

x
+ − =⎜∆ ⎝

+ + + +

⎟
⎠  (2.71) 

   
n+1 n+1 n m n+1/2 im n

n n n
n

A (E ) A [(E ) (E ) ] ARA
t

− +
=

∆
 (2.72) 
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First, solve equation (2.71) and get (En
m)n+1/2. Second, solve equation (2.72) together with 

algebraic equations for fast reactions using BIOGEOCHEM scheme to obtain all 

individual species concentration.  

 

2.5. EXAMPLES 

2.5.1. Comparison of Options to Solve Advective-dispersive Transport Equations 

This example involves the transient simulation of chemical transport in a horizontally 50 

km-long river/stream containing a uniform width of 10 m. The domain of interest is 

discretized into 1000 equal size elements (50 m each). We assume the water depth is 5 m 

and river/stream flow velocity is 0.4 m/s throughout the river/stream. There are two 

species, a dissolved chemical in the mobile water phase CMW and a dissolved chemical 

in the immobile water phase CIMW. The phase densities associated with both species are 

assumed to be 1.0. CMW and CIMW are considered to undergo the following 

equilibrium reaction. 

   eqCMW CIMW    K 0.8=  (2.73) 

Initially, no chemical exists in the domain of interest. Variable boundary conditions are 

applied to both the upstream and downstream boundary nodes for mobile species CMW. 

At the upstream boundary node, the incoming concentration of CMW is 1 g/m3. The 

molecular diffusion coefficient is assumed to be zero. Three cases with different 

dispersivities of 3.125 m, 62.5 m, and 1000 m (grid Peclet number Pe = ∆x/αL = 16, 0.8 

and 0.05 for case 1, 2, and 3, respectively) were considered. Simulations were performed 

with fixed time step size of 36 s (grid Courant number Cr = V∆t/∆x = 0.288) and total 

simulation time of 1800 s. For case 2, two more simulations were performed with 
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different time step size of 120 s and 180 s (Cr = 0.96 and 1.44) in case 4 and 5, 

respectively. 
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Figure 2.2. Concentration Profiles of CMW in Cases 1, 2, and 3 of Example 2.1  
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Using the same coupling strategy, the fully-implicit scheme, to deal with reactive 

chemistry, simulations were performed with the five numerical options to solve the 

advective-dispersive equation. In Figures 2.2, simulation results of CMW in cases 1 

through 3 are compared with the analytical solutions given by Lindstrom and Freed, 

1967. R2 values based on simulations and analytical results are also calculated and listed 

in the figure. In Figure 2.3, simulation results of CMW in cases 4 and 5 are plotted. R2 

and CPU time are also listed in the figure. 
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Figure 2.3. Concentration Profiles of CMW in Cases 4 and 5 of Example 2.1 
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It is seen that: (1) for advection dominant cases, Options 3 through 5 give more accurate 

simulation than the other two; (2) for advection-dispersion equally-dominant cases, all 

five options yield almost same accurate results with Option 3 giving slightly better results 

than Option 2 and 5, and Option 2 and 5 yielding slightly better results than Option 1 and 

; (3) for dispersion dominant cases, all five options give approximately the same 

ther 

worry about the limitation of time-step sizes imposed by 

vective transport. As shown in Figure 2.3, when the Coura

6 to1.44, Option 1 and 2 were not able to yield convergent soluti

the other three options gave less accuracy results, only Option 3 yields accurate enough 

simulation. Since the time step size is enlarged, the total number of simulation time steps 

decreased, resulting in less CPU time.  

 

2.5.2. Comparison of Coupling Strategies to Deal with Reactive Chemistry 
In this example, a horizontally 4 km-long river/stream containing a uniform width of 10 

m is considered. The domain is discretized into 400 equal size elements (each 10 m). We 

assume the water depth is 2 m and river/stream flow velocity is 1.0 m/s throughout the 

4

accurate simulation but with Option 1 and 2 giving slightly better results than the o

three. Therefore, for advection dominant problems for research applications when 

accuracy is the primary concern, Options 3 through 5 are preferred. However, for 

dispersion dominant problems for research applications, Options 1 and 2 may be 

preferred. For practical applications when the efficiency is the primary concern, Option 3 

is preferred under all transport conditions because it gives the most efficient computation 

in term of CPU time. The efficiency results from the fact that one can use a much larger 

time step size without having to 

ad nt number increases from 

0.9 ons. Although, all of 
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river/stream. There are two species, a dissolved chemical in the mobile water phase 

CMW and a dissolved chemical in the immobile water phase CIMW. The phase densities 

associated with both species are assumed to be 1.0. CMW and CIMW are considered to 

undergo the following reaction. 

   eqCase1: CMW CIMW    K 1.0=  (2.74) 

1 1
f bCase2 : CMW CIMW    K 3h , K 3h− −= =    (2.75) 

   2 1 2 1
f bCase3 : CMW CIMW    K 1.0 10 h , K 1.0 10 h− − − −= × = ×  (2.76) 

 

Initially, no chemical exists in the domain of interest. Dirichelet and Variable boundary 

conditions are applied to the upstream and downstream boundary nodes for mobile 

species CMW, respectively. At the upstream boundary node, the concentration of CMW 

is 1 g/kg. Simulations were performed with fixed time step sizes of 360 s and total 

simulation time of 1800 s. The molecular diffusion coefficient and longitudinal 

dispersivity are assumed to be zero. Option 3 is used to solve the transport equations. 

With the grid size, time-step size and model parameters given above, the mesh Courant 

numbers are Cr = V∆t/∆x = 36. When the fully-implicit scheme with En
m written in terms 

of (En
m/En)·En is applied to Case 1, the mesh Courant number is Cr = V/(1+Keq)·(∆t/∆x) =

18. With integral mesh Courant numbers, the numerical error is zero in solving the 

advective transport equation, thus numerical errors due to coupling strategies are isolated. 

 

Using the same numerical option, Option 3 – the Modified LE approach, to solve the 

advective-dispersive equation, simulations were performed with three coupling strategies 
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to deal with the reactive chemistry. In Figure 2.4, simulation results of CMW in Case 1, 

2, and 3 are compared with the analytical solutions.  
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Figure 2.4. Concentration Profiles of CMW at Time = 1800 s in Example 2.2  
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It is seen that the fully-implicit strategy gives accurate enough solution for all three cases 

although solution for Case 2 is less accurate than the other two. However, simulation 

accuracy using the mixed predictor-corrector/operator-splitting and operator-splitting 

strategies varies for the three cases. For Case 1, in which an equilibrium reaction 

volves, calculation results of these two strategies are far from the analytical values. For 

or problems with reaction network involving only kinetic reactions with slower rates, all 

ector/operator splitting strategy and 

e operator splitting strategy are recommended for practical applications when 

efficienciy is the prim

in

Case 2, in which a kinetic reaction with faster rate (compared to Case 3) involves, 

simulations of these two strategies are close to the exact solution although less accurate 

than the fully-implicit strategy. For Case 3, in which a kinetic reaction with slower rate 

(compared to Case 2) involves, accurate simulations are obtained with these two 

strategies.  

 

F

the three strategies can generate accurate solution. Because the fully-implicit strategy 

takes more time to achieve convergent simulations due to iteration between the 

advective-dispersive transport step and the reactive chemistry step, the other two 

strategies are recommended under this situation. However, for problems with reaction 

network involving equilibrium reactions, the fully-implicit strategy is recommended for 

both research and practical applications because the other two strategies simply cannot 

give enough accurate simulations. For problems involving only kinetic reactions with 

faster rates, the fully-implicit strategy is recommended when accuracy is the primary 

concern; on the other hand, the mixed predictor-corr

th

ary concern.  
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2.5.3. Chemical Transport with co orption and dissolution react  
Re sport, incorp etical aqueous complexation, sorption, 

and olution reactio m of mixed equilibrium and kinetic 

reactions, is simulated in this e -long river/stream 

containing a uniform width of 20 d. The domain is discretized into 100 

equ (200 m each). nsport, we assume water depth is 2 m 

and /s.  

 

Forty-one chem al species are ta including 29 dissolved species in the 

mo hase (C1~C27, C29, d precipitate (M), and 11 particulates 

sorbed onto bed sediment (S1~S8, s 30). As shown in Table 2.1, 

the etwork invol dissolution reac

1 s R2 2 d 9 

sorption reactions R25~

 

Totally, we have 41 species, 28 equilibrium reactions, and 5 kinetic reactions. Thus, 13 

kinetic-variable transport equations (Table 2.2) and 28 equilibrium reaction algebraic 

equations (Table 2.3) were set up through decomposition and solved for 41 species. 

Among the 13 kinetic-variables, the 6th, 7th, 9th, and 11th contain no mobile species and 

are thus not solved in the advective-dispersive transport step. Therefore, instead of 

solving 29 advective-dispersive transport equations for 29 mobile species in a primitive 

approach, we only need to solve 9 advective-dispersive transport equations for 9 kinetic-

mplexation, s ions

active chemical tran orating hypoth

 precipitate diss ns in a syste

xample. A horizontally 20 km

m is c nsidereo

al size elements To focus on tra

 river/stream velocity is 1 m

ic ken account, 

bile water p and C30), 1 be

ite-C6, site-C  and site-C29

 complex reaction n ves 33 reactions, including 1 tion R1, 

orbing site forming reaction , 22 aqueous complexation reactions R3~R 4, an

R33.  
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variables. Si t equations 

any more, robust numerical integrations are enabled. 

 

Table 2.1. Reaction Network for Example 2.3 
Reaction Reaction parameters No. 

nce the fast reaction is decoupled and not included in the transpor

M ↔ C1 – 3C2 Rate= 5.787e-7M R1 
M ↔ S1 0.0047M=S1+S2+S3+S4+S5+S6+S7+S8 R2 
C3 ↔ C4 + C5 Log K3

e = -17.97 R3 
C6 + C5 ↔ C7 Log K4

e = 12.32 R4 
C2 + C5 + C6 ↔ C8 Log K5

e = 15.93 R5 
C6 ↔ C2 + C9 Log K6

e = - 6 12.6 R
C1 + C5 ↔ C10 Log K7

e = 22 R7 .57 
C1 + C2 + C5 ↔ C11 Log K8

e = 29.08 R8 
C1 + C5 ↔ C2 + C12 Log K9

e = 19.65 R9 
C1 + C5 ↔ 2 C2 + C13 Log K10

e = -36.3 R10 
C1 ↔ C2 + C14  Log K11

e = -2.19 R11 
C1 ↔ 2C2 + C15 Log K12

e = -5.67 R12 
C1 ↔ 3C2 + C16 Log K13

e = -13.6 R13 
C1 ↔ 4C2 + C17 Log K14

e = -21.6 14 R
2C1 ↔ 2C2 + C18 Log K15

e = -2.95 R15 
C2 + C 5 ↔ C19 Log K16

e = 21.4 R16 4 + C
C4 ↔ 20 Log K17

e = -9.67 R17  C2 + C
C4 ↔ 2C2 + C21 Log  -18.7 8 K18

e = 6 R1
C4 ↔ 3C2 + C22 Log  -32.2 9 K19

e = 3 R1
C2 + C5 ↔ C23 Log  11.03 20 K20

e =  R
2C2 + C5 ↔ C24 L 78 21 og K21

e = 17. R
3C2 + C5 ↔ C25 Log K22  = 20.89 R22 e

4C2 + C5 ↔ C26  Log K23
e = 23.1 R23 

↔ C2 + C27 Log K24
e = -14.0 R24 

S1 ↔ S2 + C2 Log K25
e = -11.6 R25 

S1 + C2 ↔ S3 Log K e = 5.6 R26 26
S1 + 3C2 + C5 ↔ S4 Log  30.48 27 K27

e =  R
S1 + C1 + C2 + C5 ↔ S5 28

e = 37.63 28 Log K R
S1 + C2 + C4 + C5 ↔ S6 Log K29

f = 25.0 K29
b = -3.49 29 , Log R

S1 - C2 + C4 ↔ S7 Log K30
f = -5.9 g K30

b 3.30 30 9, Lo  = - R
S1 + C2 + C5 + C6 ↔ S8 Log K31

f = 20.0, L b = -3.81 31 og K31 R
C29 + 2Site-C30 ↔ Site-C29 + 2C 0-5.75 C29·(a30Site-C30

2 -5.5a29Site-C29· 30
2 

29= Site-C29/( Site-C6+Site- ite-C30) 
32 R30 Rate=1 ) -10 C

a C +S29
a30= Site-C30/( Site-C6+Site-C29+Site-C30) 

C6 + 2Site-C30 ↔ Site-C6 + 2C30 a6Site-C6· C30
2=100.6C6·(a30Site- 2C30)

a6= Site-C6/( Site-C6+Site-C29+Site-C30) 
a30= Site-C30/( Site-C6+Site-C29+Site-C30) 

R33 
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Table 2.2. Kinetic-variable Transport Equations for Example 2.3 
Equations No. 

(m
1 1(AE ) t L(E ) A R31 R32∂ ∂ + = − + )  wh

1 C 6 C 7 C 8 C 9 C 30ρ C ρ C ρ C ρ C 0.5ρ C+ + + + 1ere 
6 7 8 9 30

m
1E E= =   

( )m
2 2(AE ) t L(E ) A R29 R30∂ ∂ + = − −

3 4 19 20

 where 2 

21 22

m
2 2 C 3 C 4 C 19 C 20 C 21 C 22E E ρ C ρ C ρ C ρ C ρ C ρ C= = + + + + +  

( )m
3 3(AE ) t L(E ) A 0.5R29 0.5R30 R31∂ ∂ + = + −

1 2 4 5 7

 where 
3 C 1 2 C 4 C 5 C 7 C 8 C 9 C 11
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C 21 23 C 25 C 26 27 M

E ρ C 0.5 C 1.5ρ C ρ C ρ C 0.5ρ C 0.5ρ C 0.5ρ C

0.5ρ C ρ C 0.5ρ C 0.5ρ C ρ C ρ C ρ C ρ C

0.5ρ C 0.5 C 0.5ρ C ρ C 0.5 C 0.5ρ M

= − − − + + + −

+ + − + + − − −

− + − − + +
1 2S 1 20.5ρ S ρ S+ +

17 18

6 27

m
3 C 1 C 2 C 4 C 5 C 7 C 8 C 9

C 11 C 12 C 13 C 14 16 C 17 C 18

C 19 C C 21 C 23 C 25 C 26 C 27

E ρ C 0 C 1.5ρ C ρ C ρ C 0.5ρ C 0.5ρ C

0.5ρ C 0.5ρ C ρ C 0.5ρ C 0.5 ρ C ρ C

ρ C ρ C 0.5ρ C 0.5ρ C 0.5ρ ρ C 0.5ρ C

= − − − + + +

− + + − + + −

− − − + − − +

 

3 

8 9 11

12 13 14 16 17 18 19 20

21 23 25 26 27Cρ

+

Cρ

Cρ

.5ρ

+

S

 and  

1 2 4 5 7 8 9

11 12 13 14 16Cρ C

C
19 20 21 23 25 220

( )m(AE ) t L(E ) A R1 0.5R29 1.5R30 1∂ ∂ + = − − −  where 

1 2 3 4 5 7 8 9

10 11 12 13 14 16 17 18

4 C 1 C 2 C 3 C 4 C 5 C 7 C 8 C 9

C 10 C 11 C 12 C 13 C 14 C 16 C 17 C 18

C 20 C 21 C 23 C 24 C 2 C

E ρ C 0.5ρ C 0 5ρ C 1.5ρ C 2ρ 2ρ C 1.5ρ C 0.5ρ C

ρ C 0.5ρ C 1.5ρ C 2ρ C 0.5ρ C 0.5ρ C ρ C ρ C

ρ C 0.5ρ C 1.5ρ ρ C 0.5ρ 0.5ρ

= + − + − − −

− − − − + − − +

+ + − − −
7 1 327 M S 1 S 3C 0.5ρ M 0.5ρ S ρ S+ + +

 and  

1 2 3 4 5 7 8

9 10 11 12 13 14 16

21 23 24 25

m
4 C 1 C 2 C 3 C 4 C 5 C 7 C 8

C 9 C 10 C 11 C 12 C C 14 C 16

C 17 C 18 C 20 C 21 C 23 24 C 25 C

E ρ C 0.5ρ C 0.5 C 1.5ρ C 2ρ C 2ρ C 1.5ρ C

0.5ρ C ρ C 0.5ρ C 1.5ρ C 2ρ C 0.5ρ C 0.5ρ C

ρ C ρ C ρ C 0 5ρ C 1.5ρ C C 0.5ρ C 0.5ρ

= + − + − − −

− − − − − −

− + + + − − −
27

C

 

4 R3+

C −
4 4

20 21 23 24 25 25C −

.

C

ρ

13

Cρ

+

−. 2717 18 20

m(AE ) t L(E ) AR1∂ ∂ + =  where 
55 C 1 C 10 11 C 12 C 13 C 15 C 16 C 17 C S 5E ρ C ρ C C ρ C ρ C ρ ρ C ρ C ρ C 2ρ C ρ S= + + + + + + + + + +   

and 
1 13 4 15 16 17 18

m
5 C 1 C 10 C 11 C 12 C 13 C 14 C 15 C 16 C 17 C 18E ρ C ρ C ρ C ρ C ρ C ρ C ρ C ρ C ρ C 2ρ C= + + + + + + + + +  

5 
5 5

1 10 11 12 13 14C 14C
15 16 17 18Cρ 18

1 10 1 12 1

m
6 6(AE ) t L(E AR29∂ ∂ + =  where 

66 S 6E ρ S=  m
6E 0=  6 )  and

m
7 7(AE ) t L(E ) AR30∂ ∂ + =  where 

777 SE ρ S=  and m
7E 0=  7 

( )m
8 8(AE ) t L(E ) A R1 R29 R31∂ ∂ + = − −  where 

1 3 5 7 8 14 15 168 C 1 C 3 C 5 C 7 C 8 C C 15 C 16

C 17 C C 19 C 23 C 24 C 26 S 4

E ρ C ρ C ρ C ρ C ρ C ρ C ρ C ρ C

ρ C 2ρ ρ C ρ C ρ C ρ ρ C ρ S

= − + + + + − − −

− − + + + + + +
 and 

1 3 5 7 8 1 15 16

23

M
8 C 1 C 3 C 5 C 7 C 8 C 14 C 15 C 16
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17 18 19 23 24 25 26 4

14

C 25C18C

4

25C 25C
17 18 19 24 26
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m
9 9(AE ) t L(E ) AR31∂ ∂ + =  where 

89 S 8E ρ S=  and m
9E 0=  9 

( )m
10 10(AE ) t L(E ) A R32∂ ∂ + = −  wher

10 C 29E E ρ C= =  1e
29

m
10

0 
m

11 11(AE ) t L(E ) AR32∂ ∂ + =  wher  and e 
2911 Site C 29E ρ Site C−= − m

11E 0=  11 
m

12 12(AE ) t L(E ) 0∂ ∂ + =  where ite C−= + −  and 12 
30 3012 C 30 Site C 30E ρ C ρ S

30

m
12 C 30E ρ C=  

( )m
13 13(AE ) t L(E ) A R32∂ ∂ + = −  where 

30 613 C 30 Site C 6E 0.5ρ C ρ Site C−= − + −  and 13 
30

m
13 C 30E 0.5ρ C= −  

Note: ρi = ρw for C1~C27, C29, and C30; ρi = Phbρwbθb/A, for M; and ρi = PBS/A, for S1~S8, site-C6, site-C29 
and site-C30 (ρw = ρwb = 1.0 kg/L, hb = 0.2 m, θb = 0.6, and BS = 1 kg/m2). 

 

 

 

 

 

 50



 

Table 2.3. Equilibrium Reaction Algebraic Equations for Example 2.3 
Equations No. Equations No. 
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As simulation starts, variable boundary conditions are applied to both the upstream and 

downstream boundary nodes. Initial and coming-in concentrations are listed in Table 2.4. 

The longitudinal dispersivity is 80 m. A 90,000-second simulation is performed with a 

fixed time step size of 150-second. A relative error of 10-4 is used to determine the 

convergence for iterations involved in the computation. 
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Table 2.4. Initial and Boundary Concentrations for Example 2.3  
Species Initial 

Concentration 
Variable boundary 
coming-in concentration 

C1 1.0e-7 mol/Kg 1.0e-7 mol/L 
C2 1.0e-5 mol/Kg 1.0e-5 mol/L 
C3 1.0e-7 mol/Kg 1.0e-4 mol/L 
C4 1.0e-5 mol/Kg 1.0e-5 mol/L 
C5 1.0e-5 mol/Kg 1.0e-5 mol/L 
C6 1.0e-5 mol/Kg 1.0e-4 mol/L 
C10 1.0e-5 mol/Kg 1.0e-5 mol/L 
C29 1.0e-5 mol/Kg 1.0e-5 mol/L 
C30 1.0e-5 mol/Kg 1.0e-4 mol/L 
M 2.0e-5 mol/Kg - 
Site-C6 1.4e-4 mol/g - 
Site-C29 7.0e-4 mol/g -  
Site-C30 1.5e-4 mol/g - 

 

ibutions of M, C1, and S1 at different simulation time are plotted in 

 
 
The concentration distr

Figure 2.5. Due to the dissolution reaction R1, bed precipitate M gradually dissolutes into 

dissolved chemical C1 in the mobile water phase. Therefore, we observe decreasing 

concentration of M with time and increasing concentration of C1 along the down stream 

direction. Due to the sorbing site forming reaction R2, the concentration of S1 decreases 

with time as the surface area of M decreases along with dissolution. Since S1 involves in 

seven sorption reactions R25~R31, its concentration distribution is also affected by these 

reactions and related species.    
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les for Example 2.3 
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2.6. CONCLUSION 

This paper presents the development of a numerical model for transient simulation of 

sediment and biogeochemical transformation of chemical species as they are transported 

in the river/stream networks of watershed systems. Transport equations based on the 

principle of mass balance are used to describe temporal-spatial distributions of sediments 

and water qualities. Biochemical and geochemical processes are completely defined with 

reaction network and dealt with reaction-based approaches. A suite of biogeochemical 

reactions are take into account, including aqueous complexation reactions, 

adsorption/desorption reactions, ion-exchange reactions, precipitation/dissolution 

reactions, volatilization reactions, diffusion reactions, sedimentation reactions, et al. Any 

individual reaction representing any of these chemical processes may be simulated as 

kinetic or as equilibrium, which makes the code extremely flexible for application to a 

wide range of geochemical transport problems.  

 

Through the decomposition of the system of species transport equations via Gauss-Jordan 

action network, fast reactions and slow reactions are 

rt equations of kinetic-variables 

nd algebraic equations of equilibrium variables. As a result, the model uses kinetic-

 of biogeochemical species, as primary dependent variables, which 

equ

column reduction of the re

decoupled, which enables robust numerical integrations. Species reactive transport 

equations are transformed into two sets: reactive transpo

a

variables, instead

reduces the number of transport equations and simplifies reaction terms in these 

ations. For each time step in the simulation, we first solve the advective-dispersive 
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transport equations for kinetic-variables. We then solve the reactive biogeochemical 

ations node by node to yield individual species concentration. equ

In o

num ort equations, and 

opt

equ equations, modified 

form

app  flux boundary. The 

spli

App

model. Preferences and recommendations of numerical options under different conditions 

pro

diff research applications, numerical Options 1 and 2 may be 

con with 

slower rates, mixed predictor-corrector/operator-splitting method, and operator-splitting 

approach are recommended; for problems with reaction network involving equilibrium 

 

ur model, in order to improve the efficiency and robustness of the computation, five 

erical options are provided to solve the advective-dispersive transp

three coupling strategies are given to deal with reactive chemistry. The five numerical 

ions are finite element method (FEM) applied to the conservative form of transport 

ations, FEM applied to the advective form of transport 

Lagrangian-Eulerian (LE) approach, LE approach with FEM applied to the conservative 

 of transport equations for upstream flux boundary, and LE approach with FEM 

lied to the advective form of transport equations for upstream

three coupling strategies are fully-implicit scheme, mixed predictor-corrector/operator-

tting method, and operator-splitting approach. 

 

lication of the code to two verification problems demonstrates the correctness of the 

are discussed comparing simulations to the analytical solutions. For advection dominant 

blems for research applications, numerical Options 3 through 5 are preferred; for 

usion dominant problems for 

preferred; and for practical applications, Option 3 is preferred under all transport 

ditions. For problems with reaction network involving only kinetic reactions 
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reactions, the fully-implicit strategy is recommended; and for problems involving only 

etic reactions with faster rates, the fully-implicit strategy is recommended when 

uracy is the primary concern; on the other 

kin

acc hand, the mixed predictor-

for 

 

Thi AR) Program under 

 

Am Analysis 

Boo

Bro ced Stream Water Quality Models 

Cerco, C.F., and Cole, T., 1995. User’s Guide to the CE-QUAL-ICM Three-Dimensional 

corrector/operator splitting strategy and the operator splitting strategy are recommended 

practical applications when efficiency is the primary concern.  
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CHAPTER 3.  SEDIMENT AND REACTIVE CHEMICAL 

TRANSPORT MODELING IN RIVER/STREAM NETWORKS OF 

WATERSHED SYSTEMS: PART (II) DESIGN CAPABILITY  

 

ABSTRACT 

This paper presents the model development of sediment and reactive chemical transport 

in river/stream networks of watershed systems. Through the decomposition of the system 

of species transport equations via Gauss-Jordan column reduction of the reaction 

network, fast reactions and slow reactions are decoupled, which enables robust numerical 

integrations. Species reactive transport equations are transformed into two sets: a set of 

nonlinear algebraic equations representing equilibrium reactions and a set of transport 

equations of kinetic-variables in terms of kinetically controlled reaction rates. As a result, 

the model uses kinetic-variables rather than biogeochemical species as primary dependent 

variables, which reduces the number of transport equations and simplifies reaction terms 

in the equations. For each time step, we first solve the advective-dispersive transport 

equations of kinetic-variables. We then solve the reactive chemical system node by node 

to obtain concentrations of all species. Two example problems are employed to 

demonstrate the design capability of the model, in simulating sediment and chemical 

transport, chemicals in both mobile water phase and immobile water phase, and both 

kinetic and equilibrium reactions. Based on the application of the eutrophication 

example, the deficiency of current practices in the water quality modeling is discussed 

and potential improvements over current practices using this model are addressed. 
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Keywords: Sediment Transport, Reactive Chemical Transport, Modeling, River/Stream 

Networks, Watershed Systems, Fast/ Equilibrium Reactions, Slow/Kinetic Reactions, 

Kinetic-Variables, and Eutrophication 

 

3.1. INTRODUCTION 

Due to the rapid development of computer technology in the past two decades, water 

quality models have become the most popular assessing tools for studying the sediment 

and pollutant distribution changes in watershed systems. They play an increasingly 

portant role as a decision support tool in the context of management, such as deriving 

l, 

003). They may provide efficient monitoring and management tools because they are 

im

reliable indicators for biological, hydromorphological and physicochemical water quality, 

and determining TMDLs (total maximum daily loads, US EPA, 1997) of impaired water 

bodies (Horn et al., 2004). 

 

Researches on river/stream water quality modeling include studies of both sediment 

transport (Engelhardt et al., 1995; Zeng and Beck, 2003; and Rathburn and Wohl, 2003) 

and chemical transport (Park and Lee, 2002; Boorman, 2003; Lopes et al., 2004). Most of 

the existing surface water quality models simulate either specific systems (Cerco and 

Cole, 1995; Park and Lee, 2002; Lopes et al., 2004) or systems containing specific 

chemicals or reactions (Brown and Barnwell, 1987; Ambrose et al., 1993; Park et a

2

calibrated for specific environments, but the extension of a calibrated model to other 

environmental conditions need to be carefully evaluated. With better understanding and 

mathematical formulation of complex biogeochemical interactions (Thomann, 1998; 
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Somlyody et al., 1998; Mann 2000; and Yeh et al., 2001), models considering 

interactions among chemicals based on reaction mechanism have a better penitential for 

application to other systems (Steefel and Cappellen, 1998). Although a few reaction-

based surface water quality models can handle contaminant transport subject to 

kinetically controlled chemical reactions (Yeh et al., 1998; Cheng et al., 2000; and Yeh et 

al., 2005), no existing river/stream water quality model, to our knowledge, has used a 

lly mechanistic approach to estimate both kinetically and equilibrium controlled 

active chemical transport in river/stream watershed systems.  

his paper presents a general numerical model simulating sediment and reactive chemical 

ansport in river/stream networks of watershed systems subject to the corresponding 

ow fields. The effects and feedback of sediment and chemical transport on flow fields 

re assumed negligible. The assumption gives our model the full flexibility to be linked 

ith any river/stream flow model. This model can be used to simulate sediment transport 

lone, reactive chemical transport alone, or sediment and reactive chemical transport 

simultaneously. It is further assumed that sediment transport is not signicantly affected by 

the presence of chemicals. Therefore, when both sediment and reactive chemical 

transport are simulated, the sediment fields are computed first. Then the reactive 

chemical transport is calculated using the computed sediment fields at respective times. 

 

In our model, sediments are categorized based on their physical and chemical properties. 

For each category of sediment, we include mobile suspended sediment particles scattered 

in water column and immobile bed sediment particles accumulated in river/stream bed. 

fu

re

 

T

tr

fl  

a

w

a
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The distribution of suspended sediment and bed sediment is controlled through 

hydrological transport as well as erosion and deposition processes. There are six phases 

and three forms for chemical species. The six phases are suspended sediment, bed 

sediment, mobile water, immobile water, suspension precipitate, and bed precipitate 

phases; and the three forms are dissolved chemicals, particulate chemicals sorbed onto 

sediments, and precipitates.  

 

(1) Aqueous complexation in mobile water phase, 
(2) Adsorption/desorption or ion-exchange between 

 

 

 

 

 

 

 

 
Figure 3.1. Example Biogeochemical Reactions Taken into account in the Model 

 

A reactive system is completely defined by specifying biogeochemical reactions (Yeh, et 

al. 2001). In the transport simulation, biogeochemical reactions can be divided into two 

classes (Rubin, 1983): (1) Fast/equilibrium reactions, and (2) Slow/kinetic reactions. The 

former are sufficiently fast compared to transport time scale and reversible, so that local 

equilibrium may be assumed. The latter are not sufficiently fast compared to transport 

time scale. They are either reversible or irreversible, where the local equilibrium 

formulation is inappropriate. As shown in Figure 3.1, some of the biogeochemical 

mobile water and suspended sediment phases,  
(3) Precipitation/dissolution between mobile water 

(4) Adsorption/desorption or ion-exchange between 
mobile water and bed sediment phases,  

(6) Adsorption/desorption or ion-exchange between 
immobile water and bed sediment phases,  
(7) Precipitation/dissolution between immobile water 
and bed precipitate phases, 

(9) Diffusion between mobile and immobile water 
phases, 

suspended and bed sediment phases 

and suspension precipitate phases, 

(5) Aqueous complexation in immobile water phase, 

(8) Volatilization from mobile water phase, 

(10) Sedimentation of particulates between 

 Water
Surface

 Air

Mobile Water

(2)

(1)
(3)

(8)

Suspension
Precipitate 

Suspended
Sediment  

Immobile
 Bed 

Precipitate

 Water Sediment
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reactions taken into account in the model can be summarized into ten types taking place 

es, which include aqueous complexation reactions, 

reactions, ion-exchange reactions, precipitation/dissolution 

 these chemical and physical processes may be 

simulated as kinetic or as equilibrium, which makes the code extremely flexible for 

application to a wide range of biogeochemical transport problems. 

 and slow 

 are decoupled, which enables the model to simulate reactive transport with 

ilibrium reactions and kinetic reactions. Based on the 

dealt with. Because many of the reactions that 

take place in natural systems have not been clearly identified, different formulations may 

be required for different types of reactions. In our model, the reaction rates of elementary 

specified nonlinear algebraic equation. 

between different chemical phas

adsorption/desorption 

reactions, volatilization reactions, diffusion reactions, and sedimentation reactions. Any 

individual reaction representing any of

 

The main objective of this paper is to demonstrate the design capability and flexibility of 

the model in simulating sediment and reactive biogeochemical transport subject to both 

equilibrium and kinetically controlled biogeochemical reactions. Through the 

decomposition of the system of species transport equations, fast reactions

reactions

arbitrary number of both equ

reaction-based paradigm (Fang et al., 2003), any biogeochemical process that can be 

transformed into a reaction network can be 

kinetically controlled reactions are given by collision theory (Stumm and Morgan, 1981). 

For non-elementary kinetic reactions, the reaction rates can be formulated by user 

specified rate laws based on either empirical or mechanistic approaches. Similarly, an 

equilibrium reaction can be described by either a mass action equation or a users’ 
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3.2. MATHEMATICAL BASIS 

3.2.1. Bed Sediments 

bed sediments is simply the statement that the rate of mass 

  

The balance equation for 

change is due to deposition/erosion as: 

( ) ( )nPM
P D R ,

∂
= −n n s    n [1,N ]

t
∈

∂
 (3.1) 

where P is the river/stream cross-sectional wetted perimeter [L], Mn is wetted perimeter-

.2.2. Suspended Sediments 
 of suspended sediment can be derived based on the conservation 

averaged concentration of the n-th bed sediment in mass per unit bed area [M/L2], t is the 

time [T], Dn and Rn are the deposition and erosion rate (Yeh et al., 1998, Gerritsen et al., 

2000, Prandle et al., 2000) of the n-th sediment in mass per unit bed area per unit time 

[M/L2/T], respectively, and NS is the total number of sediment size fractions.  

 

3

The continuity equation

law of material mass as (Yeh et al., 2005): 

  
n n n

as os1 o

(AS ) (QS ) S
t x

∂ ∂ ∂∂
∂ ∂

⎛ ⎞
x

s2
n n n n n s

            AK
x x

MS MS MS (R D )P,    n [1,N ]
∂ ∂

+ − ⎜ ⎟
⎝ ⎠

= + + + − ∈

 (3.2) 

here A is the river/stream cross-sectional area [L2], Sn is the crow ss-sectional-averaged 

concentration of the n-th suspended sediment in the unit of mass per unit column volume 

[M/L3], Q is the river/stream flow rate [L3/T], x is the axis coordinate along the 

river/stream direction [L], Kx is the dispersion coefficient [L2/T], MSn
as is the artificial 
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source of the n-th suspended sediment [M/L/T], and, MSn
os1 and MSn

os2 are overland 

sources of the n-th suspended sediment from river bank 1 and 2, respectively[M/L/T]. 

3.2.3. Immobile Species 

 

 

The balance equation for immobile species is simply the statement that the rate of 

mass change is due to biogeochemical reaction as: 

i i
i N im

(Aρ C ) Ar ,  i M
t

∂
∂

= ∈  (3.3) 

here Ci is the concentration of species i, which is immobile, in the unit of chemical 

cies i 

3.2.4. Mobile Species 
The continuity equation of mobile species can be derived based on the conservation law 

to both advective-dispersive 

ansport and biogeochemical reactions as: 

 

w

mass per unit phase mass [M/M], ρi is the density of the phase associated with spe

[M/L3], ri│N is the production rate of species i due to all N reactions in the unit of 

chemical mass per column volume per time [M/L3/t], and Mim is the number of immobile 

species.  

 

of material mass stating that the rate of mass change is due 

tr

i i
i i i N m im

(Aρ C )
t

L(ρ C ) Ar ,i M M M∂
∂

where C

+ = ∈ = −  (3.4) 

3

ction rate of species i due to all N reactions in the unit of chemical mass 

i is the concentration of species i, which is mobile, in the unit of chemical mass 

per unit phase mass [M/M], ρi is the density of the phase associated with species i [M/L ], 

ri│N is the produ
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per column volume per time [M/L3/t], M is the total number of chemical species, M  is 

the number of mobile chemical species, and operator L is defined as  

  

m

as rs os1 os2 isi i i i
i i x i i i i i

(Qρ C ) (ρ C )
x x x

∂ ∂∂
∂ ∂ ∂

⎡ ⎤
⎣ ⎦

where M

L(ρ C )= AK (M M M M M )− − + + + +⎢ ⎥  (3.5) 

the rainfall source of 

ecies i [M/L/T], Mi
os1 and Mi

os2 are the overland sources of species i from river bank 1 

 

3.3. DECOMPOSITION OF SPECIES REACTIVE TRANSPORT SYSTEMS 

i
as is the artificial source of species i [M/L/T], Mi

rs is 

sp

and 2, respectively [M/L/T], Mn
is is the source of species i species from subsurface 

[M/L/T].  

From a mathematical point of view, the temporal-spatial distribution of reactive chemical 

species is described with a system of Mim mass balance equations (Equation 3.3), and Mm 

reactive transport equations (Equation 3.4). These two equations can be recast in the 

following form. 

  i i(Aρ C ) α L(ρ C )=Ar ,  i M
t i i i i N

∂
∂

+ ∈  (3.6) 

where αi is 0 for immobile species and 1 for mobile species. 

 

The determination of ri⏐N and associated parameters is a primary challenge in 

biogeochemical modeling. Instead of using ad hoc method to formulate ri⏐N, we use 

reaction-based formulations (Steefel and Cappellen, 1998). In a reaction-based 

formulation, ri⏐N is given by the summation of rates of all reactions that the i-th species 

participates in,  
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 ( ) [ ]
N

i i

k 1

d ρ C
r ( )r ,  i M

dt
ν µ

=

= = − ∈∑  (3.7) 

where ν

i N reaction ik ik k

ik is the reaction stoichiometry of the i-th species in the k-th reaction associated 

with the products, µik is the reaction stoichiometry of the i-th species in the k-th reaction 

associated with the reactants, and rk is the rate of the k-th reaction. 

 

Substituting Equation (3.7) into Equation (3.6) results in the transport equations of M 

chemical species described by  

 [ ]
N

i i
i i i

(Aρ C ) α L(ρ C )=A (∂ ν µ+ ∑ ik ik k
k 1

)r ,  i M;  or  L( ) A
t t∂ =

∂
− ∈ + =

∂
ACU α C rν  (3.8) 

where U is a unit matrix, C  is a vector with its components representing M species 

concentrations multiply the cross section area of the river, α is a diagonal matrix with α  

as its diagonal component, C is a vector with its components representing M species 

concentrations, ν is the reaction stoichiometry matrix, and r is the reaction rate vector 

with N reaction rates as its components. Equation (3.8) is a presentation of mass balance 

for any species i in a reactive transport system, which states that the changing rate of any 

ass is due to advection-dispersion coupled with contributing reactions that 

describe biogeochemical processes.  

 reactions taking place 

Equation (3.8) written in matrix form can be decomposed based on the type of 

A

i

species m

 

In a primitive approach, equation (3.8) is integrated to yield the distributions and 

evolutions of chemical species in a region of interest. However, when some fast 

equilibrium in the system, this approach is not adequate (Fang et 

al., 2003). Here, we will take a diagonalization approach through decomposition. 
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biogeochemical reactions via Gauss-Jordan column reduction of reaction matrix ν 

(Chilakapati, 1995). Among all the fast/equilibrium and slow/kinetic reactions, 

“redundant reactions” are defined as fast reactions that can be derived from other fast 

reactions. “Irrelevant reactions” are defined as kinetic reactions that are linearly 

dependent on only equilibrium reactions. In order to avoid the singularity of the reaction 

matrix, redundant fast reactions are automatically removed from the system prior to 

decomposition, if users inadvertently include them. The removal of irrelevant slow 

reactions alleviates problems associated with rate formulation uncertainty and 

arameterization for the reactions. p

 

Decomposition is performed by pivoting on the NE equilibrium reactions and decoupling 

them from the NK kinetic reactions. In other words, each fast reaction can be used to 

eliminate one chemical species from simultaneous consideration. An incomplete Gauss-

Jordan row decomposition of the reaction matrix ν by pivoting on NE equilibrium 

reactions will result in NE equilibrium-variables and M-NE kinetic-variables. 

  dt L A

∂⎧ ⎫

dt⎪ ⎪⎩ ⎭

⎪ ⎪ ⎛ ⎞⎡ ⎤ ⎡ ⎤ ⎧ ⎫ ⎡ ⎤ ⎧ ⎫⎪ ⎪+ =
A 0 Β 0 C D K r

(3.9)  

where A1 and A2 are submatrixes of the reduced U matrix with size of NE×NE and (M-

NE)×NE respectively, 01 is zero submatrix of the reduced U and α matrixes with size of 

E×(M-NE), U1 is unit submatrix of the reduced U matrix with size of (M-NE)×(M

CA1 and CA2 are subvectors of the vector CA with size of NE and M-NE respectively, B1 

and B2 are submatrixes of the reduced α matrix with size of NE×NE and (M-NE)×NE 

⎜ ⎟⎨ ⎬ ⎨ ⎬ ⎨ ⎬⎢ ⎥ ⎢ ⎥ ⎢ ⎥∂⎣ ⎦ ⎣ ⎦ ⎩ ⎭ ⎣ ⎦ ⎩ ⎭⎝ ⎠⎪ ⎪

A1

1 1 1 1 1 1 1 1

2 1 2 1 2 2 2 2A2

C

A U Β α C 0 K rC
 

N -NE), 
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respectively, α1 is a diagonal submatrix of the reduced α matrix with size of (M-NE)×(M-

NE), C1 and C2 are subvectors of the vector C with size of NE and M-NE respectively, D1 

 the diagonal matrix representing a submatrix of the reduced ν wit E E

reflecting NE linearly independent fast reactions, K1 and K2 are submatrixes of the 

reduced ν with size of NE×NK and (M-NE)×NK respectively, reflecting the effects of NK 

kinetic reactions, 02 is a zero matrix representing a submatrix of the reduced ν with size 

 (M-NE)×NE, and, r1 and r2 are subvectors of the vector

For reactions that are fast, equilibrium may be regarded as being reached instantaneously 

mong all the relevant species, and the reaction rate can be conceptual

infinity. An infinite rate is mathematically represented by a mass action equation or a 

se

is h size of N ×N  

of  r with size of NE and NK 

respectively. 

 

a ly considered as 

user specified algebraic equation. As a result, the decomposition of Equation (3.8) to 

Equation (3.9) effectively reduces a set of M simultaneous reactive transport equations 

into two subsets of equations. The first set contains NE nonlinear algebraic equations 

repre nting mass action laws for the equilibrium reactions, and the second set contains 

(M-NE) kinetic-variable transport equations. These equation subsets are defined as 

Mass Action Equations for Equilibrium Reactions 

KN

i 1ii 1i
j 1

(AE ) (AE )
t =

∂ ∂
∂

 ji ji

m mi i
1ij 2j E 1i i

i j j i 1 M 1 2
j M j M

i 1ij 1j
j

L(E ) AD r A K r , i N r L(E )
t

a thermodynamically 
: K A A   or   F (C ,..,C ;p , p ,..) 0  

 consistent equation   

        where E A C

ν µ

∈ ∈

=

+ = + ∈ ⇒ = ∞⇒ + = ∞
∂

∃ = =

=

∑

∏ ∏
E EN N

m
i 1ij 1j

1 j 1
  or   and E B C   or    

=

=∑ ∑ m
1 1 1 1E = A C E = B C

 (3.10)  

Transport Equations for Kinetic-Variables 
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E

  

E

n 2nj 1j 2n
j 1

N
m m

n 2nj 1j 1n 2n

 where E A C +C   or  [ ]

and E B C +α C   or  [ ]

=

N
mn

n 2nj 2 j E

j 1

(AE ) L(E ) A K r ,  n M-N   

=

∂
+ = ∈      

j 1

N

t =∂

⎧ ⎫
= ⎨ ⎬

⎩ ⎭
⎧ ⎫

= ⎨ ⎬

∑

∑

2 1
2

1
2 1

E = A U
C

C
E = B α

 (3.11) 

⎩ ⎭

∑

1

2

C

C

Assign 

j 1=

From equations (3.5), (3.11) and (3.12), the M-NE transport equations for kinetic-

variables are specified as follows  

  
K

n 2nj 2 j ERA K r ,  n [1,M N ]= ∈ −∑  (3.12) 

 

N

m m
as rsn n n

x n n

os1
n

AK ME ME
t x x x

 ME M

∂ ∂ ∂ ∂
os2 is

n n n E

(AE ) (QE ) E

E ME ARA , n [1, M N ]

∂ ∂ ∂∂ ⎛ ⎞
+ −

+ + ∈ −

here En is the concentration of the n-th kinetic-variable [M/L3], En
m is the concentration 

= +⎜ ⎟
⎝ ⎠

+ +

 (3.13) 

w

of mobile part of the n-th kinetic-variable [M/L3], MEn
as is the artificial source of the n-th 

kinetic-variable [M/L/T], MEn
rs is the rainfall source of the n-th kinetic-variable [M/L/T], 

MEn
os1 and MEn

os2 are overland sources of the n-th kinetic-variable from river banks 1 

and 2, respectively [M/L/T], MEn
is is the source of the n-th kinetic-variable from 

subsurface [M/L/T], RAn is the production rate of n-th kinetic-variable due to 

biogeochemical reactions [M/L3/T], M is the number of chemical species, and NE is the 

number of equilibrium reactions.  
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3.4. EXAMPL

3.4.1. River/Stream Transport wi

Thi he odel in simulating sedi

reactive chemical transport subjecte s presented in Figure 3.1.  

 

A horizontally 20 km-long river  width of 20 m is 

considered. The domain is discreti nts (200 m each). To 

focus on transport, we assume wat .2 m, and river/stream 

vel e rive ne size of cohesive sediment is taken 

into d of  of 0.15 g/m2/s, critical shear 

stresses for deposition of 2.85 g/m/s esses for erosion of 2. /m/s2. 

Manning’s roughness is 0.02. 

 

Fou ake t including three dissolved che als in 

the  CMW2, and CMW3), three dissolved chemicals in the 

immobile water phase (CIMW1, CI ate chemicals in 

e suspended sediment phase (CS1, CS2, and CS3), three particulate chemicals in the 

ES 

th all Ten Types of Reactions 

s example is to demonstrate t  capability of the m ment and 

d to all ten types of reaction

/stream containing a uniform

zed into 100 equal size eleme

er depth is 2 m, bed depth is 0

ocity is 1 m/s throughout th r/stream. Only o

 account with settling spee 1.0x10 m/s, erodibility-6 

2, and critical shear str 48 g

rteen chemical species are t n into accoun mic

 mobile water phase (CMW1,

MW2, and CIMW3), three particul

th

bed sediment phase (CB1, CB2, and CB3), one suspension precipitate (SP3) and one bed 

precipitate (BP3). As shown in Table 3.1, these species are considered to undergo all ten 

types of reactions illustrated in Figure 3.1.  
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Table 3.1. Chemical Reactions Considered in Example 3.1  
Reaction type Reaction rate parameter No. 
Aqueous complexation reaction in 
mobile water phase 

CMW1 + CMW2 ↔ CMW3 ( keq = 0.4 m3/g) R1

Adsorption/desorption or ion-
exchange reaction between mobile 
water and suspended sediment 
phases 

CMW1+ SS ↔ CS1 + SS 
CMW2+ SS ↔ CS2 + SS 

( k
CMW3+ SS ↔ CS3 + SS 

f = 0.001 m3/gSS/s, kb = 0.0 s-1) 

R2 
R3 
R4

Adsorption/desorption or ion- CMW1+ BS ↔ CB1 + BS 

2 -1 -1

R5 

7

exchange reaction between mobile 
water and bed sediment phases 
 

CMW2+ BS ↔ CB2 + BS 
CMW3+ BS ↔ CB3 + BS 
( kf = 0.00001 m /gBS/s, kb = 0.0P/A m s ) 

R6 
R

Sedimentation of particulate 

bed sediment phases 

CS1 ↔ CB1 ( k
chemical between suspended and                         k  = Eros P/A gBS/m3/s) 

b 2
3

R
f = Depo1P/A gSS/m /s,  
b 1

CS2 ↔ CB2 ( k

3

f = Depo2P/A gSS/m /s , 
                        k

3

 = Eros P/A gBS/m /s) 
CS3 ↔ CB3 ( k

3

f = Depo3P/A gSS/m /s , 
                        kb = Eros3P/A gBS/m /s) 

R

3

8 

9 
R10

Diffusion of dissolved chemical 

 

CMW1 ↔ CIMW1 

( kf = 0.0001 s-1, kb = 0.0Phbθb/A s-1) 

R11 
R12 
R13

between mobile and immobile 
water phases 

CMW2 ↔ CIMW2 
CMW3 ↔ CIMW3 

Aqueous complexation reaction CIMW1+ CIMW2 ↔CIMW3 
( k  = 0.0002Ph θ /A m3/g/s , k  = 0.0005Ph θ /A s-1) 

R14
in immobile water phase f b b b b b

Adsorption/desorption or  

between immobile water  
and bed sediment phases 

CIMW1 + BS ↔ CB1 + BS 

CIMW3 + BS ↔ CB3 + BS 
( k

ion-exchange reaction CIMW2 + BS ↔ CB2 + BS R16 

f = 0.00001Phbθb/A m2/gBS/s, kb = 0.0P/A m-1s-1) 

R15 

R17

Volatilization reaction of  
dissolved chemical 

CMW2 ↔ P 
( k

from mobile water phase 
f = 0.0002 s , k-1

b = 0.02 g/m /ATM/s, P=0.0025ATM) 
R

3
18

Precipitation/dissolution reaction 

suspension precipitate phases 

CMW3 ↔ SP3 
-1 -1

R
Between mobile water and  (kf = 0.001 s , kb = 0.000001 s ) 

19

Precipitation/dissolution reaction 
between immobile water and  
bed precipitate phases 

CIMW3 ↔ BP3 
(kf = 0.0001Phbθb/A s , k-1 -1

20
b = 0.0000001Phbθb/A s ) 

R

 
 

Totally, there are twenty reactions, among which, R1 is an equilibrium aqueous 

complexation reaction among three dissolved chemicals in the mobile water phase; R2 

rough R4 are kinetic adsorption reactions of three dissolved chemicals in the mobile 

water phase onto the suspended sediment; R 7 are kinetic adsorption reactions 

of three dissolved chemicals in the mobile w r phase onto the bed sediment; R8 through 

R10 are kinetic sedimentation reactions of three particulates between suspended and bed 

th

 through R5

ate
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sediment emicals 

between mobile and immobile water phases; R1 kinetic aqueous complexation 

reaction among three dissolved chemicals in the immobile water phase; R15 through R17 

ar c adsorption reactions of three dissolved chemicals in the immobile water phase 

onto the bed sediment; R18 is a kinetic volatilization reaction of the second dissolved 

chemical in the mobile water phase; R19 is a kinetic precipitation/dissolution reaction 

between the third dissolved chemical in the mobile water phase and suspended 

precipitate; and R20 is a kinetic p itation/dissolution reaction between the third 

dissolved chemical in the immobile w e and bed prec ;.  

 
 
Totally, we have 14 species, 1 equilibrium reaction, and 19 kinetic reactions. Thus, 13 

kinetic-variable transport equations and rium reacti ass action equation were 

set up through decomp  and solved for 14 species, which are listed in Table 3.2. 

Among the 13 kinetic- es, the 6th contain no mobile 

species and ot solved in the advective-dispersive transport step. Therefore, 

 

itive approach, we only need to solve 6 advective-dispersive transport equations for 

 phases; R11 through R13 are kinetic diffusion of three dissolved ch

4 is a 

e kineti

recip

ater phas ipitate

 1 equilib on m

osition

variabl  through 11th and the 13th 

 are thus n

instead of solving 7 advective-dispersive transport equations for mobile species in a

prim

kinetic-variables. Since the fast reaction is decoupled and not included in the transport 

equations any more, robust numerical integrations are enabled. 
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Table 3.2. Equations Obtained through Decomposition in Example 3.1 
Kinetic-Variable Transport Equations 

( )m1(AE ) L(E ) A R R R R R R R∂
+ = − − − − − − −  where m

1 1 CMWE E ρ= =1 2 4 5 7 11 13 19t∂
C ρ C+  

1 CMW1 CMW3 CMW3

( )m2
2 3 4 6 7 12 13 18 19

(AE ) L(E ) A R R R R R R R R
t

∂
+ = − − − − − − − −

∂
 

 where m
2 2 CMW2 CMW2 CMW3 CMW3E E ρ C ρ C= = +  

( )m3
3 2

(AE ) L(E ) A R R
t

∂
+ = −

∂ 8
 where 

S1
m

3 3 CS1 CE E ρ C= =  

( )m4
4 3

(AE ) L(E ) A R R
t

∂
+ = −

∂ 9
 where 

2
m

4 4 CS2 CSE E ρ C= =  

( )m5
5 4

(AE ) L(E ) A R R
t

∂
+ = −

∂ 10
 where 

S3
m

5 5 CS3 CE E ρ C= =  

( )m6
6 5 8

(AE ) L(E ) A R R R
t

∂
+ = + +

∂ 15
 where 

16 CB1 CBE ρ C=  and m
6E 0=  

( )m7
7 6 9

(AE ) L(E ) A R R R
t

∂
+ = + +

∂ 16
 where 

27 CB2 CBE ρ C=  and m
7E 0=  

( )m8
8 7 10

(AE ) L(E ) A R R R
t

∂
+ = + +

∂ 17
 wher

3
e 

8 CB3 CBE ρ C=  and m
8E 0=  

( )m
9 11 14 15E ) A R R R= − −  where 

9 CIMW1 CIMW1E ρ C9(AE ) L(
t

∂
+

∂
=  and 

9E 0=  m

( )  where 
10 CIMW2 CIMW2E ρ Cm10

10 12 14 16
(AE ) L(E ) A R R R

t
∂

+ = − −
∂

=  and m
10E 0=  

( )m11
11 13 14 17 20L(E ) A R R R R

t∂ 11 CIMW3 CIMW3
(AE )∂

+ = + − −  wher E ρ Ce =  and E 0m
11 =  

m12
12 19

(AE )
t

∂
∂

L(E ) AR+ =  where m
12 12 SP3 SP3E E ρ C= =  

m13
13 20

(AE )
t

∂
∂

L(E ) AR+ =  where  and m
13E 0=  

13 BP3 BP3E ρ C=

Mass Action Equation 

CMW3 CMW1 CMW2C 0.4C C=  
Note: ρi = ρw for CMW1~CMW3, and SP3; ρi = SS for CS1~CS3; ρi = Phbρwbθb/A, for CIMW1~CIMW3, 
and BP3; and ρi = PBS/A, for CB1~CB3 (ρw = ρwb = 1.  kg/L, hb = 0.1 m, and θb = 0.5). 
 

Initially, only sediment exists in the domain of interest with suspended concentration SS 

of 1 g/m3 and bed concentration BS of 50 g/m2. As simulation starts, Dirichlet boundary 

conditions are applied to the upstream boundary node, where suspended sediment has a 

constant concentration of 1 g/m3 and dissolved chemicals in mobile water phase have 

constant concentrations of 1 mg/kg and all the other mobile chemicals have zero 

concentration. Out-flow variable boundary conditions are applied to the downstream 

boundary node. The longitudinal dispersivity is 80 m. A 90,000-second simulation is 

0
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perform sed to 

etermine the convergence for iterations involved in the computation. 

ed with a fixed time step size of 150-second. A relative error of 10-4 is u

d

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

2 2
2 2 2 2

2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2

2 2

3 3
3 3 3 3

3 3 3 3 3 3 3

3 3

3 3 3 3 3 3 3 3 3 3 3

4 4
4 4 4 4

4 4 4 4
4

4 4 4 4 4
4

4 4 4

4 4

4
4

4
4

X [m]

S
S

[g
/

3 ]
m

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

1
2
3
4

time = 7200 s
time = 10800 s
time = 90000 s

 

time = 3600 s

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2

3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3

4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4

X [m]

B
S

[g
/m

2 ]

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000
20

25

30

35

40

45

50

55

65

70

60

1
2
3
4

time = 3600 s
time = 18000 s
time = 54000 s
time = 90000 s

 
 

Figure 3.2. Concentration Profiles of Sediments for Example 3.1 
Top: SS; Bottom: BS 

 

Figure 3.2 shows trend of increasing concentration of the suspended sediment along 

down me. It 

dicates that deposition is less than erosion under the condition set for this example. 

stream direction, and depicts decrease of the bed sediment with increase of ti

in
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Figu  3.1 
Top 1 

corresponding dissolved chemicals in the 

re 3.3. Concentration Profiles of Dissolved Chemicals for Example
: CMW1; Bottom: CIMW

 

Figure 3.3 shows decreasing concentration of CMW1 along the downstream direction. 

This is because we allow the adsorption to happen, but do not allow desorption from 

particulate chemicals to dissolved chemicals to occur. In the zone near the Dirichlet 

boundary, the concentration distribution curve of CMW1 is not smooth. Due to the fast 

reaction among the three dissolved chemicals in the mobile water phase, the 

concentration of CMW1 increases to its equilibrium value. The only source of dissolved 

chemicals in the immobile water phase is the 
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mobile water phase. Therefore, concentration distribution of CIMW1 shows the similar 

pattern of CMW1.  

1
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Figure 3.4. Concentration Profiles of Particulate Chemicals for Example 3.1 

 

Figure 3.4 plots the concentration distribution of the first particulate chemical in both 

suspended and bed sediment phases. Since the dissolved chemicals are low in the 

downstream region, the major source of chemicals is the particulate chemicals on 

suspended sediments that are transported from the upstream region along with water. 

Because erosion is greater than deposition, we observe increase of CS1 with time and 

decrease of CB1 along the downstream direction. Since the particulate chemicals on bed 

 
 

Top: CS1; Bottom: CB1 
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sediment result not on r phase, but also from 

those in the immobile water phase, the decrease of CB1 along the downstream also 

r ects the similar pattern of CMW1 and CIMW1 in Figure 3.3. 

ly from dissolved chemicals in mobile wate

efl
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Figure 3.5. Concentration Profiles of Precipitates for Example 3.1 
Top: SP3; Bottom: BP3 

 

The concentration distributions of both the suspension precipitate and bed precipitate are 

lotted in Figure 3.5. Since the major source of suspension precipitate in the downstream 

region is increase 

of suspension precipitate concen  time. Since bed precipitate is involved in the 

preci on reaction only, Figure 3.5 also shows decreasing bed precipitate 

m
im

p

 transported from the upstream region along with water, we observe an 

tration with

pitati
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conce on along e downstr  refle ilar decrease of dissolved 

chem ncentra  in the im

 

3.4.2 Stream ransport icat  

This example is to demonstrate ty of the model in sim  chemical 

transp lated to ophicatio A ASP5, 

the W quality lysis Sim ram, ime entional 

water ity analy imulation s a group of mechanis capable of 

mulating water transport and fate and transport of water quality constituents and toxic 

organics for aquatic systems. Various components of WASP5 have been used to study a 

variety of river, lake, reservoir, and estuarine issues including ecological characterization, 

the effects of anthropogenic activities, and the impact of mitigation measures (Bierman 

and James, 1995; Lung and Larson, 1995; Tufford and McKellar, 1999; and Zheng et al., 

2004). 

 

EUTRO5 is a general operational WASP5 model used to simulate nutrient enrichment, 

eutrophication, and dissolved oxygen in the aquatic environment (Ambrose et al., 1993).  

It constitutes a complex of four interacting systems: dissolved oxygen, nitrogen cycle, 

phosphorus cycle, and phytoplankton dynamics. It can simulate up to eight eutrophication 

constituents in both water column and benthic layer, including: (1) Ammonia NH3 and 

NH3(b), (2) Nitrate NO3 and NO3(b), (3) Inorganic Phosphorus OPO4 and OPO4(b), (4) 

Phytoplankton PHYT and PHYT(b), (5) Carbinaceous CH2Ot and CH2Ot(b), (6) Oxygen 

O2 and O2(b), (7) Organic Nitrogen ONt and ONt(b), and (8) Organic Phosphorus OPt and 

ntrati  th eam direction cting the sim

ical co tion mobile phase. 

. River/  T  with Eutroph ion

 the capabili ulating the

ort re  eutr n reported in W SP5 (Ambrose et al., 1993).  W

ater Ana ulation Prog  is a three-d nsional conv

 qual sis s  program. It i tic models 

si
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O

late the transport and transformation of the sixteen species is listed in 

le

3. Working Equations in EUTRO5 
uations  

Pt(b), where ‘t’ means total and ‘(b)’ means benthic. The working equations used in 

EUTRO5 to simu

Tab  3.3. 

Table 3.
No. Species Notation Working Eq
1 NH C3 1

3

T 20 T 20 DIF64
P1 nc NH 4 1(b) 1P1 nc on 4 71 71 7 12 1

mPc 4 NIT 6

ECC G a P C (C C ))C k C C
A PK C K C

death) (growth) (flux)(mineralizat ) (nitrification)

− −⎛ ⎞ ⎛ ⎞
−Θ⎜ ⎟ ⎜ ⎟+ +12k

1C∂ D a (1 f− Θ

t (∂
ion

= + − − +⎝ ⎠ ⎝ ⎠

 

2 NO C3 2 3

3

3

NOT 20 T 20 DIF6
P1 nc NHP

h)
4 2(b) 21 2D 2D 2

NIT 6 NO 6

K EC G a (1 )C (C C )C k C
A PK C K C

(growt (flux)(nitrification) (denitrification)

− −
⎛ ⎞⎛ ⎞

− −Θ ⎜ ⎟⎜ ⎟ ⎜ ⎟+ +− − +⎝ ⎠ ⎝ ⎠

 
12 122

kC
t

Θ∂
=

∂

3 OPO4 C3 T 20 DIF4C
P1 pc op 4 P1 pc 4 3(b) 383 83 83

mPc 4

ED a (1 f )C G a C (C C )k CC A P
t (death) (growth) (flux)(min ization)

− ⎛ ⎞
− −Θ∂ += + − +⎠∂

 
K C⎜ ⎟

⎝
eral

4 PHYT C4 s4
4P1 4 P1 44

V CG C D CC A P
t (growth) (death)

(settling)

∂
= − −

∂

 

5 CH2Ot C5 3

3

NOT 20 T 20s3 D56
oc 1D 4 1g 4 5D D 5 2D 2D 25

aC
t

∂
=

∂ BOD

ti
6 NO 6

K1 f )C 5 32(K C K ZC ) Ck C k C
A PK C 4 14 K C

(death) (settling)(oxida on) (denitrification)

                                               

− −
⎛ ⎞⎛ ⎞ −

+ Θ Θ ⎜ ⎟⎜ ⎟ ⎜ ⎟+ +− −⎝ ⎠ ⎝ ⎠

V (
−

      
( )R3 D5(b) DIF

5 D5 5(b) D5(b)5(b)
b

V (1 f ) E C f C fC
h A PA P                                

(diffusion)(resuspension)

−
−

+ −

 

6 O2 C6
3

T 20 T 20T 20 6 6
d d 5 12 12 1 P1 NH 42 2 s 66

BOD 6 NIT 6

C C64 32 48 14k C k C G (1 P ) Ck (C C )C C 14 K C 12 14 12
t (reaeration) (phytoplankton growth)( dation) (nitrification)

                            

− −− ⎛ ⎞ ⎛ ⎞ ⎛ ⎞Θ Θ + −Θ −∂ ⎜ ⎟ ⎜ ⎟+ += − − + ⎝ ⎠⎠ ⎝ ⎠∂
K

oxi

⎜ ⎟
⎝

DIFT 20
6 6(b)1R 1R 4

b

E32 (C C )k C h A P12                                                                               
(respiration) (diffusion)

− −Θ
− −

 

          

7 ONt C7 T 20 s3 D7 DIF4
7(b) D7(b) 7 D77P1 nc on 4 71 71 77

mPc 4

V (1 f ) EC (C f C f )CD a f C k CC A PA PK C
t
= −

∂ (death)
(flux)(settling)(min eralization)

− ⎛ ⎞ −
−Θ∂ ⎜ ⎟

− +⎝ ⎠

 
+

8 OPt C8 T 20 s3 D8 DIF4
P1 pc op 4 8(b) D8(b) 8 D8883 83 88

mPc 4

V (1 f ) ECD a f C (C f C f )Ck CC A PA PK C
t (death) (flux)(settling)(min eralization)

− ⎛ ⎞ −
−Θ∂ ⎜ ⎟+= − − +⎝ ⎠∂

 

9 NH3(b) DIFT 20 T 20
1(b) 1PZD PZD nc on(b) 4(b) OND OND D7(b) 7(b)1(b)

b

E (C C )k a (1 f )C k f CC h
t (algal decomposition) (mineralization) (flux)

− − −Θ − Θ∂
= + −

∂

 C1(b)

DIFT 20
2(b) 22D 2D 2(b)2(b)

b

E (C C )k CC h
t (denitrification) (flux)

− −Θ∂
= − −

∂

 10 NO3(b) 2(b)C

11 OPO4(b) C3(b) DIFT 20 T 20
3(b) 3PZD PZD pc op(b) 4(b) OPD OPD D8(b) 8(b)3(b)

b

E (C C )k a (1 f )C k f CC∂ h
al decomposition) mineralization) (flux)

− − −Θ − Θ
= + −

 

t (alg∂ (

12 PHYT(b) C4(b) s4T 20
4C

PZD PZD 4(b)4(b)
b

V
k CC h

t (algal decomposition)
(s ing)

−Θ∂
= − +

∂

 

ettl

13 CH2Ot(b) C5(b) ( )R3 D5(b)s3 D5 DIFT 20 T 20 T 20
5 D5 5(b) D5(b)5 5(b)oc PZD PZD 4(b) DS 5(b) 22D 2D 2(b)5(b)

bb b

V (1 f )V (1 f ) E5 32 C f C fC Ca K C k C k C hh h4 14
t (decomposition) (oxi tion) (denitrification) (diff(settling) (resuspension

− − −
DS

da

C

)

−−
−Θ Θ Θ

= − + − − +
∂

usion)

 
∂

14 O2(b) C6(b) DIFT 20
6 6(b)DS DS 5(b) 26(b)

b

E (C C )k CC h
t (oxidation) (diffusion)

− −Θ∂
= − +

∂

 

15 ONt(b) C7(b) s3 D7 DIFT 20 T 20
7(b) D7(b) 7 D77PZD PZD nc on(b) 4(b) OND OND D7(b) 7(b)

bb

V (1 f ) E (C f C f )Ck a f C k f C
hh

(algal decomposition) (min eraliz tion) (flux)(settling)

− −
7(b)C
t a

−
−Θ Θ

= − + −

 
∂

∂

16 OPt(b) C8(b) s3 D8 DIFT 20 T 20
8(b) D8(b) 8 D88PZD PZD pc op(b) 4(b) OPD OPD D8(b) 8(b)8(b)C

bb

V (1 f ) E (C f C f )Ck a f C k f C
hh

lgal decomposition) ( eralization) (flux)(settling)

− −

t (a min

−
−Θ Θ

= − + −

 
∂

∂
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Table 3.4. Ch  Simulation 
on Conc. Initial  ary  ρi

emical Species Included in the Eutrophication
Notati Bound
NH3 C 0.1 mg N/  ρw1 kg 1 mg N/kg
NH3(b) C2 0.1 mg N/kg - Phbρwbθb/A 
NO3 C3 0.1 mg N/  N/kg ρwkg 1 mg
NO3(b) C4 0.1 mg N/ - P bρwbθb/A kg h
OPO4 C5 0.01 mg P  .1 mg P/kg ρw/kg 0
OPO C4(b) 6 0.01 mg P g Phbρwbθb/A /k - 
PHYT C7 0.2 mg C/  g C/kg ρwkg 2 m
PHYT(b) C8 0.2 mg C/ - Phbρ θb/A kg wb

CH2O C9 1.0 mg O2 g O2/kg ρw/kg 10 m
CH O C2 (p) 10 1.0 mg O2 g O2/mg SS /mg 10 m
CH2O(b) C11 1.0 mg O2 Phbρwbθb/A /kg - 
CH2O(bp) C12 0.01 mg O g - PBS/A 2/m
O2 C13 0.2 mg O2 2 mg O2/kg ρw/kg 
O C2(b) 14 0.2 mg O2  Phbρwbθb/A /kg - 
ON C 0.2 m15 g N/  N/kg ρwkg 2 mg
ON(p) C16 0.0 mg N/   N/mg SS mg 0 mg
ON(b) C 0.2 mg N/ Phbρwbθb/A 17 kg - 
ON C 0.0 (bp) 18 mg N/  PBS/A mg - 
OP C 0.0319 5 mg g  mg P/kg ρwP/k 0.35
OP(p) C20 0.015 mg   mg P/mg SS P/mg 0.15
OP(b) C21 0.035 mg Phbρwbθb/A P/kg - 
OP C 0.00015 m(bp) 22 g P/mg PBS/A - 

 
 

According to our definition of chemical phases and forms, the total concentr ion of a 

lved chem al and the particulate sorbed onto sediments, 

H2Op, CH2O ) = CH ) + CH2Op(b), ONt = ON + ONp, 

 OPt = OP + O , and O ) = OP(b) + OPp(b). The 16 species 

nsformed into 22 c pecies listed in Table 3.

ng equations of EUTRO5 can be recast in 

ur eu hication modeling. As shown in Table 3.5, 

etic tions and 6 equilibrium reactions rate 

ents are l d in T  3.6 and 3.7, respectively

 

at

species is the sum of the disso ic

such as CH Ot = CH O + C2 2 t(b 2O(b

ONt(b) = ON(b) + ONp(b), Pp Pt(b

simulated in EUTRO5 were tra hemical s 4 and 

simulated in our model. The sixteen worki

terms of reaction network used in o trop

the reaction network includes 32 kin  reac . The 

parameters and reaction coeffici iste able . 
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Table 3.5. Chemica  defined in Table 3.4) 
ism Reaction eactio e  

l Reactions of the Eutrophication Model (C1~C22 are
No. Mechan  R n Rat
K1 PHYT growth nc 3 pc 4PO 2 2

32a NH a O CO H O PHYT O
12

+ + + → + 72

 
1 p1R G C=

 

K2 PHYT growth related nitrate reduction nc 3 nc 3 2
48a NO a NH O
12

− → +
 

1 P= −
3 p1 7)G C2 NHR (  

K3 2 2 2 nc pc
32PHYT O CO H O a ON a OP
12

+ → + + +
 

T 20
3 1r 1r 7R k C−= Θ  PHYT death-endogenous respiration 

K4 PHYT death-parasitization a ON a OP→ + +
 R k Coc 2 nc pcPHYT a CH O 4 1d 7=  

K5 PHYT death-herbivorous grazing R k ZCoc 2 nc pcPHYT a CH O a ON a OP→ + +
 

5 1g 7=  

K6 PHYT death-promoted oxidation of ON nc nc 3a ON a NH→  T 20
6 on 1r 1r 7 1d 7 1g 7R (1 f )(k C k C k ZC )−= − Θ + +

 

K7 PHYT death-promoted oxidation of OP pc pc 4a OP a OPO→
 T 20

7 op 1r 1r 7 1d 7 1g 7R (1 f )(k C k C k ZC )−= − Θ + +
 

K8 Benthic PHYT decomposition (b) oc 2 (b) nc (b) pc (b)PHYT a CH O a ON a OP→ + + T 20
8 PZD PZD 8R k C

 −= Θ  

K9 PHYT(b) decomposition promoted 
nc (b) nc 3(b)a ON a NH→

 
oxidation of ON(b)

T 20
9 on (bed) PZD PZD 8 bR (1 f )k C h P A−= − Θ ⋅  

K10 PHYT(b) decomposition Promoted 
oxidation of OP(b)

pc (b) pc 4(b)a OP a OPO→
 T 20

10 op(bed) PZD PZD 8 bR (1 f )k C h P A−= − Θ ⋅  

K11 Phytoplankton settling (b)PHYT PHYT→
 s4

7 b
b

R C h P A
h

= ⋅
V  

K12 Re-aeration 2(g) 2O O→  (T 20)
12 2 a s 13R k (C C )−= Θ −  

K13 Oxygen diffusion 2 2(b)O O→  ( )DIF
13 13 14 b2

b

ER C C h P A
h

= − ⋅
 

K14 Carbonaceous oxidation 2 2 2 2CH O O CO H O+ → +  (T 20) 13
14 d d 9 10

BOD 13

C− ⎛ ⎞

⎝ ⎠

 
R k (C C )

K C
= Θ +⎜ ⎟+

K15 Benthic carbonaceous oxidation 2 (b) 2(b ) 2 2CH O O CO H O+ → +  T 20
15 DS DS 11 12 bR k (C C ) h P A−= Θ + ⋅  

K16 Carbonaceous settling 2 (p) 2 (bp)CH O CH O→
 S3

16 10 b
b

V
h

 
R C h P A= ⋅

K17 Carbonaceous re-suspension 2 (bp) 2 (p)CH O CH O→
 R3

17 12 b
VR C h P A
h

= ⋅
 

b

K18 Carbonaceous diffusion 2 2 (b)CH O CH O→
 ( )DIF

18 9 11 b2
b

ER C C h P A
h

= − ⋅
 

K19 Nitrogen mineralization 3ON NH→  (T 20) 7
19 71 71 15 16

mPc 7

C
K C

⎛ ⎞
+⎝ ⎠

 
R k (C C )−= Θ +⎜ ⎟

K20 Nitrification 3 2 3 2
64NH O NO H O H
14

− ++ → + +
 

(T 20) 13
20 12 12 1

CR k C
K C

− ⎛ ⎞
= Θ ⎜ ⎟+

 
NIT 13⎝ ⎠

K21 De-nitrification 2 3 2 2 2
5 14 5 1 7CH O NO H CO N H O
4 32 4 2 4

− ++ + → + +
 

3

3

NO(T 20)
21 2D 2D 3

NO 13

K 32R k C
K C 14

−
⎛ ⎞

= Θ ⋅⎜ ⎟⎜ ⎟+⎝ ⎠

 

K22 Benthic nitrogen mineralization (b) 3(b)ON NH→
 T 20

22 OND OND 17 bR k C h P A−= Θ ⋅  

K23 Benthic de-nitrification 2 (b) 3 (b) 2 2 2
5 14 5 1 7CH O NO H CO N H O
4 32 4 2 4

− ++ + → + + (T 20)
23 2D 2D 4 b

32R k C h P A
14

−= Θ ⋅ ⋅
 

K24 Ammonia flux 3(b) 3NH NH→
 DIF

24 2 1 b
b

ER (C C ) h P
h

= − ⋅ A
 

K25 Nitrate flux 3(b) 3NO NO→
 DIF

25 4 3 b
b

ER (C C ) h P
h

= − ⋅
 

 A

(p) (bp)ON ON→
 S3

26 16 b
b

VR C h P
h

= ⋅
 

K26 Organic nitrogen settling A

K27 Organic nitrogen flux (b)ON ON→
 DIF

27 17 15 b
bh

ER (C C ) h P A= − ⋅
 

K28 Phosphorous mineralization 4OP OPO→  (T 20) 7
28 83 83 19 20

CR k (C C )− ⎛ ⎞
= Θ +⎜ ⎟

 
mPc 7K C+⎝ ⎠

K29 Benthic phosphorous mineralization (b) 4(b)OP OPO→
 T 20

29 OPD OPD 21 bR k C h P A−= Θ ⋅  

K30 Phosphorous flux 4(b) 4OPO OPO→  DIF
30 6 5 b

ER (C C ) h P A= − ⋅
 

bh

K31 Organic phosphorous setting (p) (bp)OP OP→
 S3

31 20 b
b

VR C h P A
h

= ⋅
 

K32 Organic phosphorous flux (b)OP OP→
 DIF

32 21 19 b
bh

 
ER (C C ) h P A= − ⋅

E1 Carbonaceous sorption 2 2 (p)CH O CH O→
 9

D5
Cf

C C
=

+

 
9 10

E2 Organic nitrogen sorption (p)ON ON→
 15

D7
15 16

Cf
C C

=
+

 

E3 Organic phosphorous sorption  19
D8

19 20
(p)OP OP→

C
 

f
C C

=
+

E4 Benthic 2 (b) 2 (bp)CH O CH O→
 11

D5(bed)
11 12

Cf
C C

=
+

 
 carbonaceous sorption 

(b) (bp)ON ON→
 17

D7(bed)
17 18

Cf
C C

=
+

 
E5 Benthic organic nitrogen sorption 

E6 Benthic organic phosphorous sorption (b) (bp)OP OP→  21
D8(bed)

21 22

Cf
C C

=
+
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Table 3.6. Rate Parameters for Example 3.2 
Description Variable Value Unit 
Phytoplankton growth rate GP1 kiCXRTXRIXRN day-1

Maximum phytoplankton growth rate k1C 2.0 day-1

Temperature adjustment factor for phytoplankton growth XRT Θ1C
T-20 - 

Temperature coefficient for phytoplankton growth Θ1C 1.068 - 
Light adjustment coefficient for phytoplankton growth XRI ( )

K He
a s a s(I I )e I I

emin{ef[e e ] K D ,1.0}
−− −−  - 

Light extinction coefficient Ke 2 m-1

Fraction of day that is daylight f 0.5 - 
Average daily surface solar radiation Ia 400 Langleys/day 
Saturating light intensity of phytoplankton Is 540 Langleys/day 
Nutrient limitation factor for phytoplankton growth XRN ( ) ( )( )mN mPMin DIN K DIN ,DIP K DIP+ +  - 
Concentration of the dissolved inorganic nitrogen DIN C1+C3 mg N/L 
Half-saturation constant for nitrogen KmN 0.025 mg N/L 
Dissolved inorganic phosphorus DIP fD3C5 mg P/L 
Fraction of dissolved inorganic phosphorus fD3 0.85 - 
Half-saturation constant for phosphorus KmP 0.001 mg L  P/
Preference for ammonia uptake term PNH3 ( ) ( ) ( )1 3 mN 1 1 mN 1 3 mN 3C C K C C K C C K C+ + + +⎡ ⎤⎣ ⎦

 - 
Phytoplankton r -1espiration rate constant k1r 0.125 day
Temperature c  oefficient for Phytoplankton respiration Θ1r 1.045 -
Phytoplankton dea ay-1th rate constant dk1d 0.02 
Phytoplankton Grazing Rate Constant L/mgC k1g 0 
Zooplankton Population Z 0 mgC/L 
Fraction of dead and respired PHYT recycled to ON fon 0.5 - 
Fraction of dead and respired PHYT recycled to OP fop 0.5 - 
Benthic phytoplankton decomposition rate constant kPZD 0.02 day-1

Temperature coefficient for benthic PHYT decomposition ΘPZD 1.08 - 
Benthic fraction of decomposed PHYT recycled to ON  fon(bed) 0.5 - 
Benthic fraction of PHYT recycled to the OP pool fop(bed) 0.5 - 
Phytoplankton Settling Velocity VS4 0.1 m/day 
Re-aeration rate constant k2 q wmin[Max(k ,k ),10.0]  - 
Flow-induced re-aeration rate coefficient kq 5.049v0.97h-1.67 - 
Wind-induced re-aeration rate coefficient k 0 - w

Re-aeration rate temperature coefficient Θa 1.028 - 
Dissolve oxygen saturation Cs 

5 1 7 2 10 3 11 4
k k k k

1 2
-139.34+1.5757 10 T 6.6423 10 T +1.2438 10 T +8.6219 10 T

k k-0.5535S(0.031929-19.428T -3868.3T )e
− − − −

− −
× − × × ×

 - 
Oxyg nation rate constant ke d 0.185 day-1

Oxygenation rate Temperature coefficient Θd 1.047 - 
Half saturation constant for oxygen limitation KBOD 0.5 mgO2/L 
Benthic Oxygenation rate constant kDS 0.0004 day-1

Oxygenation rate Temperature coefficient ΘDS 1.08 - 
Organic matter settling velocity VS3 0.1 m/day 
Organic matter re-suspension velocity VR3 0.01 m/day 
Fraction of dissolved Carbonaceous fD5 0.5 - 
Fraction of dissolved benthic Carbonaceous f 0.5 - D5(b)

Diffusive exchange coefficient is EDIF 0.0002 m2/day 
Organic nitrogen mineralization rate constant k71 0.075 day-1

Organic nitrogen mineralization Temperature coefficient Θ71 1.08 - 
Half saturation constant for PHYT limitation of P recycle KmPc 1.0 mgC/L 
Nitrification rate constant k 0.105 day12

-1

Nitrification rate temperature coefficient Θ12 1.08  
Half saturation for oxygen limitation of Nitrification KNIT 2.0 mgO2/L 
De-nitrification rate constant K2D 0.09 day-1

De-nitrification rate temperature coefficient Θ2D 1.045 - 
Half saturation constant for oxygen of De-nitrification KNO3 0.1 mgO2/L 
Benthic Organic nitrogen mineralization rate constant kOND 0.0004 day-1

Mineralization rate Temperature coefficient ΘOND 1.08 - 
Fraction of dissolved Organic Nitrogen fD7 1.0 - 
Fraction of dissolved benthic Organic Nitrogen fD7(b) 1.0 - 
Dissolved OP mineralization rate constant k83 0.22 day-1

Dissolved OP mineralization temperature coefficient Θ83 1.08 - 
Half saturation constant for PHYT limitation of P recycle KmPc 1.0 mgC/L 
Benthic dissolved OP mineralization rate constant kOPD 0.0004 day-1

Benthic dissolved OP mineralization temperature coefficient ΘOPD 1.08 - 
Fraction of dissolved OP fD8 0.7 - 
Fraction of dissolved benthic OP fD8(b) 0.7 - 
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Table 3.7. Reaction Coefficient For Example 3.2 
Description Variable  Value Unit 
Phytoplankton nitrogen-carbon ratio anc 0.25 mgN/mgC 
Phytoplankton phosphorus-carbon ratio apc 0.025 mgP/mgC 
Phytoplankton oxygen-carbon ratio aoc 2.67 mgO2/mgC 

 

The canal considered is 15545 ft-long with width of 15~40 ft. It is descretized into 9 

elements with size of 1690~1801 ft. The flow pattern was simulated using WASH123D 

version 2.0 (Yeh et al, 2005). The calculated water depth is 7.15~9.22 ft and river/stream 

velocity is 0.193~2.9 ft/s. To focus on reactive chemical transport, we assume that the 

temperature is 15˚C, suspended SS is 1g/m , and bed sediment 

concentration BS is 15 g/m2 throughout the canal. Dirichlet boundary condition is applied 

to the upstream boundary node. Flow-out variable boundary condition is applied to the 

downstream boundary node. Initial concentrations of all species and Dirichlet boundary 

concentrations of mobile species are listed in Table 3.4. The longitudinal dispersivity is 

300 ft. A 12-day simulation is performed with a fixed time step size of 6 minutes. A 

relative error of 10  is used to determine the convergence for iterations involved in the 

computation. 

 

Figures 3.6 and 3.7 plot the concentration distribution of phytoplankton and dissolved 

oxygen, respectively. The similar concentration pattern of PHYT and DO indicates that 

the mobile species concentration change is mainly controlled by the advective-dispersive 

transport rather than the biogeochemical reactions. However, the concentration change of 

immobile benthic species PHYT(b) and DO(b) is mainly affected by the biogeochemical 

reactions.  

 

3 sediment concentration 

-4
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Figure 3.6. Concentration Profiles of Phytoplankton for Example 3.2 

 

In the benthic immobile water phase, the concentration change of PHYT  is due to its 

decomposition and PHYT settling. Figure 3.6 shows increasing concentration of PHYT

with time, demonstrating that the settling rate of PHYT is greater than PHYT  

decomposition rate. In the benthic immobile water phase, the concentration change of 

DO  is due to the consumption of oxidation and diffusion of DO. Figure 3.7 shows 

decreasing concentration of DO(b) at upstream. This indicates that at the upstream the 

diffusion rate from DO is less than the consumption of oxidation. As the simulation time 

increases, there is more DO at downstream. Figure 3.7 shows increasing concentration of 

time = 3 day
time = 6 day
time = 9 day
time = 12 day

 
 

Top: PHYT; Bottom: PHYT(b)

(b)

(b) 

(b)

(b)
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DO(b) at downstream, demonstrating that the increased diffusion rate from DO is greater 

than the consumption of oxidation. 
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Figure 3.7. Concentration Profiles of Dissolved Oxygen for Example 3.2 

 

 

3.5. DISCUSSION 

To demonstrate the flexibility of the general paradigm to model water quality, the 

eutrophication model in WASP5 can be recast in the mode of reaction networks and 

employed as an example. In the original reports, there are 16 water quality state-variables 

simulated in WASP5, including NH3, NH3(b), NO3, NO3(b), OPO4, OPO4(b), PHYT, 

Top: DO; Bottom: DO(b)
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PHYT(b), CH2Ot, CH2Ot(b), O2, O2(b), ONt, ONt(b), OPt, and OPt(b). In the context of 

reaction network, there are 27 constituents involved in WASP5, including NH3, NH3(b), 

NO3, NO3(b), OPO4, OPO4(b), PHYT, PHYT(b), CH2O, CH2Op, CH2O(b), CH2Op(b), O2, 

O2(b), ON, ONp, ON(b), ONp(b), OP, OPp, OP(b), OPp(b),CO2, H2O, H+, N2, and O2(g).  

 

Rates of the 32 kinetic reactions as given in WASP5 were assumed not affected by the 

l i us, these fiv ents can be deco pl ther 22. 

T us,  constituents simultaneously from the reaction point 

of view. Had evidence indicated that the rate formulation of the 32 kinetic reactions also 

depended on the other 5 constituents in a system, then all 27 constituents should have 

b n m usly. Therefore, when WA pplied to any system, the fi t 

o r  the rate formulation for the 32 kinetic reactions is valid. If 

it is, then one can consider other issues involved in applying the model to the system. If 

any of the 32 rate equations is invalid, then one should not apply the model to the system. 

The question is then why WASP5 only considered 16 water quality state-variables. 

Examination of 6 fast equilibrium reactions would reveal that the adsorption reactions of 

aqueous CH2O, CH2O(b), ON, ON(b), OP, and OP(b) onto sediments were formulated with 

a simple partition. Furthermore, rate equations are only functions of the aqueous and 

particulate fractions of CH2Ot (= CH2O + CH2Op), CH2Ot(b) (= CH2O(b) + CH2Op(b)), 

ONt (= ON + ONp), ONt(b)(= ON(b) + ONp(b)), OPt (= OP + OPp), and OPt(b(= OP(b) + 

OPp(b)); not functions of 12 individual species. Thus, if we eliminate these twelve species 

using the 6 partition equations and 6 equations defining the total, the reaction-based 

ast f ve constituents. Th e constitu u ed from the o

h one only needs to simulate 22

ee odeled simultaneo SP5 is a rs

rde of business is to check if
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ap r 

reaction-based approach, we prefer to model all 22 species. This allows  necessary, 

the flexibility of more mechanistically modeling the sorption reactions and formulating 

the rate equations as functions of all individual species. In the decomposition of reaction-

matrix, the elimination of 6 fast equilibrium reactions is performed automatically rather 

then manually. 

 

N pts were made to compare the simulation results with field measurements 

because this is not the main objective of this paper. It is almost certain that the 

s ns presented above will not match with field measurements using all reaction 

p ters reported in WASP5. The important question then is what we should do to 

c te the model. There may be three ways. First we can abuse the model by 

optim ng h the best 

ization technique disregarding the physics involved in the system. Second we can 

d that has the design capability to include any number of 

ber of species and that provides a protocol for formulating 

proach would yield 16 identical equations as those in the WASP5 report. In ou

 us, if

o attem

imulatio

arame

alibra

izi  all 66 rate parameters characterizing 32 reaction rate equations wit

optim

justify the model by fine-tuning some of the 66 rate parameters or better reformatting 

some of the rate equations based on our understanding of the system. Third, we can 

advance the model by researching if there are new mechanisms that are operating in the 

system under investigation but not included in WASP5. In order not to abuse the model, a 

general paradigm is develope

reactions involving any num

the rates of reactions and discovering the assumptions and limitations of the model 

employed. 
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To illustrate the above points, let us consider a simplified system of WASP5, which 

includes the eutrophication without considering sediment-biogeochemical interactions. 

This simplification facilitates the discussion without loss of generality. The reaction 

network for the simplified system and its rate equations are given in Table 3.8, which 

includes 13 kinetic reactions involving 13 species, including NH3, NO3, OPO4, PHYT, 

CH2O, O2, ON, OP, CO2, H2O, H+, N2, and O2(g). Substitution of this reaction network 

into equation (3.7) results in 13 ordinary differential equations for 13 species in a well 

mixed system. Because the rates of all 13 reactions depend on only the first 8 species, 

equations governing the last 5 species are decoupled from the equations governing the 

first 8 species. Thus, only the first 8 species were considered in WASP5. The exclusion 

of these 5 species has an important implication when WASP5 is applied to a new system 

other than the one WASP5 was developed for. This point will be taken up later. 

 

No. Mechanism Reaction 
Table 3.8. Simplified Reaction Network of WASP5  

Reaction Rate  
1 PHYT growth 

nc 3 pc 4 2 2 2
32a NH a OPO CO H O PHYT O
12

+ + + → +
 

1 p1 4R   G C=
 

2 PHYT growth related nitrate reduction 
nc 3 nc 3 2

48a NO a NH O
12

− → +
 

32 NH p1 4R   (1 P )G C= −
 

3 PHYT death-endogenous respiration 
2 2 2 nc pcPHYT O CO H O a ON a OP

12
+ → + + + 3 1r 1r 4

32  T 20R   k C  −= Θ  

4 PHYT death-parasitization oc 2 nc pcPHYT a CH O a ON a OP→ + +
 

4 1d 4R   k C=  
5 PHYT death-herbivorous grazing R   k ZC=oc 2 nc pcPHYT a CH O a ON a OP→ + +

 
5 1g 4

 

6 PHYT death-promoted oxidation of ON nc nc 3a ON a NH→  
6 on p1 4R   (1 f )D C= −  

7 PHYT death-promoted oxidation of OP pc pc 4a OP a OPO→
 

7 op p1 4R   (1 f )D C= −
 

8 Re-aeration 2(g) 2O O→ (T 2
8 2 a s 6R   (C C )= Θ −

 0)k −  
9 Carbonaceous oxidation 2 2 2 2CH O O CO H O+ → +  

(T 20) 6
9 d d 5

C 12R   k C− ⎛ ⎞
= Θ ⋅⎜ ⎟

 
BOD 6K C 32+⎝ ⎠

10 Nitrogen mineralization 3ON NH→  
(T 20) 4

10 10 10 7
mPc 4

CR   k C
K C

− ⎛ ⎞
= Θ ⎜ ⎟+⎝ ⎠

 

11 Nitrification 
3 2 3 2

64NH O NO H O H
14

− ++ → + +
 

(T 20) 6C− ⎛ ⎞
11 11 11 1

NIT 6

R   k C
K C

= Θ ⎜ ⎟+⎝ ⎠

 

12 De-nitrification 
2 3 2 2 24 32 4 2 4

5 14 5 1 7CH O NO H CO N H O− ++ + → + +
 

3

(T 20) 6

NO 6

C 32−
⎛ ⎞

⎝ ⎠

 
12 2D 2D 2R   k C

K C 14
= Θ ⋅⎜ ⎟⎜ ⎟+

13 Phosphorous mineralization 4OP OPO→  
(T 20) 4

13 13 13 8
CR   k C

K C
− ⎛ ⎞

= Θ ⎜ ⎟+

 
mPc 4⎝ ⎠

C1 = NH3, C2 = NO3, C3 = OPO4, C4 = PHYT, C5 = CH2O, C6 = O2, C7 = ON, and C8 = OP 
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Table 3.9. Governing Equations Using the Reaction-based Diagonalization Approach 
 No. Working Equations  

1 nc 2 nc 4 5 6 7 2(g)
1

2d
4 1dE

⎛
⎜
⎝=1 

11

3 32 3 32 23 32 32 23 32 23 32C a C a C C C C [O ]
4 2 12 4 14 12 4 14 4 14 325 R

dt dt 14

⎞⎛ ⎞ ⎛ ⎞⋅ − ⋅ − ⋅ + + ⋅ + − + ⋅ −⎜ ⎟ ⎜ ⎟ ⎟⎝ ⎠ ⎝ ⎠ ⎠ = − ⋅
 

2 2 1 nc 4 72
12

d(C C a C C )dE 14 R
dt dt 32

+ + +
= = −

 

3 3 3
pc 1 pc 7 13dt dt

 dE dC a R a R R= = − + +

4 nc 4 1 2 3 5 7
4

3 pc 7 9 13

5 12 5 12 5 12 12 5 12d 1 a C C C 40C C C

dt dt

⎛ ⎞
4 14 4 14 4 14 32 4 14dE R 40a R R 40R

⎛ ⎞
⎝ ⎠⎝ ⎠= = − + − +
− ⋅ − ⋅ − ⋅ + + − ⋅⎜ ⎟⎜ ⎟  

5 
5

5 1 2 nc 4 7

4 5 9

dE 5 32 5 32 5 32 5 32d C C C a C C

dt 12 12

⎛ ⎞= − ⋅ − ⋅ − ⋅ − ⋅⎜ ⎟ 32 32dt 4 14 4 14 4 14 4 14 R R R⎝ ⎠ = + −
 

6 6 1 nc 2 nc 4 5 7 2(g )
6

nc 2

1 14 3 3 14 3 1 14 3 1 14 3 1 14d C C a 1 C a C C C [O ]

dt dt

⎛ ⎞⎛ ⎞ ⎛ ⎞⋅ − + ⋅ − − − ⋅ + − ⋅ − + ⋅⎜ ⎟ ⎜ ⎟⎜ ⎟  5 32 20 10 12 20 5 12 20 5 32 20 5 32dE a R⎝ ⎠ ⎝ ⎠⎝ ⎠= =

7 
pc

7 3 pc 4
pcnc7

pc 6 pc 7 10 13
nc

a
d C C a C

dt dt a

⎛ ⎞
aadE a R a R R R

+ +
⎝ ⎠= = − + − +
⎜ ⎟  

8 OP ( )8 3 pc 41
d C C a CdT 0

+ +
= =

 
dt dt

9 H+ 1 nc 2 nc 4 5 6 7 2(g)
2

3 1 3 1 3 1 1 1 3 1 1 1 1 1 3 1 1 1d [H ] C a C a C C C C [O ]
20 14 10 12 20 14 5 12 20 14 5 32 5 32 20 14 5 32dT 0

+⎛ ⎞⎛ ⎞ ⎛ ⎞+ ⋅ − ⋅ − ⋅ + ⋅ + ⋅ + ⋅ − ⋅ + ⋅ − ⋅⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠= =
 

dt dt

10 H2O 2 1 2 nc 4 5 6 7 2(g)
nc3

33 18 33 18 3 18 6 18 33 18 6 18 1 18 33 18 1 18d [H O] C C a C C C C [O ]
20 14 20 14 10a 12 5 12 20 14 5 32 5 32 20 14 5 32dT

⎛ ⎞⎛ ⎞

0
dt dt

⎛ ⎞+ ⋅ + ⋅ − ⋅ + ⋅ + ⋅ + ⋅ − ⋅ + ⋅ − ⋅⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠= =⎝ ⎠  

11 CO2
2 4 5

4

12d [CO ] C C
dT 32

⎛ ⎞+ +⎜ ⎟
⎝ ⎠  

0= =
dt dt

12 N2
( )2 1 2 nc 4 75 d [N ] C C a C CdT 0

dt dt
+ + + +

= =
 

13 O2(g)
2(g)8

8R
dt dt

= = −
d[O ]dE  

C1 = NH3, C2 = NO3, C3 = OPO4, C4 = PHYT, C5 = CH2O, C6 = O2, C7 = ON, and C8 = OP 
 

In a “true” reaction-based approach, however, governing equations for all species 

involved in the reaction network must be considered. The decomposition of the reaction 

matrix of all the 13 species would result in a set of 8 kinetic-variable equations [Equation 

(1) through (7) and Equation (13) in Table 3.9] and 5 component equations [Equation (8) 

through (12) in Table 3.9].  

 

If we substitute Equation (13) into Equation (1) and (6) in Table 3.9, the resulting first 8 

equations are then decoupled from the last 5 equations. The decomposition approach 

offers the advantage that the conservation of phosphorus is explicitly enforced when 

these eight equations are solved for the 8 species considered. Once the resulting 8 
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equations are solved for C1 through C8, Equation (3.13) is used to calculated the 

n the conservation principle for 

roton, water, carbon dioxide, and nitrogen. In an open aqueous system, the amount of 

tmosphere can be considered infinite, thus the supply of nitrogen to 

am

be  source of 

rea

partial pressure of CO2 would probably be important factors in controlling reaction rates 

pro cover additional 

 

The ate equations one 

of 

[O2 , R2, and R8 can be 

rea

To  linearly independent 

reactions are present to individually and mechanistically formulate rate equations. 

dynamics of O2(g), and Equations (3.9) through (3.12) are used to calculate the amount of 

H+, H2O, CO2, and N2 that must be supplied to maintai

p

nitrogen in the a

maintain its conservations can be met without question. Also in a large water body, the 

ount of water needed to maintain its conservation due to biogeochemical processes can 

met without much problem. The nagging question is what would be the

protons H+ and carbon dioxide CO2 to maintain their conservation with respective to 

ctions. For any system, if this nagging question cannot be answered, then the pH and 

and inducing additional biogeochemical processes. Under such circumstances, one 

bably has to revisit the rate equations and to conduct research to un

reaction networks for the system under investigations. 

 use of diagonalization approaches allows one to formulate some r

by one. For example, the reaction rate R11 can be calculated by plotting the concentration 

E1 versus time in which E1 is the linear combination of C1, C2, C4, C5, C6, C7, and 

(g)] [see Equation (1) in Table 3.9]. Similarly, reaction rates R12

calculated from the dynamics of E2, E6, and E8, respectively. Because linearly dependent 

ctions are present in the system, one cannot formulate all rate equations independently. 

do so, one has to design an experimental system such that only
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 SUMMARY 3.6.

bio

rive stems. Transport equations based on the principle of mass 

qua

netw n-based approaches. Through the decomposition of the 

con

mea

 

reac oth 

imm

netw quilibrium reactions. The code 

use ion of the eutrophication 

and  addressed.  

This paper presents the development of a numerical model for transient simulation of 

geochemical transformation of chemical species as they are transported in the 

r/stream of watershed sy

balance are used to describe temporal-spatial distributions of sediments and water 

lities. Biochemical and geochemical processes are completely defined with reaction 

ork and dealt with reactio

system of species transport equations, kinetic-variables rather than individual species are 

sidered as primary dependent variables and linearly independent reaction can be 

sured by a kinetic variable.  

 The code was first applied to a hypothetical example subjected to all ten types of 

tions shown in Figure 3.1, demonstrating that the model is able to simulate (1) b

sediment and reactive chemical transport; (2) chemical species in both mobile and 

obile water phases; and (3) chemical transport subjected to complex reaction 

ork involving both slow/kinetic reactions and fast/e

was then applied to a eutrophication example using reaction network recast from a widely 

d water quality model, WASP5. Based on the applicat

example, the deficiency of current practices in the water quality modeling is discussed 

 potential improvements over current practices using this model are
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CHAPTER 4. SEDIMENT AND REACTIVE CHEMICAL 

TRANSPORT MODELING IN OVERLAND SHALLOW WATER 

 

SYSTEMS 

ABSTRACT 

This paper presents the conceptual and mathematical development of a two-dimensional 

depth-averaged numerical model simulating sediment and reactive chemical transport in 

overland shallow water of watershed systems. Fast reactions and slow reactions are 

decoupled by decomposition of the system of species transport equations via Gauss-

Jordan column reduction of the reaction network, which allows robust numerical 

integrations. Therefore, both equilibrium and kinetically controlled biogeochemical 

reactions can be included in the model. Decomposition transforms species reactive 

transport equations into two sets: a set of nonlinear algebraic equations representing 

equilibrium reactions and a set of transport equations of kinetic-variables in terms of 

kinetically controlled reaction rates. The model uses kinetic-variables rather than 

biogeochemical species as the primary dependent variables, which reduces the number of 

transport equations and simplifies the reaction terms in the equations. Four examples are 

employed to demonstrate the design capability of the model. Based on the application of 

the eutrophication examples, the deficiency of current practices in the water quality 

modeling is discussed and potential improvements over current practices using this model 

are addressed. 

 98



 

Keywords: Sediment Transport, Reactive Chemical Transport, Modeling, Overland 

Shallow Water, Watershed Systems, Fast/Equilibrium Reactions, Slow/Kinetic 

Reactions, Kinetic-Variables, and Eutrophication 

 

4.1. INTRODUCTION 

Due to the rapid development of computer technology in the past two decades, water 

uality models have become the most popular assessing tools for studying the sediment 

nd pollutant distributions. They play an increasingly important role in making 

nvironmental policy and management decisions. From the point of view of geochemical 

ycling, comprehensive environmental studies ought to focus on watershed scales. A 

atershed system includes river/stream networks, overland regions, and subsurface 

edia (Yeh, et al., 1998a, and Yeh, et al., 2005), and management devices such as weirs, 

gates, cul ment of 

diment and reactive chemical transport models to simulate water quality in river/stream 

 

 al., 2002; and Zheng et al., 2004). Most of the 

q

a

e

c

w

m

verts, pumpings, cutoffs, etc. Therefore, this study involves the develop

se

network, overland region, and subsurface media. This paper considers the water quality 

modeling in overland shallow water. The transport and transformation of water quality in 

river/stream and subsurface watershed systems will be addressed in separate 

communications. 

 

Researches on overland water quality modeling include studies of both sediment 

transport (McDonald and Cheng, 1994; Paulsen and Owen, 1996; Harris and Wiberg, 

2001; and Zeng and Beck, 2003) and chemical transport (Falconer and Lin, 1997; 

Tufford and McKellar, 1999; and Shen et
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existing overland water quality models simulate either specific systems (Cerco and Cole, 

 interactions among 

hemicals based on reaction mechanism have a better penitential for application to other 

systems (Steefel and Cappellen, 1998). The reaction-based approach to model fate and 

ansport of chemicals in biogeochemical cycles is quite generic. Although a few 

action-based models can handle contaminant transport subject to kinetically controlled 

hemical reactions (Yeh et al., 1998a; Cheng et al., 2000; and Yeh et al., 2005), no 

xisting overland water quality model, to our knowledge, has used a fully mechanistic 

pproach to estimate both kinetically and equilibrium controlled reactive chemical 

ansport in overland shallow water systems. 

 

his paper presents a general two-dimensional depth-averaged numerical model 

hydrodynamic equations. The model can be used to simulate sediment transport alone, 

1995; Shen et al., 2002; and Zheng et al., 2004) or systems containing specific reactions 

(Brown and Barnwell, 1987; Ambrose et al, 1993; and Bonnet and Wessen, 2001). They 

may provide efficient monitoring and management tools because they are calibrated for 

specific environments, but the extension of a calibrated model to other environmental 

conditions need to be carefully evaluated. With better understanding and mathematical 

formulation of complex biogeochemical interactions (Thomann, 1998; Somlyody et al., 

1998; Mann, 2000; and Yeh et al., 2001), models considering

c

tr

re

c

e

a

tr

T

simulating the water quality in overland shallow water systems subject to the 

corresponding flow fields. The effects and feedback of sediment and chemical transport 

on flow fields are assumed negligible. The assumption gives our model the full flexibility 

to be linked with any two-dimensional flow model, which solves depth-averaged 
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reactive chemical transport alone, or sediment and reactive chemical transport 

simultaneously. It is further assumed that sediment transport is not signicantly affected by

SS = suspended sediment  

MW = in mobile water 

SP = suspension precipitate 

BS = bed sediment  

IMW = in immobile water 

BP = bed precipitate 
C = dissolved chemical  
CS = particulate on SS 
CB = particulate on BS 
1 = clay 2 = silt 3 = sand   
     Be

d 
  
  

  
  

  
 C

ol
um

e 

transport are simulated, the sediment fields are computed first. Then the reactive 

chemical transport is calculated using the computed sediment fields at respective times.  

 

 

 

 

 

 

 

Figure 4.1. Sediments and Chemicals in Overland Watershed Systems 

 

In our model, sediments are categorized based on their physical and chemical properties. 

For each category of sediment, we include mobile suspended sediment particles scattered 

in water column and immobile bed sediment particles accumulated in water bed. The 

distribution of suspended sediment and bed sediment is controlled through hydrolo

                                   CS1 
         CS3        SP   

       SS3               CS2       SS2 

 

 

e presence of chemicals. Therefore, when both sediment and reactive chemical 

 

 

 

 

 

 

gical 

ansport as well as erosion and deposition processes. There are six phases and three 

shown in Figure 4.1, the six phases are suspended 

ent, mobile water, immobile water, suspension precipitate, and bed 

tes.  

        CMW     SS                     

                                                               CB3  

          BP         CIMW         BS3

th

 
  
  CB2  BS2         CB1        BS1  

tr

forms for chemical species. As 

sediment, bed sedim

precipitate phases; and the three forms are dissolved chemicals, particulate chemicals 

sorbed onto sediments, and precipita
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A reactive system is completely defined by specifying biogeochemical reactions (Yeh et 

al., 2001). In the transport simulation, biogeochemical reactions can be divided into two 

controlled “slow” reactions. The former are sufficiently fast compared to the transport 

 

pared to the transport time-scale. They are either reversible or 

irreversible, so that local equilibrium formulation is inappropriate.  

 

nt in the Model 

geochemical reactions taken into account in the model 

s, volatilization reactions, diffusion reactions, 

and sedimentation reactions et al. Any individual reaction representing any of these 

classes (Rubin, 1983): (1) equilibrium-controlled “fast” reactions, and (2) kinetically-

time-scale and are reversible, so that local equilibrium may be assumed. The latter are not

sufficiently fast com

 

  Water 
 Air 

 
 

 
 
 
  
 
 
 
 
 

 
Figure 4.2. Example Biogeochemical Reactions Taken into accou

 

As shown in Figure 4.2, bio

include aqueous complexation reactions, adsorption/desorption reactions, ion-exchange 

reactions, precipitation/dissolution reaction

(1) Aqueous complexation in mobile water phase, 
(2) Adsorption/desorption or ion-exchange between 
mobile water 
(3) Precipita
suspension preci
(4) Adsorption/desorption or ion-exchange between 

(6) Adsorption/desorption or ion-exchange between 

(9) Diffusion between mobile and immobile water 

and bed sediment phases 

Surface 
and suspended sediment phases,  

tion/dissolution between mobile water and 
pitate phases, 

mobile water and bed sediment phases,  
(5) Aqueous complexation in immobile water phase,  

immobile water and bed sediment phases,  
(7) Precipitation/dissolution between immobile water 
and bed precipitate phases, 
(8) Volatilization from mobile water phase, 

phases, 
(10) Sedimentation of particulates between suspended 

Mobile 
Water 

(2) 

(1) 
(3) 

(8) 

Suspension
Precipitate

Immobile 
 Water Bed 

Sediment

Bed  
Precipitate 

Suspended 
Sediment 

(4) 

(7) (6) 
(5) 

(9) 
(10) 
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chemical processes may be simulated as kinetic or as equilibrium, which makes the code 

extremely flexible for application to a wide range of biogeochemical transport problems. 

 

The main objective of this paper is to demonstrate the design capability and flexibility of 

the model in simulating sediment and reactive biogeochemical transport subject to both 

equilibrium and kinetically controlled biogeochemical reactions. Through decomposition 

of the system of species transport equations, fast reactions and slow reactions are 

ecoupled, which enables robust numerical integrations. Theoretically, the model has the 

active chemical transport with arbitrary number of both 

 can be transformed into a reaction network 

any of the reactions that take

not been clearly identified, different formulations may be required for different types of 

 

d

capability to simulate re

equilibrium reactions and kinetic reactions. Based on the reaction-based paradigm (Fang 

et al., 2003), any biogeochemical process that

can be dealt with. Because m  place in natural systems have 

reactions. In our model, the reaction rates of elementary kinetically controlled reactions 

are given by collision theory (Stumm and Morgan, 1981). For non-elementary kinetic 

reactions, the reaction rates can be formulated by user specified rate laws based on either 

empirical or mechanistic approaches. Similarly, an equilibrium reaction can be described 

by either a mass action equation or a users’ specified nonlinear algebraic equation.  

 

4.2. MATHEMATICAL BASIS

4.2.1. Water Flow 
The continuity equation of water flow can be derived based on the conservation principle 

of water mass as (Yeh et al., 2005): 
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s r e
h S S S S
t i

∂
∂

+∇ ⋅ = + − +q   (4.1) 

where h is the water depth [L]; t is the time [T]; q is the flux of overland flow [L2/T]; Ss 

the rate of mass 

hange is due to erosion/deposition as (Yeh et al., 2005): 

  

is the artificial source [L/T]; Sr is the source due to rainfall [L/T]; Se is the sink due to 

evaporation [L/T]; and Si is the source due to exfiltration. The continuity equation for 

water flow is provided to derive the advective form of transport equations. 

  

4.2.2. Bed Sediments 
The balance equation for bed sediments is simply the statement that 

c

∂Mn

∂ t n n s

where M

D R N= − ∈, [ , ] n 1  (4.2) 

e et al., 2000; and Zhang and Yeh, 2005) of the n-th sediment in mass per unit bed 

area per unit time [M/L2/T], respectively, and NS is the total number of sediment size 

fractions. Concentrations of all bed sediments must be given initially for transient 

.2.3. Suspended Sediments 

n is concentration of the n-th bed sediment in mass per unit bed area [M/L2], Dn 

and Rn are the deposition and erosion rate (Yeh et al., 1998; Gerritsen et al., 2000; 

Prandl

simulations. No boundary conditions are needed for bed sediments.  

 

4

The continuity equation of suspended sediment can be derived based on the conservation 

law of material mass as (Yeh et al., 2005): 

  
( ) ( ) ( )n as

n n n n n s

hS
S h S MS R D ,  n [1, N ]

∂
+∇ ⋅ −∇ ⋅ ⋅∇ = + − ∈q K  (4.3) 

t∂
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where Sn is the depth-averaged concentration of the n-th suspended sediment in the unit 

of mass per unit column volume [M/L3]; K is the dispersion coefficient [L2/T]; and MSn
as 

is the artificial source of the n-th suspended sediment [M/L2/T]. Concentrations of all 

suspended sediments must be given initially for transient simulations. Five types of 

bile s ecies is simply the statement that the rate of mass 

ical reaction as: 

boundary conditions are taken into account for suspended sediments, including Dirichlet, 

Variable, Cauchy, Neumann, and River/stream-overland interface boundary conditions 

(Yeh et al., 2005). 

 

4.2.4. Immobile Species 
The balance equation for immo p

change is due to biogeochem

( )i i  i N imhr ,  i M
t∂

= ∈  (4.4) 

where C

hρ C∂

.2.5. Mobile Species 

i is the concentration of species i, which is immobile, in the unit of chemical 

mass per unit phase mass [M/M], ρi is the density of the phase associated with species i 

[M/L3], ri│N is the production rate of species i due to all N reactions in the unit of 

chemical mass per column volume per time [M/L3/t], and Mim is the number of immobile 

species. The concentrations of all immobile species must be given initially for transient 

simulations. No boundary conditions are needed for immobile species. 

 

4

The continuity equation of mobile species can be derived based on the conservation law 

of material mass stating that the rate of mass change is due to both advective-dispersive 

transport and biogeochemical reactions as: 
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( ) ( ) ( )i i as

rs is

hρ C
ρ C h ρ C M

t
          M M hr ,   i M M M  

∂
∂

+∇ ⋅ −∇ ⋅ ⋅∇ = +⎡ ⎤

+ + ∈ − =

q K
 (4.5) 

as

2 rs 2 is

2

i i i i i

i i i N im m

⎣ ⎦

where Ci is the concentration of species i that is mobile, Mi  is the artificial source of 

species i [M/L /T], Mi  is the rainfall source of species i [M/L /T], Mn  is the source of 

species i from subsurface [M/L /T], M is the total number of chemical species, and Mm is 

the number of mobile chemical species. The concentrations of all mobile species must be 

given initially for transient simulations. Similar to suspended sediment transport, five 

types of boundary conditions are taken into account for mobile species.  

 

4.3. DECOMPOSITION OF SPECIES REACTIVE TRANSPORT SYSTEMS 

From a mathematical point of view, the temporal-spatial distribution of chemical species 

is described by a system of Mim mass balance equations (Equation 4), and Mm reactive 

transport equations (Equation 5). These two equations can be recast in the following 

form. 

  i i
i i i i Nα L(ρ C ) hr ,  i M

t
(hρ C )∂
∂

+ = ∈  (4.6) 

where αi is 0 for immobile species and 1 for mobile species, and operator L is defined as  

  ( ) ( ) ( ) ( )as rs is
i i i i i i i i iL ρ C ρ C h ρ C M M M= ∇ ⋅ −∇ ⋅ ⋅∇ − + +⎡ ⎤⎣ ⎦q K   (4.7) 

The determination of ri⏐N and associated parameters is a primary challenge in 

biogeochemical modeling. Instead of using an ad hoc method to formulate ri⏐N, we use 

reaction-based formulations (Steefel and Cappellen, 1998). In a reaction-based 
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formulation, ri⏐N is given by the summation of rates of all reactions that the i-th species 

participates in,  

( ) [ ]i N reaction ik ik kr ( )r ,  i Mν µ= = − ∈∑  (4.8) 

ies described by   

N
i i

k 1

d ρ C
dt =

where νik is the reaction stoichiometry of the i-th species in the k-th reaction associated 

with the products, µik is the reaction stoichiometry of the i-th species in the k-th reaction 

associated with the reactants, and rk is the rate of the k-th reaction.  

 

Substituting Equation (4.8) into Equation (4.6) results in the transport equations of M 

chemical spec

 [ ]
N

i i h
i i i ik ik k

k 1

(hρ C ) α L(ρ C )=h ( )r ,  i M;  or  L( ) h
t t

∂ ν µ
∂ =

∂
+ − ∈ +

∂∑ CU α C rν=  (4.9) 

where U is a unit matrix, Ch is a vector with its components representing M species 

concentrations multiplied by the water depth, α is a diagonal matrix with αi as its 

diagonal component, C is a vector with its components representing M species 

concentrations, ν is the reaction stoichiometry matrix, and r is the reaction rate vector 

with N reaction rates as its components. Equation (4.9) presents mass balance for any 

species i in a reactive transport system, which states that the changing rate of any species 

mass is due to advection-dispersion coupled with contributing reactions that describe 

biogeochemical processes.  

 

In a primitive approach, Equation (4.9) is integrated to yield the distributions and 

evolutions of chemical species in a region of interest. However, when some fast 

equilibrium reactions taking place in the system, this approach is not adequate (Fang et 
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al., 2003). Here, we will take a diagonalization approach through decomposition. 

Equation (4.9) written in matrix form can be decomposed based on the type of 

ical reactions via Gauss-Jordan column reduction of reaction m

(Chilakapati, 1995). Among all the fast/equilibrium and slow/kinetic reactions, 

“redundant reactions” are defined as fast reactions that can be derived from other fast 

reactions, and “irrelevant reactions” are kinetic reactions that are linearly dependent on 

only equilibrium reactions. In order to avoid the singularity of the reaction matrix, 

dundant fast reactions are automatically removed from the 

decomposition, if users inadvertently include them. The removal of irrelevant slow 

reactions alleviates problems associated with rate formulation uncertainty and 

ation for these reactions. 

 

Decomposition is performed by pivoting on the NE equilibrium reactions and decoupling 

m simultaneous consideration. An incomplete Gauss-

Jordan row decomposition of the reaction matrix ν by pivoting on NE equilibrium 

reactions will result in NE equilibrium-variables and M-NE kinetic-variables. 

biogeochem atrix ν 

re system prior to 

parameteriz

them from the NK kinetic reactions. In other words, each fast reaction can be used to 

eliminate one chemical species fro

h

h

L h

dt

∂⎧ ⎫
⎪ ⎪dt ⎛ ⎞⎡ ⎤ ⎡ ⎤ ⎧ ⎫ ⎡ ⎤ ⎧ ⎫⎪ ⎪ + =

⎪ ⎪

1 1 1 1 1 1 1 1A 0 Β 0 C D K r
  ⎜ ⎟⎨ ⎬ ⎨ ⎬ ⎨ ⎬⎢ ⎥ ⎢ ⎥ ⎢ ⎥∂⎣ ⎦ ⎣ ⎦ ⎩ ⎭ ⎣ ⎦ ⎩ ⎭⎝ ⎠⎪ ⎪

⎩ ⎭

1

2 1 2 1 2 2 2 22

C

A U Β α C 0 K rC
 (4.10)  

where A1 and A2 are submatrixes of the reduced U matrix with size of NE×NE and (M-

NE)×NE respectively, 01 is zero submatrix of the reduced U and α matrixes with size of 

NE×(M-NE), U1 is unit submatrix of the reduced U matrix with size of (M-NE)×(M-NE), 
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Ch1 and Ch2 are subvectors of the vector Ch with size of NE and M-NE respectively, B1 

and B2 are submatrixes of the reduced α matrix with size of NE×NE and (M-NE)×NE 

spectively, α1 is a diagonal submatrix of the reduced α matrix with size of (M-NE)×(M-

 ν with size of NE×NK and (M-NE)×NK respectively, reflecting the effects of NK 

inetic reactions, 02 is a zero matrix representing a submatrix of the reduced ν with size 

, r1 and r2 are subvectors of the vector r with size of NE and NK, 

garded as infinite. An infinite 

rate is mathematically represented by a mass tion equation or a user specified algebraic 

equation. As ) effectively 

educes a set of M simultaneous reactive transport equations into two subsets of 

re

NE), C1 and C2 are subvectors of the vector C with size of NE and M-NE respectively, D1 

is the diagonal matrix representing a submatrix of the reduced ν with size of NE×NE 

reflecting NE linearly independent fast reactions, K1 and K2 are submatrixes of the 

reduced

k

of (M-NE)×NE, and

respectively. 

 

For reactions that are fast, equilibrium may be regarded as being reached instantaneously 

among the relevant species and the reaction rates may be re

 ac

 a result, the decomposition of Equation (4.9) to Equation (4.10

r

equations. The first set contains NE nonlinear algebraic equations representing mass 

action laws for the equilibrium reactions, and the second set contains (M-NE) kinetic-

variable transport equations. These equation subsets are defined as 

Mass Action Equations for Equilibrium Reactions 
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j 1
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Transport Equations for Kinetic-Variables  
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From equations (4.7), (4.12) and (4.13), the M-N

KN

E transport equations for kinetic-

variables are specified as follows  
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where En is the concentration of the n-th kinetic-variable [M/L3], En
m is the concentration 

of mobile part of the n-th kinetic-variable [M/L3], ME as is the artificial source of the n-th 

kinetic-variable [M/L2/T], ME rs is th e n-th kinetic-va e 

[M th m subsurface [M/L2/T] An 

is the production rate of n-th kinetic-va chemical reactions [M/ , 

M , er of equilibrium reactions. 

n

n e rainfall source of th riabl

/L /T], ME2
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is is the source of the n-  kinetic-variable fro , R

riable due to biogeo L3/T]

 is the number of chemical species and NE is the numb
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Initial and boundary condition for c nsformed into 

correspond cond

 

To enable the application of the model h and practical applications

numerical options are provided to solve  and 

th   
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4.

4. en T

his example is to demonstrate the capability of the model in simulating sediment and 

active chemical transport subject to complex reaction network involving both kinetic 

hemical species need to be tra

ing initial and boundary itions for kinetic-variables. 

 to both researc , five 

 the advective-dispersive transport equations

ree coupling strategies are given to

05). 

deal with reactive chemistry (Zhang and Yeh,

4. EXAMPLES 

4.1. Overland Transport with T ypes of reactions 

T

re

and equilibrium reactions, under the effect of temperature.  

 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50

51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75

76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 100

101 102 103 104 105 106 107 108 109 110 111 112 113 114 115 116 117 118 119 120 121 122 123 124 125

 

depth is set to be 2.0 m, and flow velocity is 0.5 m/s in the x-direction and 0.0 m/s in the 

Figure 4.3. Simulation Domain Descretization for Example 4.1 

 

The domain of interest has covered a horizontal area of 5,000 m × 1,000 m and is 

discretized with 125 square elements shown in Figure 4.3. To focus on transport, water 
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y-direction everywhere. Manning’s roughness is 0.05. Two cases are considered with 

different temperature distribution. As shown in Figure 4.4, in case 1, temperature is set to 

be 15 °C throughout the region; and in case 2, temperature ranges from 15 °C to 25 °C at 

ifferent locations.  d
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Figure 4.4. Distribution of Temperature (ºC) for Example 4.1 
Upper: case 1; Lower: case 2  

 

One size of cohesive sediment is taken into account with settling speed of 1.2×0-6 m/s, 

critical shear stress for deposition of 4.15 g/m/s2, critical shear stress for erosion of 4.08 

g/m/s2, and erodibility of 0.1 g/m2/s. There are 14 species, including 3 dissolved 

chemicals in mobile water phase 1, CMW2, and CMW ); 3 dissolved chemicals in 

immobile water phase (CIMW1 2, and CI ; 3 p ticulate chemicals sorbed 

 (CMW 3

, CIMW MW3) ar
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