
57 

say M[ 2]=(M +M +---+M )/N or �~�[ �2 �]� T T T-1 T-N+l T 
M -M 

= M + ( T �T�~�N� ) 
T-1 N 

By heuristic developmrmt, the estimators of b
1 

,b
2 

are (14) 

b =ZM -M[ 2] b T 
1 T T - 2 

and the estimation of the observation in period T would be 

The, doub 1 e moving average method may be used to forecast t 

periods into the future 

or 

d Simple Exponential Smoothing 

The function is a horizontal pattern function : Xt=b+et' 
2 where bis an unknown constant and et'""'N(O,be). It differs from 

the moving average method as follows: instead of keeping track 

of the past N observations, we will keep track of the estimate of 

b made at the end of the previous period, S(T-1}, and the current 

period s actu,al demand, Xt'' W'e want to use this information to 

calculate an updated estimate b(T). A way to obtain the new 

estimate is to modify the old estimate by some fraction of the 

forecast error resulting from using the old estimator to forecast 

demand in the current �p�e�r�i�o�d�~� This forecast error is 
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e (T)=X -S(T-1) 1 T 

where S(T-1) is the smoothed value forecasted one period ago. 

So that, if a is the desired fraction, the new estimate of 

expected demand is 

or 

ST=ST-l+a[XT-ST-1] 

Sr=aXT+(l-a)ST-l 

The operation defined is called simple exponential smoothing 

and the fraction a is called the smoothing constant. 

Exponential smoothing require a starting value S
0

. If 

historical data are available, then one could use a simple average 

of the first N observations as S : 
0 

e. Double Exponential Smoothing 

Consider a situation in which the average level of the time 

series changes over time in a linear fashion. Thus an appropriate 

model for the time series might be 

xt =b, +b2· t+et 

2 where E(Xt/t)=b1+b2t and et""'N(O,~e) 

If simple exponential smoothing was applied to the observation 

from linear process of the above equation, we would obtain at the 

end of period T 

( 1 ) 



59 

Now suppose we apply the exponential smoothing operator to 

the output of equation (l). This result in 

s[ 2]=aS +(l-a)S[ 2] T T . T-1 (2) 

where the notation s~2 ] lmplies double exponential smoothing, or 

second order exponential smoothing, 

By some mathematical calculation, we could show that the 

expected demand at period T is 

x =25 -s[2] T T T 

To forecast the expected demand of t period in the futures 

X = ( 2+ a t }S -(1+ ia.t )5[2] 
T+t 1-a T 1-a T 

In initiating double smoothing, values must be given to S
0 

and s~2 J . Because of their lack of intuitive meaning, it is 

di f ficult to assign value directly to these quantities. Usually 

these initial conditions are obtained from estimates of the two 

coeff icients b1 and b2 , which may be developed through simple 

linear regression analysis of the historical data. 

f. Multiplicative Seasonal Smoothing (Winters') 

This model is Xt=(b1+b2t) . Ct+et, where Ct is a multiplicative 

seasonal factor. 

The length of the season is N periods, and the seasonal 

factors are defined so that they sum to the length of the season, 
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N 
r C =N 
t=l t 

To forecast the observation in any future period T+t, we will 

use 

The development of a forecasting system using Winters' 

method requires initial value of the parameters b1(o), b2(o), and 

Ct(O) for t=l,2,---N. The historical information, if available, 

can be used to provide some or all of the initial estimate. 

At the end of the current period T, after observing the 

realization for that period, XT' we would update the parameter of 

b1(T), b2(T), and CT(T) as follows: 

XT 
b1(T)=a +(1-a)[b1(T-l)+b2(T-l)] 

I CT(T-N) 

b2(T)=B[b1(T)-b1(T-l)]+(l-B)b2(T-l) 

x 
c1 (T)=r T + (l-r)C1 (T-N) 

bl (T) 

g. Additive Seasonal Smoothing 

Suppose that a seasonal time series can be described by 

Xt=b1+b2t+Ct+et' where Ct is the additive seasonal factor. 

Season length is N period. This model would be appropriate when 
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the amplitude of the seasonal pattern is independent of the average 

level of the series. In this case 

N 
r C =O 
t=l t 

We will forecast future value using: 

Again, the problem require the initial estimates of b1(o), 

b2(0), and Ct(O) for t=l,2,---N. Since the variation is in­

dependent oft, the regression assumption is applied. We can 

estimate b1(o) and b
2

(o} by using a straight line regression. We 
T 

also could use the fact that E Ct=O, and determine the Ct by 
t=l 

averaging the regression residuals for each season period. 

Our initial estimates (shifting the time constant to current 

time) will be 

b2(0)=b2 

b1(o)=b1+mn b2 

Ct(O)=Ct t;l,2,---n 

where mis the number of complete seasons of data available (i.e., 

there are mn observations x1x2---, Xmn' but only n distinct seasonal 

fa~tors). 
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APPENDIX C 

FORECASTING ERROR MEASUREMENT METHODS 

A. Mean Square Error (MSE). 

n - 2 
MSE=r (Y.-Y.) /n 

. 1 1 1 i= 

B. Mean Absolute Percentage Error. 

n 
MAP E = ': I ( Y ; -Y; ) I Y ; I In 

i=l 

C. Mean Absolute Deviation (MAD) 

n 
MAD= E I ( Y · -Y · ) I In . 1 1 1 

1= 
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APPENDIX D 

MOVING RANGE TEST 

A. The Definition of Moving Range. 

n 
MRt=~ MRt/(n-1) 

t=l 

where Xt=Forecasted value for period t. 

Xt=Actual value at period t 

8. Control Principle. 

a. Control Chart (for 99.7 % confidence) 

REGION A 

REGION B 

REGION B 

REGION A 

2. 66 MR (UCL) 

1. 79 MR 

- - - - - 0 • 8 9 MR 
REGION C 

CENTER LINE 
REGION C 

- 0.89 MR 

- -1 . 79 MR 

---+---~---+-------+----- -2. 66 MR (LC .. ) 
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The three regions are defined as: 

(1) Region A: 

(2.) Region B: 

(3) Region C: 

The region falls outside the line which 
is away from the center line (suppose 
it is zero) + 1 .79 MR distance. 

The region falls outside the line which 
is away from the center line+ 0.89 MR 
distance. 

The region falls both side of center 
line. 

b. Out of Control Condition. 

(1) One point is outside control limit (+2.66 MR). 

(2) Two out of three successive points are in region 
A. 

{3) Four of the successive points are in region B. 

(4) Eight successive points are in region C. 
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