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ABSTRACT

Photonic switches are becoming key components in advanced optical networks because of the large variety of applications that they can perform. One of the key advantages of photonic switches is that they redirect or convert light without having to make any optical to electronic conversions and vice versa, thus allowing networking functions to be lowered into the optical layer. InP-based switches are particularly attractive because of their small size, low electrical power consumption, and compatibility with integration of laser sources, photo-detectors, and electronic components.

In this dissertation the development of integrated InP photonic switches using an area-selective zinc diffusion process has been investigated. The zinc diffusion process is implemented using a semi-sealed open-tube diffusion technique. The process has proven to be highly controllable and reproducible by carefully monitoring of the diffusion parameters. Using this technique, isolated p-n junctions exhibiting good I-V characteristics and breakdown voltages greater than 10 V can be selectively defined across a semiconductor wafer.

A series of Mach-Zehnder interferometric (MZI) switches/modulators have been designed and fabricated. Monolithic integration of 1x2 and 2x2 MZI switches has been
demonstrated. The diffusion process circumvents the need for isolation trenches, and hence optical losses can be significantly reduced. An efficient optical beam steering device based on InGaAsP multiple quantum wells is also demonstrated. The degree of lateral current spreading is easily regulated by controlling the zinc depth, allowing optimization of the injected currents. Beam steering over a 21 microns lateral distance with electrical current values as low as 12.5 mA are demonstrated. Using this principle, a reconfigurable 1x3 switch has been implemented with crosstalk levels better than -17 dB over a 50 nm wavelength range. At these low electrical current levels, uncooled and d.c. bias operation is made feasible.

The use of multimode interference (MMI) structures as active devices have also been investigated. These devices operate by selective refractive index perturbation on very specific areas within the MMI structure, and this is again realized using zinc diffusion. Several variants such as a compact MMI modulator that is as short as 350 µm, a robust 2x2 photonic switch and a tunable MMI coupler have been demonstrated.
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CHAPTER ONE: INTRODUCTION

In the past two decades the demand for information transmission capacity has been increasing very rapidly. The main driving force has been the rapid growth of internet applications such as the world-wide-web, business and data transfers, internet banking, media downloading, voice over IP, etc. This explosive growth has been accommodated using optical fiber telecommunications because of the large bandwidth in excess of 50 THz [1] that optical fibers inherently possess. However it is technologically nearly impossible to exploit all of the available bandwidth using a single high-capacity channel. An elegant solution to this problem has been the superposition of many concurrent signals on a single fiber, each one with a different wavelength; which is known as wavelength-division multiplexing (WDM). The volume of information to be transmitted and processed is expected to increase even more rapidly in the future, with some estimations anticipating that communications and signal-processing systems will have to fulfill a throughput of 1 Tb/s or even 5 Tb/s by the year 2010 [2]. Such an improvement can only be achieved by substantial improvements in both system and device technologies.

On the system perspective different approaches have been implemented to achieve Tb/s capacity. Recently, the feasibility of a transmission throughput exceeding 1
Tb/s was experimentally demonstrated by using either time-division multiplexing (TDM) or WDM [3-5]. However, to fully deploy such systems new technologies and devices have to be developed. Among the many devices required in advanced optical networks, photonic switches are becoming key components because they can perform a variety of applications, particularly in signal routing and time-division signal processing. In these applications, the optical transparency of photonic switches modules offers simplified and higher-capacity system operation, by allowing networking function to be lowered to the optical layer. One of the major advantages of photonic switches is that it avoids the need for optical-electronic and electronic-optical (o-e-o) conversions. Such conversions not only limit the versatility and transparency of the system, but can also amount to signal deterioration and to errors being introduced. In fact, the elimination of such o-e-o conversions will result in a major decrease in the overall system cost, since the equipment associated with these conversions represents the main cost associated in today’s networks.

Another critical element in future optical networks is the integration of different photonic and electronic components on a single chip, the so-called Photonic Integrated Circuits (PICs). PICs are becoming increasingly important, because this approach has the advantage that one obtains a small and compact unit in which all the components are connected by means of waveguides. This improves the robustness of the circuit, and reduces its sensitivity to the environment. Even more importantly, since packaging costs are a substantial, if not the main part of the component cost, it is more cost effective to integrate multiple components monolithically within a single package [6]. For Photonic
integrated Circuits to become more attractive, the resulting chip should be able to process both optical and electronic signal. More importantly, the development of reliable and reproducible integration techniques is critical for the fabrication of planar high-quality PICs. This includes the delineation of passive and active optical regions, as well as the integration of the required drivers for such devices. Material selection becomes a critical issue since it has to provide a suitable platform in which optical and electronic devices can be integrated.

1.1 Enabling Switching Technologies

Over the years different materials and configurations have been employed for the development of photonic switches. They can be divided by the physical switching mechanism, such as acousto-optic, thermo-optic, electro-optic, and even electro-mechanical in nature, depending on the application requirements. In the following, a brief description of some switching technologies is provided, and the advantage of using semiconductors is emphasized.

**Mechanical:** Micro-electro-mechanical systems (MEMS) have progressively emerged as a very mature technology. Using MEMS, large arrays of photonic switches can be produced to implement optical cross-connecting functions [7, 8]. The main advantages of MEMS is that low crosstalk (< -50 dB), low loss, and polarization independent devices can be obtained. However, their switching speed is relatively slow (~ 5 ms), which is not a major limitation for certain applications.
**Thermo-Optic:** The effect has been primarily used with silica-on-silicon and polymer materials. The technology is quite advanced and had been used to fabricate a variety of complex devices [9, 10]. They operate by passing current through a metallic thin film, which in turns heats the waveguide, and induces a temperature dependent index change that can be used for switching. Electrical power consumption and switching speed (~1 ms) are the most relevant issues for thermo-optic devices.

**Acousto-Optic:** Acousto-optic switches receive acoustically-induced pressure waves from a RF-fed piezoelectric transducer to generate a traveling phase grating in optical waveguides. The induced grating then diffracts the light to the desired port. Using this technology, optical switches in LiNbO$_3$ and GaAs with switching speeds on the order of 1 $\mu$s and crosstalk levels better than -15 dB have been demonstrated [11, 12]. These devices are also well suited for free-space switches and cross-connects.

**Liquid Crystal:** Liquid crystal switches can use polarization manipulation of individually addressable liquid-crystal arrays placed between polarizing filters [13, 14]. Switching matrices have been demonstrated using this technology, with the main problem being the insertion loss (> 10 dB). Single switches exhibit crosstalk better than -35 dB and switching speeds of less than 100 ms. The technology is very mature with the main concern being temperature dependence if not properly designed.

**Electro-Optic:** The electro-optic refractive index change can be separated into
electric field and carrier induced refractive index changes. The first is due to the linear (Pockels) electro-optic effect and the quadratic (Kerr) electro-optic effect. The effect is present in certain type of crystals, and has been mostly used in LiNbO$_3$ and III-V semiconductors (GaAs and InP). Furthermore by using semiconductor multiple quantum well structures, a quasi-resonant electro-optic effect that is significantly enhanced over the Pockels effect can be obtained. The crosstalk performance of electro-optic switches is highly dependent on the physical device design, but many switches exhibit crosstalk better than -20 dB. Switching speed is usually only limited by the device capacitance, but in devices of sizeable optical lengths a traveling wave electrode geometry is required. Nevertheless very fast switches have been demonstrated [15, 16]. The carrier induced index change is caused by a change in the carrier concentration which, due to the band filling, bandgap shrinkage and free-carrier plasma effect, gives rise to a negative refractive index change [17]. This can be achieved by either carrier injection or depletion, depending on the sign of the required refractive index change. By using carrier injection, semiconductor optical amplifiers (SOAs) can also be used as switches by turning the gain on and off. The only drawback when using carrier injection is that switching speed is related to the carrier recombination time, which limits the device switching time to the nanosecond range [18]. However, this is still very faster when compared to some of the other switching technologies described above.

Considering the technologies listed above, it is evident that integration of passive (transparent) and active (amplifiers, modulators, and switches) devices can be more
easily accomplished in III-V semiconductor materials. In particular, InP-based semiconductors and its alloys are very attractive because they are also well suited for the fabrication of high-speed electronic devices.

1.2 InP-Based Technology

Remarkable progress has been made in InP-based devices in recent years. Despite the presence of a competing, and more mature technology that is based on GaAs and related compounds, devices employing InP-based compounds have generated much attention. The driving force behind this technology relies on the ability to fabricate high performance photonic and electronic components for telecom applications, and the potential to monolithically integrate them on a single chip.

InP is a member of the III-V family of semiconductor materials, meaning that it is a binary crystal with one element from the metallic group III of the periodic table, and one from the non-metallic group V. The family includes InP, GaAs, GaN, InSb, and InAs. Being a semiconductor, InP has an energy bandgap which is opaque for light energy higher than the bandgap, and transparent for light energy levels that are below. It also has a direct bandgap, meaning that the energy transitions of electrons that take place when a photon is absorbed or emitted do not require any change in the momentum of carriers. This direct bandgap semiconductor supports optical gain as required for lasers, and also very high absorption, making functions such as modulation or fast photodetectors easy to implement. However, it is the existence of a family of materials (including InGaAs and InGaAsP) sharing the same 5.87 Å lattice constant as InP, thereby
allowing epitaxial growth of multiple layers of such materials on top of InP substrate wafers, that makes this group of materials so important. By varying the composition of the ternary and quaternary materials a precise control of the optical bandgap is achieved. The bandgap energy of an InGaAsP quaternary alloy, for example, can be varied to cover across 1.3-1.5 µm wavelengths and still be lattice-matched to InP. This bandgap tuning may be used to provide attributes such as electrical confinement to improve laser efficiency, optical confinement to provide active (gain or absorption) and passive (transparent) waveguiding functions, and the growth of thin layers that add useful properties such as quantum effects [2, 19, 20].

One of the key advantages of InP is compact device size. Because the refractive indices of InP and its ternary and quaternary derivatives are relatively higher than for other optical materials, bends can be made much sharper and smaller. Also, if the light energy is closer to the energy bandgap, electro-optical effects are stronger than in other materials (which again translates in shorter distances and lower drive voltages). The only downside of these smaller geometries is that it becomes more difficult to couple efficiently to optical fibers. However, this problem can be overcome by means of taper structures at the interfaces, to match the optical mode size at the InP chip facets with the fiber ends. The end result is the ability to fabricate very small devices with different optical functionalities.

In the electronics arena, the benefit of using InP-based material has been widely recognized for high-speed circuitry because electrons in the InGaAs ternary compound exhibit a carrier mobility in excess of 10,000 cm²/V·s and a high saturated drift velocity.
of over $2.4 \times 10^7$ cm/s [21]. InP also has a high thermal conductivity (almost 50% greater than GaAs) as well as higher electric field breakdown characteristics than GaAs [22]. Several electronic devices have been demonstrated that exploit these properties, in particular, heterojunction bipolar transistors (HBTs) and high electron mobility transistors (HEMTs) have achieved unprecedented performance relative to other competing material systems such as GaAs and SiGe. In addition to achieving speeds in excess of 200 GHz, one of the most important advantages of InP-based HBTs is a low base-emitter turn-on voltage, which minimizes the required supply voltage, which in turn reduces circuit power consumption [2, 23].

All these characteristics make InP technology ideal for high speed applications. In the telecom market, the convergence of light emitting (and receiving) technology and very high performance electronics make InP technology the most likely candidate for the development of 40 Gb/s fiber optics networks, and the clear solution for higher optical data rates.

### 1.3 Outline of Thesis

In this dissertation we investigate the potential application of an area selective zinc diffusion technique for the development of integrated InP photonic switches. The dissertation starts by outlining the basic properties of multiple quantum wells, as well as their electro-optic properties, which are explained in Chapter 2. Chapter 3 is dedicated to the characterization of the processes required for the fabrication of the integrated
photonic switches. In Chapter 4, the design, fabrication, and testing of several variants of Mach-Zehnder interferometric switches is explained. The ability to fabricate isolated p-n junctions allows for effective control of insertion losses in the device.

In forward-biased devices, lateral current spreading is efficiently regulated by maintaining a tight control on the zinc diffusion depth. Two photonic switches have been experimentally investigated to illustrate this effect. In Chapter 5, an optical beam steering device that operates with very low electrical current consumption is described. This beam steering device is then used to develop an efficient 1x3 photonic switch. Chapter 6 deals with the use of multimode interference (MMI) structures as a platform to develop active photonic devices. Since the device relies on the selective perturbation of the optical properties within the multimode waveguide, current spreading control is a key factor for the operation of the devices. Several novel MMI based devices are proposed and demonstrated. Finally, Chapter 7 closes the dissertation with some conclusions.
CHAPTER TWO: OPTICAL AND ELECTRO-OPTICAL PROPERTIES OF MULTIPLE QUANTUM WELLS

Optical switching and modulation of light is generally performed by modulating the refractive index or optical absorption coefficient of key sections of the devices. In fact, these two physical parameters are not independent but are related to each other by the well known Kramers-Kronig relations [24]. In semiconductor waveguide devices, the index of refraction or the absorption can be varied by making use of several fundamental electro-optical effects. In addition, the ability to grow sophisticated layered semiconductor structures has opened offers many new opportunities in semiconductor physics and devices. One type of layered structure that has attracted a great deal of interest is the semiconductor multiple quantum wells (MQW). As a consequence of quantum confined effects, a significant change can be observed in their linear optical properties, as compared to bulk semiconductors. The relatively smooth absorption spectrum of bulk semiconductors is broken into a distinctive structure that directly reflects the effects of quantum confinement, and enhancement of the excitonic interactions. The electro-optic response of these structures at wavelengths within the range of the exciton peaks is very different from the Pockel’s electro-optic effect, owing to the quantum confined Stark effect (QCSE). In this chapter, we describe some of the
important physical mechanism that impact the optical properties of semiconductor quantum wells. Electro-optical properties are emphasized primarily on the QCSE and carrier induced effects, because they provide the largest refractive index changes.

### 2.1 Quantum Well Structure

A semiconductor quantum well (QW) is an extremely thin layer of narrow bandgap material that is sandwiched between two layers of material with a larger bandgap, so that mobile carriers are trapped inside the resultant potential well. This is schematically shown in Fig. 2.1, where the well and barrier are formed by InGaAs and InP materials respectively. When the physical dimensions of the well are comparable to the characteristic lengths of a particle, in this case the Bohr radius of the carrier, the carriers are only free to move in the quantum well material along the plane of the layers. However, their motion in the z-direction perpendicular the layers is restricted and quantum confined size effects occur (quantization of the carrier's energy) in one of its three degrees of freedom. The energy is then restricted to certain allowed, or quantized, values just like the discrete modes of vibration of a clamped string. These quantum states can be described by solving the Schrödinger equation

\[
\frac{-\hbar^2}{2m^*} \frac{\partial^2 \phi_n}{\partial z^2} + V(z)\phi_n = E_n \phi_n ,
\]

where \( V(z) \) is the potential energy (i.e. the quantum well potential) seen by the particle, \( m^* \) is the particle’s effective mass (electron or hole), and \( E_n \) and \( \phi_n \) are the eigen-energy and eigen-function associated with the \( n^{th} \) solution to the equation [25-27].
Figure 2.1 Schematic of a quantum well showing discrete energy states.

The simplest solution to Eq. 3.1 corresponds to the case of very high walls, or infinite well, in which the wavefunction must be zero at the walls of the quantum well. In this case, the wavefunctions are sinusoidal and for the associated energies we have

\[
E_n = -\frac{\hbar^2}{2m^*} \left( \frac{n \pi}{L_z} \right)^2 \quad n = 1, 2, ..., \tag{2.2}
\]

where \( n \) is a quantum number and \( L_z \) is the thickness of the well. The allowed energy levels are then spaced quadratically with increasing \( n \), which is also shown in Fig. 2.1. The spacing is also inversely proportional to the effective mass, which is different for electron and holes. This gives rise to a “ladder” of confined states for both electron and holes. Although this situation applies quite well to the simple conduction band, for the valence band is more complicated. The quantum confinement lifts the degeneracy at the
zone center between light holes and heavy holes, resulting in two ladders of confined hole states.

In an actual quantum well, the walls are not infinitely high. There is in fact a specific band offset between the well and barrier. The fact that the walls are only of finite high means that the wavefunction penetrates in the barriers as an exponentially decaying function. For practical applications, multiple quantum wells are usually grown one after the other in a multi-layered structure. In those cases, the same physics applies provided that the barrier layers (walls) are thick enough to prevent coupling of the wavefunctions in adjacent quantum wells.

### 2.2 Optical Properties of Multiple Quantum Wells

The quantization of the electron and hole energies along the $z$-direction leads to step-like density of states in the conduction band and valence band and this phenomenon is easily seen in an optical absorption spectrum as shown in Fig. 2.2. We can clearly see a series of steps rather than the parabolic shape of the absorption spectrum usual for normal bulk semiconductor. The energy at which each step starts corresponds to each of the allowed transitions between quantized electron and hole states. The absorption spectrum is modified further by the existence of strong exciton absorption peaks at the edges of the steps [28]. In bulk semiconductors the excitons are usually screened by free carrier scattering and phonon scattering, especially at room temperature, and therefore bulk semiconductors do not usually exhibit excitonic absorption peaks at room temperature.
In quantum well structures, with an average well width of about 100 Å, the excitons are confined within the quantum well layer. This squeezes the exciton in one direction giving a larger binding energy than in bulk materials. Since the strength of an optical transition is generally proportional to the overlap of electron and hole, therefore a strong exciton absorption peak is observed. This effect is large enough that they can be clearly seen at room temperature. Many interesting effects are related with these exciton peaks [26, 29]. However, in this work we are only concerned with the electro-optical properties of MQW.

![Absorption spectra of an InGaAs/InP MQW at room temperature measured at 0 V (solid line) and 30 V (dashed line) (After [26]).](figure)

**Figure 2.2** Absorption spectra of an InGaAs/InP MQW at room temperature measured at 0 V (solid line) and 30 V (dashed line) (After [26]).

### 2.3 Quantum Confined Stark Effect

The QCSE describes the change in the optical properties of the MQW when an electric field is applied perpendicular to the QW layers. The applied electric field tilts the
bands and causes the eigen-level for electrons to be lowered and the equivalent eigen-level for holes to be raised. The energy for the transition between these eigen-levels is consequently reduced. The principal effect in the absorption spectrum is that the steep optical absorption edge is shifted to lower energies by the application of the electric field without destroying the sharp exciton absorption peaks, as shown in Fig 2.2. This is totally different compared with the behavior of bulk material, where even with moderate fields the exciton peaks are destroyed and the remaining absorption change correspond to a broadening of the absorption edge due to photon-assisted tunneling, the so-called Franz-Keldysh effect [30]. The reason for the persistence of the exciton peaks is that the walls of the QW prevent the field ionization of the exciton. The electrons and holes are pulled to the opposites walls of the QW by the field, but they do not tunnel rapidly through these walls. The tunneling time of the individual electrons and holes is usually much longer than 1 ps and, therefore, has little effect on the exciton which is destroyed in ~ 400 fs at room temperature by phonon ionization. On the other hand, the absorption does become somewhat weaker as it shifts to lower energies because the electron/hole overlap is reduced by the electron and hole being pulled apart. Because the exciton peak is preserved we should expect a large refractive index change, or electro-refraction, if we apply the Kramers-Kronig transform on the absorption change. Both theoretical and experimental work have been done to characterize the refractive index change due to the QCSE and they show that index changes of one to two orders of magnitude larger than in bulk materials can be obtained [31-34].
Inherently some absorption losses need to be tolerated in order to access this enhanced refractive index change because the large electro-refraction is obtained in the wavelength region close to the $n=1$ exciton transition. For interferometric switches optical losses can adversely affect the device performance significantly. It is therefore critical that the wavelength of the exciton transition be positioned appropriately with respect to the operating wavelength range. A design criterion for integrated switches is that a detuning of 100 nm (or bigger) between the bandgap and the operating wavelength is usually enough to reduce insertion losses due to intrinsic absorption. In the case of InGaAs QW the exciton transition energies can only be tuned by varying the width of the QW layer. For operation at 1.55 µm wavelength, an InGaAs QW thickness of 8 nm can be used to obtain an exciton peak at 1.41 µm. However, it is known that the quantum confined Stark shift of the exciton is roughly proportional to the fourth power of the quantum well width \( (\Delta \xi \propto L_w^4) \) and hence a wider QW would be advantageous because a larger shift of the absorption spectrum also translates into a larger index change [35]. Therefore it would be beneficial to use a material that allows us to have wider QW while maintaining the large detuning. On the other hand if a structure with very wide quantum wells is used the exciton tends to ionize and dissociate with very small applied fields and the quadratic electro-optic effect is drastically reduced. In general a quantum well width of 10nm appears to be an optimum compromise. By using quaternary QW formed from the alloy $In_xGa_{1-x}As_yP_{1-y}$ we have an additional degree of freedom in that a combination of
composition and well thickness can be used to adjust the wavelength of the exciton transition. This is an important advantage for QW devices which utilize the QCSE and allows us to design a structure with our desired quantum well width.

![Graph showing change in refractive index Δn and figure of merit Δn/Δk as a function of applied field.](image)

Figure 2.3 Change in refractive index Δn and figure of merit Δn/Δk as a function of applied field (After [32]).

The change in refractive index (Δn) for ten periods of 85 Å InP barriers and 85 Å InGaAsP wells at different applied voltages is shown in Fig. 2.3 [34]. The ratio Δn/Δk, a useful figure of merit for phase modulator, is also shown in Fig. 2(b). In this ratio Δn and Δk are the real and imaginary parts of the complex refractive index change, respectively. For efficient phase modulation with low loss, a large Δn/Δk ratio is required. From Fig. 2(b) we can see that large Δn and Δn/Δk values are easily obtained for quaternary
InGaAsP wells. Because of this efficient electro-refraction, the wafer used in our work uses quaternary InGaAsP not only in the wells, but also for the barriers because this affords us the freedom to control the barrier height.

### 2.4 Carrier Induced Effects in Semiconductors

When carriers are injected into a semiconductor, either by optical excitation or electrical current injection, a change in the absorption spectrum of the material is observed. This change can be a result of different effects taking place in the semiconductor, such as the free-carrier absorption (plasma effect), band filling, and band-gap shrinkage effect (band-gap renormalization). As previously mentioned, a change in absorption is directly related to a refractive index change by direct application of the Kramers-Kronig relations. Although the relative contribution of each effect that is directly related to the injected current density is bound to be different, the refractive index change $\Delta n$ is generally negative for wavelengths in the transparent region. In the following, the physical background of these effects is described together with the theoretical basis from which the combined effect on $\Delta n$ can be estimated.

#### 2.4.1 The Plasma Effect

When free carriers are present in a semiconductor, the effect is to lower the refractive index with respect to its intrinsic value. This refractive index change is a result
of intraband free carrier absorption, and has been modeled in its simple form using the Drude model. The corresponding change in refractive index is given by [17, 36]

\[
\Delta n = - \left( \frac{e^2 \lambda^2}{8\pi^2 c^2 \varepsilon_0 n} \right) \left( \frac{N}{m_e} + \frac{P}{m_h} \right),
\]  

(2.3)

where \(\lambda\) is the photon wavelength, \(n\) is the intrinsic semiconductor refractive index, \(c\) is the speed of light in free space, \(\varepsilon_0\) is the permittivity, \(m_e\) and \(m_h\) are the electron and hole effective masses, and \(N\) and \(P\) are the electron and hole carrier densities respectively. According to this model the sign of the plasma effect is always negative and isotropic, regardless of the photon wavelength, and is directly proportional to the carrier concentration. Shown in Fig. 2.4 is the refractive index change due to the plasma effect as calculated from Eq. 2.3 for InGaAsP \((E_g=1.08\ eV)\) bulk semiconductor with equal concentration of electrons and holes \((N=P)\). The data used for this calculation is shown in Table. 2.1 [17].

![Figure 2.4 Calculated refractive index change from the plasma effect as a function of wavelength for InGaAsP \((E_g=1.08\ eV)\) for different carrier densities.](image-url)
Table 2.1 Values of semiconductor parameters for InGaAsP ($E_g$=1.08 eV).

<table>
<thead>
<tr>
<th>InGaAsP parameters (T=300 K)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_g$ (eV)</td>
<td>1.08</td>
</tr>
<tr>
<td>$n$</td>
<td>3.6</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>13.0</td>
</tr>
<tr>
<td>$m_e (m_0)$</td>
<td>0.064</td>
</tr>
<tr>
<td>$m_{hh} (m_0)$</td>
<td>0.51</td>
</tr>
<tr>
<td>$m_{lh} (m_0)$</td>
<td>0.086</td>
</tr>
</tbody>
</table>

We can see that carrier concentrations on the order of $1\times10^{18}$ cm$^{-3}$ are required to achieve a significant refractive index change. This is close to the upper limit in carrier concentration, since an even higher carrier concentration will give rise to bandgap renormalization effects, which has an opposite refractive index change.

### 2.4.2 The Band Filling Effect

When carriers (electrons and holes) are electrically injected into a semiconductor, the lowest states of the conduction band become very quickly occupied with electrons while the top of the valence band is quickly populated with holes. As the bottoms of the conduction band gets filled up, electrons from the valence band require energies greater than the nominal bandgap to be optically excited to the conduction band. A similar behavior is observed when the doping level of a semiconductor is increased, and is known as the Burnstein-Moss effect [30, 37]. The resulting effect is a blue shift of the absorption spectrum, which is also correlated to a refractive index change through the
Kramers-Kronig relations [38]. This effect is modeled by first obtaining the change in absorption due to carrier injection,

\[ \Delta \alpha(N, P, E) = \alpha(N, P, E) - \alpha_0(E), \quad (2.4) \]

where \( \alpha_0(E) \) is the intrinsic optical absorption and \( \alpha(N, P, E) \) is the modified optical absorption. Once the carrier induced absorption change is calculated, the refractive index change is obtained using

\[ \Delta n(N, P, E) = \frac{2\pi \hbar}{e^2} \int_{0\to\infty} \frac{\Delta \alpha(N, P, E')}{E'^2 - E^2} dE'. \quad (2.5) \]

The refractive index change is estimated following the model proposed by Bennet et al. [17]. For bulk InGaAsP \((E_g=1.08 \text{ eV})\) a square root dependence on the optical absorption is assumed as suggested in [17].

Figure 2.5 Calculated refractive index change from the band filling effect as a function of wavelength for bulk and quantum well InGaAsP \((E_g=1.08 \text{ eV})\) for a carrier density of \(5 \times 10^{17} \text{ cm}^{-3}\).
In order to observe the changes introduced when the material is used as a QW, the optical absorption is modified using a staircase-like dependence on the optical absorption. The values of the quantized energy levels are calculated for the same InGaAsP semiconductor material with a thickness of 10 nm. The results are shown in Fig. 2.5 for the same value of carrier density. As can be observed, a negative refractive index change is induced for wavelengths around the transparent region of the semiconductor. The value also increases significantly as we get closer to the bandgap. An increase on the refractive index change is also observed by moving from bulk to QW. This is related to the smaller 2-D density of states, such that a larger change in refractive index is observed for the same carrier density.

2.4.3 The Bandgap Shrinkage Effect

The bandgap shrinkage effect, also know as bandgap renormalization, is significant only when the concentration is large enough, which is typically the case in semiconductor lasers. As the concentration increases, the interaction between electrons (or holes) is also increased due to the overlapping of the wavefunctions. When the average spacing of the impurity atoms approaches the approximate Bohr radius of 100 Å, due to heavy doping, the potential seen by each impurity electron (hole) is affected by the neighboring impurity atoms and impurity bands formed. The effect is similar to the formation of energy bands in a semiconductor as the lattice atoms are brought closer to
each other. The net effect is a narrowing of the semiconductor bandgap. Typically a carrier concentration higher than $5 \times 10^{18}$ cm$^{-3}$ is needed for the effect to become significant [39, 40]. Although there are some discrepancies on this threshold concentration, in general as the concentration is lowered the effect is minimized. Since our work is related to phase modulation, the carrier density is very low and bandgap shrinkage should be negligible.

Throughout this dissertation we will make use of both the QCSE and carrier induced effects. The choice will be highly dependent to the particular device and application.
CHAPTER THREE: MATERIAL CHARACTERIZATION

The development of optoelectronic devices involves many different fabrication steps and the choice of steps depends on the complexity of the device. In order to obtain consistent results, each step needs to be fully characterized before being implemented in the final device fabrication process. In this chapter we describe the wafer structure used in our work, as well as the relevant fabrication processes. These include the wet and dry etching of InP-based materials, the characterization of the zinc in-diffusion technique to selectively modify the electrical characteristics of the semiconductor, and the fabrication of ohmic contacts that are required for electrical bias to be applied to the devices. These processing methodologies have allowed us to fabricate a variety of devices with different functionalities.

3.1 Wafer Structure

The wafer structure used in this dissertation is shown in Fig. 3.1 (a). It was grown by metal organic chemical vapor deposition (MOCVD) on an n+ InP substrate with a doping concentration of $3 \times 10^{18}$ cm$^{-3}$. The whole epitaxial structure was doped n-type at $2 \times 10^{17}$ cm$^{-3}$ except for the MQW core region that was nominally undoped. The first layer was a 1 µm thick InP buffer layer, followed by the MQW region that was clad by a
1.6 µm thick InP top layer which was in turn capped by a 0.1 µm thick InGaAs layer. As explained earlier, a quantum well thickness of ~10 nm has been found to be ideal for electro-optic applications. Therefore, in our wafer the undoped MQW guiding layer consisted of 14 pairs of 100 Å thick InGaAsP ($E_g = 0.816$ eV) quantum wells and 100 Å thick InGaAsP ($E_g = 1.08$ eV) barriers. We also included a 10 nm thick InGaAsP ($E_g = 1.08$ eV) etch stop layer located 190 nm above the MQW to allow precise control of the InP etching during the waveguide fabrication. The position of this etching stop is calculated from the directional coupler requirements, and will be explained in more detail in chapter 4. The quantum well width and composition is selected such that an effective bandgap of 0.855eV (1.45µm) could be obtained as confirmed by the room temperature photoluminescence (PL) spectrum shown in Fig. 3.1 (b). This is designed to provide a 100 nm detuning from the operating wavelength at 1.55 µm, so as to minimize material absorption losses.

Figure 3.1 Wafer structure (left) and room temperature PL spectra (right) of the wafer.
3.2 Dielectric Films

Dielectric films made of silicon dioxide (SiO$_2$) and silicon nitride (Si$_3$N$_4$) are widely used for different applications in the micro-fabrication of electronic, optoelectronic and optical devices. They are used as etching masks, diffusion masks, impurity doping, and as passivation layers. The deposition and etching of these films have previously been characterized in our group, however, the Si$_3$N$_4$ processing was slightly modified in order to work properly as a diffusion mask. In the following, we give a brief description of the deposition and etching conditions used for each film.

3.2.1 Deposition of SiO$_2$ and Si$_3$N$_4$

A very reliable method for depositing dielectric films is the use of a controlled reacting chamber [41]. There are several methods of chemical vapor depositions such as atmospheric pressure (APCVD), photo-CVD, low pressure chemical vapor deposition (LPCVD), and plasma enhanced (PECVD) [42]. Among them, PECVD is highly attractive since the plasma formation allows for deposition at relatively low temperatures (250-300 °C), which is important for InP-based semiconductors. In our experiments, we used a dual chamber Plasma Therm 790 PECVD system, with one of the chambers fully dedicated for PECVD deposition. In this system, the plasma is generated by a radio-frequency (RF) voltage applied between two parallel plates at 13.56 MHz. This RF power causes electrons in the processing gases to oscillate and collide with gas molecules,
leading to a sustained plasma. The plasma can produce a large number of active species (radicals, atoms, ions, and excited species) that are readily available to interact with the exposed sample surface. Depending on the chemistry used, the reactions with the sample can be used for either deposition or etching. The processing gases used for the deposition of the films in this work were nitrogen (N\textsubscript{2}), ammonia (NH\textsubscript{3}), nitrous oxide (N\textsubscript{2}O), and 2\% silane (SiH\textsubscript{4}) diluted in N\textsubscript{2}. The processing conditions for both films are shown in Table 3.1.

Table 3.1 Deposition parameters for silicon nitride and silicon dioxide.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Si\textsubscript{3}N\textsubscript{4}</th>
<th>SiO\textsubscript{2}</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiH\textsubscript{4} (sccm)</td>
<td>120</td>
<td>400</td>
</tr>
<tr>
<td>N\textsubscript{2}O (sccm)</td>
<td>----</td>
<td>827</td>
</tr>
<tr>
<td>NH\textsubscript{3} (sccm)</td>
<td>450</td>
<td>----</td>
</tr>
<tr>
<td>N\textsubscript{2} (sccm)</td>
<td>400</td>
<td>----</td>
</tr>
<tr>
<td>RF Power (W)</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>Pressure (mTorr)</td>
<td>900</td>
<td>1050</td>
</tr>
<tr>
<td>Temperature (°C)</td>
<td>250</td>
<td>250</td>
</tr>
<tr>
<td>Deposition Rate (nm/min)</td>
<td>10</td>
<td>50</td>
</tr>
</tbody>
</table>

The deposition rates are also shown in Table 3.1 and they are highly consistent as long as the parameters are kept constant. The Si\textsubscript{3}N\textsubscript{4} film grown in this way remained in good condition after a high temperature process at 500 °C for as long as one hour. The SiO\textsubscript{2} can be processed at even higher temperatures.
3.2.2 Etching of SiO$_2$ and Si$_3$N$_4$

Etching of SiO$_2$ and Si$_3$N$_4$ can be accomplished by wet or dry etching methods. Dry etching is sometimes preferred because it is a clean process that is highly reproducible, and it can also be tailored to achieve a specific etching profile. Our dry etching process was carried out by reactive ion etching (RIE) using the second chamber of the Plasma Therm 790 PECVD system. During RIE, gaseous species from the plasma react with the surface atoms forming compounds or molecules. These species then leave the surface thermally, or as a result of ion bombardment. In our experiments, carbon tetrafluoride (CF$_4$) with 8% of oxygen was used as the processing gas. In principle, this fluorine based etching tends to be purely chemical. However, it is well known that lowering the chamber partial pressure (< 100 mTorr) provides a more dominant physical etching [42]. The reason is that the free mean path of ions and radicals is increased, thus allowing them to arrive at a right angle to the surface of the sample. This ion bombardment is very useful to maintain the directionality, or anisotropy, of the etching process. There are a number of ways in which the ion bombardment may be helping the etch process. For example, it may clean the surface allowing the reaction to occur more readily, and/or it may stimulate the reaction itself, and/or it may help de-sorb or de-trap the by-product molecule. The etching conditions used in our processes are shown in Table 3.2.

All the etching was carried out at room temperature. It can be observed that the etching rate of SiO$_2$ is much slower than that of Si$_3$N$_4$, even when the pressure and RF
power is increased. Although this means a more isotropic etching, we typically etch SiO₂ films on the order of 200 nm and therefore this has not been a serious issue.

Table 3.2 Dry Etching parameters for silicon nitride and silicon dioxide.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Si₃N₄</th>
<th>SiO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF₄ (sccm)</td>
<td>12</td>
<td>45</td>
</tr>
<tr>
<td>O₂ (sccm)</td>
<td>1</td>
<td>----</td>
</tr>
<tr>
<td>RF Power (W)</td>
<td>100</td>
<td>175</td>
</tr>
<tr>
<td>Pressure (mTorr)</td>
<td>75</td>
<td>300</td>
</tr>
<tr>
<td>Etching Rate (nm/min)</td>
<td>125</td>
<td>22</td>
</tr>
</tbody>
</table>

3.3 Etching of InP based materials

The etching of semiconductor materials is a critical step for the processing of semiconductor optoelectronic devices. There are in general two types of etching: wet etching and dry etching. Various kinds of etchants are ordinarily used for wet etching of InP material, such as hydrochloric acid (HCl), hydrobromic acid (HBr), and Nitric acid (HNO₃). The advantage of wet etching is that there is no physical damage and the defect density is low because it is a relatively gentle chemical process. Dry etching process such as reactive ion etching usually involves a combination of chemical and physical etching mechanisms [2]. The advantage of the dry process is that the etching can be very anisotropic, is usually highly reproducible, and is well suited for etching small features. The main drawback is that this process produces physical damage due to the ion
bombardment that can affect the conductivity of the semiconductor. Typically a mild wet etching following the dry etching process is used to remove the affected areas. In the end, both processes can be used individually or combined depending on the specific application.

3.3.1 Wet Chemical Etching of InP

The simplest mode of chemical etching entails the dissolution of the material in a liquid reagent. In III-V compound semiconductors this involves an oxidation-reduction process with the formation of complex ions or molecules that are soluble in the etching medium. For this purpose, various acidic solutions have been successfully used for etching InP-based materials [43]. However, we are most interested in those solutions that etch preferentially InP but not its ternary InGaAs and quaternary InGaAsP compounds. This etch selectivity is achieved using HCl and HBr based solutions [43, 44]. These etchants exhibit a reaction-rate limited process, with an anisotropic or orientation dependent etching. Orientation effects have been attributed to crystallographic properties, particularly the density of surface-free bonds, with the relative etch rate increasing with the number of available free bonds. InP compound semiconductor crystallizes in the zinc-blende structure, meaning that the structure consists of two interpenetrating face centered cubic sublattices; with each sublattice containing one kind of atom. For device applications, most InP wafers are grown on the (001) surface because cleaving of {110}
surfaces are perpendicular to \{001\} surfaces and also to \{110\} surfaces themselves. This means that there are two different types of \{111\} surfaces that may appear upon chemical etching [2]. The outermost atom layer in each surface consists of either In or P atoms that are triple bonded to the lattice. Therefore, on the \{111\} surface, In atoms have no spare electrons, while on the \{111\} surface, P atoms have two electrons per atom available to take part in a chemical reaction. As a result, the P\{111\} planes are highly reactive compared to the In\{111\}. Although wet etching of InP have been widely investigated, the dissolution process is very complex and wet etching profiles are still difficult to predict and are highly dependent on the etching conditions. The final etching rate and shape of the etched pattern depends on the combinations of semiconductor material, mask, and etchants, and is highly dependent on the orientations in the semiconductor [45].

3.3.1.1 HBr Based Etching.

As previously explained, wet etching profiles are also dependent on the masking material. Owing to the harsh acidic nature of InP etchants, most masking materials such as photoresists and oxide films cannot survive the exposure required to etch about one \(\mu\)m of InP. However, InGaAs is totally resistant to InP etchants. Therefore, in order to achieve consistent results, the top 100 nm InGaAs layer was used as the mask for etching the InP cladding. In order to do this, the InGaAs has to be etched selectively from the InP. This can be easily achieved using a phosphoric acid \((H_3PO_4)\) : hydrogen peroxide
(H₂O₂) : deionized water (H₂O) etching solution, see Table 3.3. The recipe shown in Table 3.3 etches InGaAs at a highly controllable rate of 125 nm/min, but the etchant is not suitable for etching InGaAsP because the process is too slow. By using sulfuric acid (H₂SO₄) instead of H₃PO₄ the etching rate of InGaAsP can be significantly increased to 135 nm/min, and still retain a high etch selectivity with InP.

The etching rates of InP and profiles in HBr solutions were characterized to determine whether the etchant was well suited for waveguide fabrication. This was done by etching waveguides along the [110] and [110] directions, and further cleaving perpendicular to the waveguide direction. In this case, HBr acid was diluted with deionized (DI) water, and the etch rates were measured for both n-type and p-type (Zn diffused) InP, see Table 3.4. A good etching rate was obtained and can easily be reduced further by increasing the DI water content. We also notice that there is a difference in the etching rate of n-type and p-type InP. This is a well known effect for HBr, and is actually used for delineation of doping profiles in semiconductor.

Table 3.3 Wet chemical etching parameters for InGaAs and InGaAsP.

<table>
<thead>
<tr>
<th>Etching Solution</th>
<th>Etching Rate (nm/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₃PO₄ H₂SO₄ H₂O₂ H₂O</td>
<td>InGaAs</td>
</tr>
<tr>
<td>1 ---- 1 30</td>
<td>125</td>
</tr>
<tr>
<td>---- 1 1 10</td>
<td>----</td>
</tr>
</tbody>
</table>
Table 3.4 Wet chemical etching parameters for InP in HBr based solution.

<table>
<thead>
<tr>
<th>Etching Solution</th>
<th>InP Etching Rate (nm/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBr</td>
<td>H₂O</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>n-type</td>
<td>p-type</td>
</tr>
<tr>
<td>700</td>
<td>400</td>
</tr>
</tbody>
</table>

Figure 3.2 HBr based InP wet etching profiles (a) Waveguide along the [110] direction, (b) Waveguide along the [110] direction, and (c) Over-etched waveguide along [110] direction.

Scanning electron microscopy (SEM) was used to observe in detail the etching profiles and these are shown in Fig. 3.2. The etching profiles for waveguides along the
[110] direction (Fig. 3.2a) reveals a positive slope with a 45° angle with respect to the (001) surface. According to the published literature [43] this corresponds to the In{011} crystallographic planes. For waveguides along the [110] direction, the profile is more complicated as shown in Fig. 3.2 (b). From the corresponding angle of the negative slopes (125°) they should correspond to the In{111} planes. A rounded bottom should be expected in this case, but this is not observed because of the presence of an etch-stop layer. If the sample is slightly over-etched, a nice reverse mesa is obtained as shown in Fig. 3.2 (c).

### 3.3.1.2 HCl Based Etching

InP etching using concentrated HCl is extremely fast and is usually accompanied by the formation of micro-bubbles that affect the uniformity of the etching. Etching rate can be easily reduced by diluting with DI water. However, reduction of micro-bubbling has been attempted by diluting the HCl acid with acetic (CH₃CO₂H) or lactic acid (CH₃CHOHCO₂H) [44]. The etching rates of various HCl based solutions are displayed in Table 3.5. The solution using acetic acid produced a minimum amount of micro-bubbles, while maintaining a good and controllable etching rate. With lactic acid, a noticeable reduction in micro-bubbling could only be observed when large amounts of lactic acid were used which also led to a significant reduction in the etching rate. The mixtures shown in Table 3.5 were a good compromise between etching rates and micro-
bubble formation. Another difference between the etchant solutions is that the acetic based ones readily attack regular photoresists while the lactic based ones are milder acting on photoresists. Different etching rates are also observed for n-type and p-type InP. As we will discuss later this can be a problem, for certain specific applications.

Table 3.5 Wet chemical etching parameters for InP in HCl based solution.

<table>
<thead>
<tr>
<th>Etching Solution</th>
<th>InP Etching Rate (nm/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n-type</td>
</tr>
<tr>
<td>HCl</td>
<td>CH₃CO₂H</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>----</td>
</tr>
</tbody>
</table>

The etching profile for waveguides fabricated along the [110] direction is shown in Fig.3.3 (a). A similar profile as that achieved with the HBr solution was obtained. However, the angle of the planes is estimated to be 35° which is correlated with the \{112\} planes. Fig. 3.3 (b) shows the profile for waveguides along the [110] direction. In this case, the etched plane is almost perpendicular to the (001) surface, which corresponds to the \{110\} planes. It is clear that this is very useful profile, since it resembles a perfect ridge waveguide, thus facilitating numerical simulations.
Figure 3.3 HCl based InP wet etching profiles (a) Waveguide along the [110] direction, (b) Waveguide along the [110] direction, and (c) Top view of an etched structure with etched features along both crystal directions.

So far we have observed structures etched along either crystallographic direction. When a corner is etched, the effects of this crystallographic dependent etching are reflected in the resulting shape, as shown in Fig. 3.3 (c). The picture is a top view of a multimode waveguide with two output waveguides. We can see that the corner is etched at 45° instead of a 90° angle that was on the original mask design. This effect can be avoided by using RIE, and will be explained in the next section. Nevertheless, based on these results, waveguides oriented along the [110] direction were fabricated by wet etching using the HCl based solutions.
### 3.3.2 Dry Etching of InP

The main advantage of RIE is primarily the possibility of anisotropic etching. The RIE etching process for InP was performed at the University of California, San Diego, using an inductively coupled plasma RIE system (ICP/RIE) from Trion Technologies with methane and hydrogen as the active reagents. The advantage of ICP/RIE is that the plasma is generated via the magnetic field resulting from inductive coupling, which allows high density plasmas to be formed even at low pressures. This is very important because it provides good control of the anisotropy of the etching. The processing parameters are shown in Table 3.6. All the processing was done at a substrate temperature of 60 °C, which resulted in an etching rate of 230 nm/min. The dry etching profile is shown in Fig. 3.4 (a), and is found to be independent of crystallographic orientation. This is confirmed by etching the same multimode waveguide structure that was shown in Fig. 3.3 (c) for the case of wet etching. As shown in Fig. 3.4 (b), the structure is transferred much more accurately to the InP as a result of the anisotropic etching. This is a critical step when fabricating more complex waveguiding structures.

Table 3.6 Dry Etching parameters for InP.

<table>
<thead>
<tr>
<th>ICP/RIE Parameters</th>
<th>Pressure (mTorr)</th>
<th>H₂ (sccm)</th>
<th>CH₄ (sccm)</th>
<th>ICP power (W)</th>
<th>RIE power (W)</th>
<th>Etch Rate (nm/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
<td>8</td>
<td>22</td>
<td>200</td>
<td>100</td>
<td>230</td>
</tr>
</tbody>
</table>
3.4 Zinc In-Diffusion in InP

The fabrication of integrated optoelectronic devices relies on the ability to incorporate predetermined amounts of impurity dopants into precisely defined regions of a chip. This allows the formation of layers with controlled electrical properties on III-V semiconductors. The most common technologies used to modify the electrical properties in semiconductors are ion implantation and diffusion [46]. Diffusion has been the primary method of introducing impurities because it is a very simple and economical process. The most common p-type diffusants for III-V compound semiconductors are zinc and cadmium. Zinc atoms occupy substitutional group III sites, behaving as acceptors and, thus, producing p-type electrical properties. Since zinc diffuses one to two orders of magnitude faster than cadmium, it is the preferred diffusant for the realization of deep p-n junctions.
The diffusion of Zn in InP has been extensively investigated, and it is generally accepted that the diffusion mechanism is governed by an interstitial-substitutional mechanism [47-49]. The Zn diffusion process in InP is believed to be dominated by the highly mobile Zn interstitials in chemical equilibrium with the substitutional Zn. The overall amount of the interstitial Zn is assumed negligible in comparison to the substitutional Zn. These fast diffusing Zn interstitials transport Zn atoms from high to low concentrations regions and then convert into substitutional or neutral Zn through chemical reactions with In vacancies [50], with In lattice atoms [51], or with phosphorus vacancies [48]. This diffusion mechanism leads to a concentration dependent diffusion process. The one-dimensional Zn diffusion process is therefore modeled by the diffusion equation with a concentration dependent diffusion coefficient [52],

\[
\frac{\partial C_s}{\partial t} = \frac{\partial}{\partial x}\left(D_{\text{eff}} \frac{\partial C_s}{\partial x}\right),
\]

where \(C_s\) is the concentration of substitutional ions, and \(D_{\text{eff}}\) is the concentration dependent diffusion coefficient,

\[
D_{\text{eff}} = D_0 C_s^n,
\]

with \(D_0\) being a diffusion constant.

The equation can be solved for the case of constant surface concentration and a semi-infinite medium. Shown in Fig. 3.5 are the normalized diffusion profiles obtained from Eq. 3.1 for the cases of \(n = 0, 1, 2, \text{ and } 3\), with the depth axis normalized to \(n = 1\). The case of \(n=0\) corresponds to the typical complementary error function solution that is
obtained for a constant diffusion coefficient. The main feature in Fig. 3.5 is that the concentration dependent diffusion profiles exhibit a sharper diffusion front when compared to the constant diffusion case. In fact, the diffusion front turns out to be steeper as the power dependence of the diffusion coefficient is increased. This is a highly desirable profile since a sharper junction can be easily obtained. Therefore, a square or cubic dependence on the diffusion coefficient would be beneficial in our devices in order to avoid free-carrier absorption.

Figure 3.5 Zinc diffusion profiles for different powers of the diffusion coefficient.

The diffusion of zinc in InP is a complex process, and the concentration dependent diffusivity has been shown to be derived from the charge state of the interstitial. It has also been demonstrated that the charge of the interstitial diffusion species is highly dependent on the initial background donor concentration of the wafer, and this effectively determines the strength of the concentration dependent diffusion
process [53]. Highly n-type doped InP wafers (~1x10^{18} cm^{-3}) typically exhibit a cubic dependence of the diffusion constant (n=3), whereas un-doped wafers (~1x10^{15} cm^{-3}) exhibit a linear dependence (n=1) [54]. Intermediate doping concentration on the order of 1x10^{17} will reveal a quadratic dependence (n=2) [53, 55]. This allows a simple way of controlling the diffusion front. Therefore, in our wafer, an n-type doping concentration of 2x10^{17} cm^{-3} was selected for the top InP cladding. According to previous reports, this should provide a very steep zinc diffusion profile.

### 3.4.1 Semi-sealed Open Tube Zinc Diffusion

Diffusion in III-V semiconductors materials has been achieved using different approaches such as sealed ampoule [55, 56], spin-on doped films [57, 58], and open-tube furnace technique [59, 60]. The open-tube technique is particularly attractive since it can be easily scaled to accommodate bigger samples making it suitable for processing large wafers. In our experiments, a semi-sealed open-tube diffusion technique was implemented because it is a relatively simple process, and the crystal quality after the diffusion is not degraded as compared to the sealed ampoule technique [61]. A schematic of the experimental diffusion setup is shown in Fig. 3.6. It consists of a conventional linear tube furnace and a graphite box that contains the sample and the Zn source. The graphite box is covered with a loose fitting graphite lid to achieve a higher Zn vapor pressure. The use of the graphite box, instead of a sealed ampoule, also provides a
consistent Zn vapor pressure for every run which translates into a more reproducible Zn concentration and diffusion profile.

![Experimental zinc diffusion setup](image)

Figure 3.6 Experimental zinc diffusion setup.

During the diffusion process the boat is initially placed in the unheated zone of the furnace as the latter is purged with high purity nitrogen for 20 min. The nitrogen flow is then reduced to a trickle flow of 25 cm$^3$/s, and the furnace temperature control is set to the required temperature. After the temperature has been fully stabilized, the boat is then pushed into the heated zone for the required diffusion time. After the required diffusion time, the graphite boat is pulled back to the low temperature zone and cooled down to room temperature with the aid of external fans. Typically, a diffusion temperature higher than 420 °C (melting point) is required to achieve enough vapor pressure and a good diffusion rate. At this elevated temperature the vapor pressure above III-V materials is
dominated by that of the more volatile group V element, phosphorous (P) in the case of InP. Therefore, elemental zinc can not be used as the diffusion source because thermal decomposition of the wafer surface occurs due to P depletion that results in indium droplet nucleation [62]. A simple solution for this problem is the use of zinc phosphide (Zn$_3$P$_2$) as the zinc source. When the material is heated, the phosphorous component provides an over-pressure of phosphorus that prevents the surface decomposition of the InP based compounds, and allows for further processing of the wafer.

3.4.2 Experimental Zinc Diffusion Profiles

The diffusion process was carried out at a temperature of 500 °C using 100 mg of Zn$_3$P$_2$ as the Zn source. These values were kept constant for every run, leaving the diffusion time as the only variable. After the diffusion, the depth profile of the zinc concentration that was incorporated into the sample was measured by secondary ion mass spectrometry (SIMS). The Zn profile for diffusion times of 30 and 45 min. is shown in Fig. 3.7. The phosphorous concentration is also shown in this figure as a reference, since the multiple quantum wells are clearly resolved. In both cases the zinc concentration is slightly higher than $10^{18}$ cm$^{-3}$ at the surface, and decreasing only slightly as it goes deeper, reaching a point where a sharp drop to the background level of the SIMS is observed over a further 20 nm of depth. It can also be observed that by changing the diffusion time we can easily control the depth of the Zn diffusion front, with the 45 min.
diffusion corresponding to the upper limit before the Zn reaches the MQW’s. From these measurements an average diffusion rate of 0.18 μm/min$^{1/2}$ was calculated, which is consistent with previous experimental results in n-type InP [55]. Also shown in Fig. 3.8 is a theoretical fitting of the experimental results. As expected, the best fit corresponds to a quadratic dependence of the diffusion coefficient which is typically observed for an acceptor concentration on the order of $10^{17}$ cm$^{-3}$.

Figure 3.7 Experimental zinc diffusion profiles and theoretical fitting (n=2) for 30 min (left) and 45 min. diffusion (right).

To selectively define p-n junctions using this process, a suitable diffusion mask is required. This is achieved by depositing a 200 nm thick Si$_3$N$_4$ film using PECVD. The areas where p-n junctions will be created are defined using standard photolithography, and the Si$_3$N$_4$ is etched away using reactive ion etching (RIE). The diffusion process is then performed using the semi-sealed open tube diffusion technique. Finally, the Si$_3$N$_4$ is removed using RIE leaving the wafer ready for further processing. We found the process
to be very reliable and reproducible as long as the temperature, Zn source, and time are carefully controlled.

### 3.5 Ohmic Contacts

The operation of optoelectronic devices requires electrical connections to be made to the device and these are realized by using metal-semiconductor contacts. Metal-semiconductor contacts can be divided into two types, based on their current-voltage characteristics. Contacts which show rectifying characteristics are called Schottky barriers or rectifying contacts, and contacts which have linear current-voltage response are known as ohmic contacts. An ideal ohmic contact must have no effect on device performance, i.e., it must be capable of delivering the required current with minimal to no voltage drop between the semiconductor and the metal.

The equilibrium band diagram of an ideal n-type ohmic contact is shown in Fig. 3.8 [30]. In this case the work function of the semiconductor \( \phi_s \) is greater than the work function of the metal \( \phi_m \). When contact is made between the metal and semiconductor, the Fermi levels are aligned and there is no potential barrier. Therefore, equal currents will flow under forward and reverse bias. A similar behavior is expected for p-type, but in that case \( \phi_m > \phi_s \). The main limitation is that metal and semiconductor combinations with the required \( \phi_m \) and \( \phi_s \) values are hard to find, and ohmic contacts are difficult to fabricate in this way. In practice, a Schottky barrier is usually formed in a metal-(n-type) semiconductor contact as shown in Fig. 3.8. Here, \( \chi_S \) is the electron affinity of the
semiconductor, $\phi_b = \phi_m - \chi_S$ is the barrier height, and the band-bending or built-in potential is equal to $V_{bi} = \phi_m - \phi_S$. In this case, ohmic contacts can be obtained by reducing the specific contact resistance of such contact.

In general, this can be done in two ways. The first is to reduce the Schottky barrier by heavily doping the substrate. As the doping in the semiconductor is increased, the depletion region becomes narrower, facilitating field emission or tunneling and giving a low contact resistance. The second way is to use a semiconductor contacting layer with an appropriate energy gap which will create a contact with a lower Schottky barrier. In real life, therefore, an ohmic contact must have a contact resistance that is as small as possible, to make it negligible in comparison to the bulk or spreading resistance of the semiconductor.

Figure 3.8 Band diagrams of an ideal n-type ohmic contact (left) and real metal-(n-type) semiconductor contact (right).
3.5.1 P-type Ohmic Contacts to InGaAs

P-type ohmic contacts to InP-based devices are typically made to In$_{0.53}$Ga$_{0.47}$As rather than directly to InP. This is because its low band gap ($E_g \approx 0.75$ eV) relative to InP ($E_g \approx 1.35$ eV) and high dopant solubility ($\approx 10^{19}$ cm$^{-3}$ for zinc) permit the formation of low resistance contacts [63]. The doping of this layer (~100 nm) is usually on the order of $10^{18}$-$10^{19}$ cm$^{-3}$, with the highest concentration providing the lowest resistance. As for the contact metals, the Gold/Platinum/Titanium (Au/Pt/Ti) combination is by far the most frequently used one [64]. The Ti layer provides good adhesion to the underlying semiconductor, while the Pt layer acts as a diffusion barrier for gold. Due to Pt high melting point (~ 1769 °C), we were unable to evaporate this metal. Therefore, our contacts were made by using a combination of Au (200 nm)/Zn (20 nm)/Ti (7 nm). During the contact annealing, the Zn will diffuse into the region under the contact and dopes the semiconductor degenerately p-type. This is particularly important in our contacts since we are creating our p-type regions by Zn in-diffusion, and it is well know that the active Zn concentration is at least one order of magnitude less when compared to the total Zn concentration.

The specific contact resistance was measured using the transmission line method (TLM) [30]. The contact pads were deposited on a sample through which Zn had been diffused for 30 min. We also used an epitaxially grown p+ In$_{0.53}$Ga$_{0.47}$As with a doping concentration of $1 \times 10^{18}$ cm$^{-3}$ as a reference for our Zn diffused contacts. The results are shown in Fig. 3.9, where the specific contact resistance is plotted against the annealing
temperature. All rapid thermal annealings (RTA) were performed for 30 seconds. As can be observed, without annealing the specific contact resistance in both cases was on the order of $10^{-3} \, \Omega \text{cm}^2$. As the annealing temperature is increased the contact resistance is decreased reaching a value of $5 \times 10^{-5} \, \Omega \text{cm}^2$ for an annealing temperature of 420 °C, with both samples following a similar behavior. From these results it is clear that a good ohmic contact was formed on our Zn diffused samples, with comparable results to the ohmic contact formed on an as-grown p+ In$_{0.53}$Ga$_{0.47}$As semiconductor.

![Graph showing specific contact resistance as a function of processing temperature for p-type contacts.](image)

Figure 3.9 Specific contact resistance as a function of processing temperature for p-type contacts.

### 3.5.2 N-type Contacts to InP

The most employed recipe for fabricating n-type contacts consist of a combination of Gold/Germanium/Nickel (Au/Ge/Ni) [65, 66]. In this case, the Ni layer
provides adhesion to the semiconductor, while the Ge will diffuse into the region under the contact during the annealing providing a degenerately doped n-type semiconductor. Our n-type contact will be formed at the bottom of the sample, and therefore the initial doping of the semiconductor is $3 \times 10^{18} \text{ cm}^{-3}$. Our contacts consisted of thermal evaporation of Au (200 nm)/Ge (20 nm)/Ni (4 nm) followed by annealing at different temperatures for a duration of 30 seconds. The results are shown in Fig. 3.10. In this case, even without any annealing, a specific contact resistance of $7 \times 10^{-5} \Omega \text{cm}^2$ is obtained. Annealing the sample at 420ºC decreases this value slightly to $3 \times 10^{-5} \Omega \text{cm}^2$.

Figure 3.10 Specific contact resistance as a function of processing temperature for n-type contacts.

3.6 Current-Voltage Characteristics of P-N Junctions

The electrical characteristics of the Zn diffused p-n junction were characterized by measuring their current-voltage (I-V) response. Measurements were performed in a
fully completed Mach-Zehnder switch, with isolated p-type regions formed by diffusing Zn for a duration of 29 min. A cross section of the semiconductor doping and contact configuration is shown in Fig. 3.11 (a). In this case, the electrical biasing can be applied either through the top contacts only, or top to bottom contacts. When the bias is applied top to top we have a back-to-back diode configuration. On this configuration, regardless of polarity of the applied voltage, one of the p-n junctions will be reverse biased. Therefore, the current is always limited and we should expect a reverse bias like behavior under positive and negative voltage bias.

As shown in Fig. 3.11 (b), the breakdown voltage on both regimes is $\sim \pm 10$ V, meaning that the junction in both arms are very similar. This allows us to apply up to $\pm 10$ V to either arm, while drawing a negligible current of $2 \mu$A. When biasing top to bottom through either one of the top contacts, the typical p-n diode characteristic is obtained. The I-V responses for reverse and forward bias are shown in Fig. 3.11 (c) and (d), respectively. As expected, in this case the reverse bias draws a minimal amount of current, whereas the forward bias allows for efficient current injection. From these results is clear that good p-n junctions are obtained with our Zn diffusion process. The advantage of the process is that it allows selective definition of the junctions at any location on the wafer.
Figure 3.11 (a) Schematic of semiconductor structure used for I-V characterization, (b) I-V curve for biasing through top electrodes, (c) I-V curve for reverse biased top to bottom, and (d) I-V curve for forward biased top to bottom.

In this dissertation we describe different integrated photonic devices that were made using the fabrication techniques described above. The Zn in-diffusion process is proven to be a key device processing technique for achieving highly functional devices. In the following chapters the design, fabrication, and testing of such devices will be explained in detail.
CHAPTER 4: MACH-ZEHNDER INTERFEROMETER SWITCH

Among the different configurations used for integrated switches/modulators, the Mach-Zehnder interferometer (MZI) has been the most successful structure. MZI switches have been successfully fabricated employing different platforms [67-74]. However, InP-based MZI are very attractive because of their compact size, low driving voltage, and compatibility of integration with other devices [71-76]. Although most of the MZI applications are related to digital modulation, analog modulation is also very important due to the development of novel modulation schemes. In order to provide direct analog modulation without the use of any electronic signal conversion, isolated p-n regions are required across the device. This can be achieved by etching trenches along the waveguiding structures. However, this approach introduces significant additional losses to the device of ~2.8 dB per trench (~5.6 dB per arm) [73, 77]. A better technique is the use of zinc in-diffusion in order to generate those isolated junctions. In this case losses arise as a result of free-carrier absorption, and can be regulated by controlling the diffusion depth. In this chapter we demonstrate different configurations of integrated MZI switch/modulator using the zinc in-diffusion process that we previously described [78, 79].
4.1 1x2 Mach-Zehnder Switch with Directional Coupler

In this section the design and operation of the waveguiding structure of the MZI device is described. Shown in Fig. 4.1 is a schematic layout of the MZI switch.

The operation principle is as follows: The input light is divided by a Y-junction into two light beams of equal amplitude and phase. The two light beams then follow different paths, and they enter the separate arms of the 3-dB directional coupler. With no electric field applied the optical fields that enter the arms of the directional coupler are in phase. Therefore the output ports of the device share equal power. When an electric field is applied to one arm of the interferometer, and a relative phase change of $\pi/2$ is introduced, the light is switched completely to the output that is connected to that arm. Depending on which arm is phase shifted, we can switch the light from one output port to the other. In general two requirements need to be met in order for the switch to work properly. First, we need to be able to induce a $\pi/2$ phase shift on each arm of the MZI without inducing any loss of optical power. This can be easily achieved because, in
principle, the QCSE allows us to induce large index changes with minimum losses. The second critical requirement is that an exact 3-dB directional coupler is needed. Assuming that these requirements are met, the MZI can be modeled using the equation describing a directional coupler with two inputs [80],

\[
E_1(z) = \frac{1}{2} E_1(z = 0) \cos(\kappa z) \exp(j \beta_1 z) + j E_2(z = 0) \sin(\kappa z) \exp(j \beta_2 z)
\]

\[
E_2(z) = j E_1(z = 0) \sin(\kappa z) \exp(j \beta_1 z) + \frac{1}{2} E_2(z = 0) \cos(\kappa z) \exp(j \beta_2 z)
\]

(4.1)

with \( L_c = \frac{\pi}{2 \kappa} \) and \( \beta = \frac{2 \pi n_0}{\lambda} \), where \( L_c \) is the critical coupling length, \( \kappa \) is the coupling coefficient, and \( n_0 \) is the effective refractive index. In addition propagation losses need to be minimized to obtain low insertion losses. In our device losses are mostly related to free carrier absorption that can result from the Zn in-diffusion process and scattering of the guided mode at the waveguide bends.

4.1.1 Free Carrier Absorption

Free carrier absorption is related to the absorption of photons by free carriers in elevating their potential energies within the conduction band or the valence band. The momentum change that is required by the process is readily provided by either optical or acoustic phonons or by impurity scattering. The free carrier absorption coefficient is directly related to the free carrier concentration by an empirical formula that includes a weighted sum of the three processes [30]. The absorption losses were characterized by
fabricating 1 mm long and 2 µm wide straight waveguides that pass through 500 µm length of zinc diffused material. The diffusion was carried out for several different durations, and each batch contained control waveguides that were protected from the Zn in-diffusion. This allowed us to extract the waveguide losses that are directly caused by the intrinsic free carrier absorption. The losses were measured using the scanning Fabry-Perot resonances technique [81], and the results are shown in Fig. 4.2.

![Absorption Losses vs Diffusion Time](image)

Figure 4.2 Measured free carrier absorption losses as a function of diffusion time.

As shown in Fig. 4.2, the waveguiding loss increases almost exponentially as the Zn depth is increased. This is explained by a larger spatial overlap between the Zn dopant impurities and the optical mode profiles. Therefore, the extent of the Zn depth has to be carefully controlled to minimize total insertion loss. However, for shallower diffusion depths, the junction will be farther away from the MQW’s and the voltage that is required for switching will then be increased. As will be observed in the following sections, there
is a fine trade-off between the level of absorption that can be tolerated and still maintaining a low applied bias requirement.

### 4.1.2 Directional Coupler Design

The directional coupler is the most critical part in our MZI. The splitting ratio can be easily modified by changing its length, width of the waveguides, and confinement factor. Therefore, some variables were fixed in order to determine the appropriate coupler dimensions, and also the location of our etch-stop layer which controls the confinement factor of our waveguides. As shown in Fig. 4.3 (Left) the separation between the waveguides in the active phase control region is set to 30 µm. Also shown in Fig. 4.3 (Right), is a cross section of the directional coupler along a-a’. All the waveguides are 2 µm wide and designed to support single mode operation, and they are separated by a gap of 2 µm along the straight portion of the coupler section.

![Figure 4.3 Initial dimensions employed in designing the directional coupler.](image)

The only variables left are the radius of curvature of the bending regions and the...
thickness of the cladding left after the etching ($h$). Both variables affect the ultimate length of the coupler ($L$). The minimum radius of curvature as a function of $h$ was obtained using a finite-difference beam propagation method (FD-BPM), and was taken as the value at which the transmitted intensity dropped to 95%. As shown in Fig. 4.4 (a), the radius of curvature can be significantly reduced as $h$ is decreased, which can provide a shorter device. However, because of the crystallographic etching dependence of InP discussed in chapter 3, a sharp curve could lead to distorted waveguides and losses could be significantly higher than the calculated values.

Figure 4.4 (a) Minimum radius if curvature as a function of parameter $h$, (b) Coupler length ($L$) as a function of parameter $h$, and (c) Beam propagation characteristics of final directional coupler.
A radius of curvature of 6,000 µm was chosen for the waveguide bends so that the devices should be realizable using wet etching process and still not suffer any significant radiation losses. Once the curvature has been selected we focus our attention to the length of the coupler ($L$). There is usually a trade-off between coupler length and fabrication tolerances. A short coupler is good since total device length is reduced, but becomes very sensitive to fabrication errors, and vice-versa. Typically, a coupler length between 450-500 µm has provided a good compromise between coupler length and fabrication tolerances [82, 83]. The FD-BPM was used to characterize the coupler length $L$ as a function of $h$, and is shown in Fig. 4.4 (b). We selected a value of $h=0.19$ µm which provides a value of $L=550$ µm. The beam propagation characteristics of a properly designed 3-dB coupler are shown in Fig. 4.4 (c).

The beam propagation characteristics of the full device are shown in Fig. 4.5. As can be observed in Fig. 4.5 (a), during the off-state the incoming light is split equally to both outputs. When a $\pi/2$ phase change is applied to one of the arms, light is switched to that particular arm as shown in Figs. 4.5 (b) and (c). Also shown is the response of the MZI as a function of phase change which is obtained using Eq. 4.1. It is clear that efficient switching/modulation can be achieved if the required phase change and coupler requirements are met.
Figure 4.5 Beam propagation characteristics of MZI at (a) Off-state, and with $\pi/2$ phase shift applied to (b) upper arm, and (c) lower arm. (d) MZI response versus phase change as obtained from Eq. 4.1.

### 4.1.3 Device Fabrication

Prior to fabricating the full device, the directional coupler section was fabricated and tested. The device fabrication was started by first depositing a 200 nm thick Si$_3$N$_4$ film. Standard photolithography followed by dry etching of Si$_3$N$_4$ was used to transfer the directional coupler structure to the Si$_3$N$_4$ film. The structure was then transferred to the semiconductor using the selective InGaAs and InP wet chemical etching that ended at the
InGaAsP etch-stop layer. The etch-stop layer was also removed by wet etching and finally the sample was lapped down, polished, and cleaved for testing.

The device was tested by launching light at a wavelength of 1.55 \( \mu m \) into the upper arm and measuring the output intensity at the upper and lower output waveguides. Three different coupler lengths were used (500, 550, and 600 \( \mu m \)). As shown in Fig. 4.6, all couplers lengths were severely over-coupled. This response could be caused by slight variations in the dimensions of the fabricated waveguides, but this possibility was disregarded because the results were consistently found with several different samples. We believe that this issue is related to the difference between the actual values of refractive indexes and the ones that were used in the simulations.

![Figure 4.6 Experimental directional coupler response.](image)

Regardless of the source, the coupler has to be re-designed with corrected dimensions for the MZI device to operate properly, and this can be achieved in two ways.
1. By taking advantage of the selective wet etching, the remaining InP can be etched deeper. This allows us to further reduce the value of $h$, which as shown in Fig. 4.4 (b) increases the length required to obtain a 3-dB coupler. By removing $\sim 40$ nm of InP beyond the InGaAsP etch-stop layer ($h=0.15 \mu m$), the coupler response was very close to an ideal 3-dB coupler as shown in Fig. 4.7. Although a very slow etching rate of 80 nm/min can be achieved using HCl:CH$_3$CO$_2$H:H$_2$O (1:6:1), obtaining consistent etching of such small thickness in every sample was difficult.

![Figure 4.7](image)

Figure 4.7 Experimental directional coupler response after uniformly removing $\sim 40$ nm of InP beyond the etching stop ($h=0.15 \mu m$).

2. The second approach is shown in Fig. 4.8 (a), in which the coupler is divided in two sections. The cross section dimensions a-a’ of the un-shadowed portion has similar dimensions as showed in Fig. 4.3 (Right) with $h=0.19 \mu m$. In the shadowed portion, the InP is completely etched away (the InP etching will
eventually stop at the quaternary MQW’s composition) thus giving a value of $h=0$ as shown in Fig. 4.8 (b). This completely eliminates the coupling in this portion of the coupler, and effectively reduces the coupler length from $L$ to a new length $L_{\text{eff}}$. As shown in Fig. 4.8 (c), a 3-dB coupler is obtained with a $L_{\text{eff}}=170$ µm. More importantly is that the results were more consistent due to the etching stop provided by the MQW’s, and therefore this process was employed to trim our coupler during the full device fabrication.

Figure 4.8 (a) Schematic of new concept for trimming the directional coupler response, (b) Cross section b-b’ of shadowed region showing $h=0$, and (c) Experimental directional coupler response after trimming process.
Fabrication of the full MZI started with a thorough cleaning of the sample with buffered oxide etchant (BOE) for 2 min. to remove any native oxide, followed by a thorough rinsing with DI water. After the sample cleaning, a 200 nm thick Si₃N₄ film was deposited using PECVD, Fig. 4.9 (a). Conventional photolithography using Futurrex negative resist NR7-500P followed by a CF₄ plasma etching was used to define two 20 µm × 500 µm windows, Fig. 4.9 (b). The Si₃N₄ film was used as a mask for the Zn diffusion process. Zinc was then diffused into the sample for a duration of 29 min. using the semi-sealed open tube diffusion process described in the previous chapter, Fig. 4.9 (c). After the diffusion process, the sample was immersed for 10 sec in H₃PO₄:H₂O₂:H₂O (1:1:30) mixture to etch off approximately 15 nm of InGaAs, followed by complete removal of the Si₃N₄ film using plasma etching. This procedure rendered the diffusion windows and the alignment marks visible after removal of the Si₃N₄ film, Fig. 4.9 (d). The sample was then covered with a fresh Si₃N₄ film and the Mach-Zehnder switch was then patterned by photolithography (Shipley 1805 positive resist), followed by plasma etching of the Si₃N₄ film, and wet chemical etching of the InGaAs top layer using a H₃PO₄:H₂O₂:H₂O (1:1:30) mixture. The patterned InGaAs layer was then used as the mask to transfer the pattern to the underlying InP to a depth of 1.4 µm using a selective etchant of HCl:CH₃CO₂H (1:6) mixture, Fig. 4.9 (e). Trimming of the coupler was performed by standard photolithography using Shipley 1813 resist, followed by wet etching of the InGaAsP etching stop using H₃PO₄:H₂O₂:H₂O (1:1:30) mixture. The remaining InP was wet etched with an HCl:CH₃CO₂H:H₂O (1:6:1) mixture, Fig. 4.9 (f).
Figure 4.9 Device fabrication steps for 1x2 MZI with directional coupler.
The sample was then planarized using a spin-on benzocyclobutene (BCB) planarization film. Ti/Zn/Au p-type contacts (500 µm long) were patterned on top of the zinc diffused areas using a lift-off technique with Futurrex NR7-1000PY resist. After annealing at 420°C for 30 sec, the contacts were then used as the mask for removal of the uncovered BCB film by RIE using an oxygen plasma with a 30% mixture of CF₄, Fig. 4.9 (g). Finally, after the wafer was lapped to a thickness of 150 µm and polished to a mirror finish, the sample was cleaved and mounted on a copper header in preparation for device testing.

A photograph of the top view of a fabricated batch of MZI devices is shown in Fig. 4.10. Also shown are close-up pictures of the Y-junction, contacts, and directional coupler at the trimming interface.

![Figure 4.10 Pictures of fabricated 1x2 MZI devices (Top view).](image)
4.1.4 Experimental Results

The device characteristics were tested using the setup shown in Fig. 4.11. Light from a tunable laser (Agilent 8164A Lightwave Measurement System) was coupled into the input waveguide using a 40x microscope objective lens. The light from the output waveguides of the switch was collected using a 25x microscope objective lens. A beam splitter was used to split the light so as to allow monitoring of the output facet using an infrared camera (MicronViewer 7290A from Electrophysics) and measuring the output powers in the two output ports of the switch using an InGaAs photo-detector (Thorlabs PDA255). The input beam was modulated by a mechanical chopper and the detected output beam intensity was measured using a lock-in amplifier. The bias voltage was applied using a Keithley 2400 Sourcemeter to one arm of the interferometer while the other arm was grounded. The setup was computer controlled using LabVIEW software.

![Experimental setup for testing MZI devices.](image)

Figure 4.11 Experimental setup for testing MZI devices.
The experimental results of the 1x2 MZI are shown in Fig. 4.12 for TE polarization. Without any bias applied to the device, it is clear from Fig. 4.12 (a), that the splitting ratio is significantly off from the expected 50:50. However, when the bias is changed from -1.9 to +1.4 volts, light is switched from the left to the right output waveguides.

Figure 4.12 1x2 MZI response at 1550 nm (a) Near field pictures at different applied bias, (b) Device response as a function of applied bias, and (c) Electro-absorption measurements for TE polarization.
The switch response at 1550 nm wavelength as a function of applied bias is shown in Fig. 4.12 (b). The oddities that are observed in this graph can be explained using the electro-absorption behavior of the device as shown in Fig. 4.12 (c). With zero bias the shift from the 50:50 splitting ratio can be caused by any of the following cases:

1. An initial phase difference between the incoming signals at the coupler.
2. If the amplitude of the incoming signals is different.

As shown in the electro-absorption measurements for TE polarization, at and beyond -4 and +4 volts, light propagating through the arm that is reverse-biased is completely absorbed through QCSE as shown in Fig. 4.12(c). Therefore, at this bias voltage the output signals shown in Fig. 4.12 (b) correspond to the response of the output directional coupler for light traveling through the unbiased arm. The first observation is that the coupler response is asymmetric, since a different splitting ratio is obtained for applied biases lower than -4V and higher than +4V, which correspond to light being launched into the directional coupler through one input port (right) or the other (left) input port respectively. Additionally, the sum of the output signals at -4 volts corresponds to the light passing to the coupler through the right arm, and at +4 volts, the sum of the output signals corresponds to the light passing through the left arm. From Fig. 4.12(b), it is apparent that the signal passing through the left arm is higher than that passing though the right arm, which indicates that there is non-uniform attenuation losses in the device structure and these lead to a non-symmetric overall response. We attribute this to the different etching rates experienced by the p-type and n-type regions. The combination of these two effects results in a shift on our switch response. The difference in the maximum
intensity obtained when switching between channels, is a direct consequence of this initial shift. Because a larger voltage is needed to reach the phase induced shift, electroabsorption prevents the power coupled to the left output port from rising as high as in the right output port.

Figure 4.13 (a) Wavelength response of the device, and (b) $V_\pi$ voltage and on-chip losses as a function of wavelength.

The wavelength dependence of the switch is shown in Fig. 4.13 (a). The modulator’s response curves for all wavelengths are very similar, with the device only requiring a higher voltage for the longer wavelengths. Fig. 4.13 (b) shows a plot of the required switching voltage $V_\pi$ as a function of wavelength. These results are typically expected in this type of MQW based modulator because as we move to longer wavelengths away from the resonant absorption peak the refractive index change gets progressively weaker. Also shown in Fig. 4.13 (b) is a graph of the on-chip losses as a
function of wavelength. The highest on-chip insertion loss is on the order of 8 dB, which is lower than the typical insertion losses encountered in the literature [71, 84].

![Extinction Ratio and Crosstalk as a function of wavelength.](image)

Figure 4.14 (a) Extinction ratio and (b) Crosstalk as a function of wavelength.

When the device is used as a modulator, the main parameter is the extinction ratio of the device. The extinction ratio of the left channel as a function of wavelength is shown in Fig. 4.14 (a). It can be observed that an extinction ratio of at least -15 dB is achieved over a 40 nm range, between 1550 and 1590 nm. For switching applications, the relevant parameter is the crosstalk between channels. As shown in Fig. 4.14 (b), crosstalk levels lower than -16 dB are observed when the light is switched to the right output. However, the level is on the order of -11 dB for the left output. This is also related to the higher electro-absorption which not only limits the maximum intensity at this point, but also the minimum achievable value.

The device response is seriously deteriorated under TM polarization because the
coupler becomes over-coupled due to the weaker waveguide confinement factor for the TM guided mode. Given this polarization dependence and fabrication issues, a better alternative for the 3-dB coupler is required. Multimode interference (MMI) couplers seem to be a better option since they require much lower fabrication tolerances, they possess a wide workable spectral bandwidth, and are relatively polarization independent [85, 86].

4.2 1x2 Mach-Zehnder Interferometer with MMI Couplers

The operation of a MMI device relies on a multimode waveguide that supports several modes ($\geq 3$). As the modes propagate along the MMI waveguide, the interference between them gives rise to the formation of self-images of the input field, see Fig. 4.15 (Left). By selecting the proper input field position and MMI length, accurate couplers and splitters can be designed. These devices have attracted a great deal of interest because they are very compact, have low polarization sensitivity, possess large optical bandwidths, and offer the advantage of relaxed fabrication tolerances [85, 86].

Figure 4.15 (Left) General MMI operation, and (Right) MMI 3-dB coupler.
The 3-dB MMI coupler is designed using restricted paired interference operation (section 6.1.2), since the length is reduced by one third compared to the general interference case. As shown in Fig. 4.15 (Right) a 3-dB splitter is obtained with a length of 484 µm. The width of the MMI region is 18 µm, and the input waveguides are 3 µm wide separated by a 3 µm gap.

Since an etch-stop is incorporated in the wafer design, and a further etch-stop at the MQW layer also exists, it was felt that etch depth control during the device fabrication was not an issue. We focused our attention to the fabrication tolerances of the MMI device in terms of lateral dimension errors (waveguide width) during the photolithography and etching, and compared them to the same effects on the waveguide directional coupler. As shown in Fig. 4.16 (a), as soon as the waveguide width of a directional coupler is varied from its optimum designed value (2 µm), a 3-dB splitting ratio is no longer maintained. In fact the split ratio is seriously modified when the width of the waveguide is increased by 0.5µm. In the case of the MMI device, the value in both output channels remains virtually equal for changes in the width of the MMI on the order of 0.5µm, as shown in Fig. 4.16. The only change is a significant increase in the total coupling losses when the width of the device does not correspond to the design parameter. As shown in the inset of Fig. 4.16 (b), is very easy to achieve close to a 3-dB splitting ratio.
Figure 4.16 (a) Directional coupler and (b) MMI coupler splitting ratio as a function of waveguide (MMI) width.

Similarly, we have designed a MMI 1x2 splitter for replacing the input Y-junction of the MZI modulator. In this case the input waveguide is aligned at the center of the MMI, and therefore the device operates in the regime of restricted symmetric interference (section 6.1.1). The device length and width were 163 and 12 μm respectively, and the input and output waveguides were 3 μm. The output waveguides are also separated by 3 μm as with the MMI coupler. The response of the MMI splitter to slight MMI width modifications was similar to the MMI coupler. The new 1x2 MZI structure is shown in Fig. 4.17. The operation is exactly the same as the MZI with directional coupler. In the actual device, the output waveguides have a slight tilt angle such that at the output facet there is a gap of 6 μm between them.
Figure 4.17 Schematic of 1x2 MZI switch with MMI coupler.

### 4.2.1 Experimental Results

The fabrication of the device follows the same processing steps as with the MZI modulator containing the directional coupler as shown previously in Fig. 4.9. The only differences are that the top cladding is etched further down to the top of the MQW’s along the whole structure, and the diffusion time is reduced to 28 min. The reduction in diffusion depth is required because the effect of free-carrier absorption is increased due to the increased mode confinement. A photograph of the fabricated device is shown in Fig. 4.18. Three different batches of devices have been fabricated. Each batch contains five different MMI lengths, with the center one corresponding to the length obtained from numerical simulations. In each batch also, three different electrode lengths corresponding to 300, 500, and 700 µm have been made. As shown in the close-up of Fig. 4.18 the effects of crystallographic dependent etching are present on the corners of the MMI splitter and coupler. The detrimental effects of these angled corners will become evident.
on the device response. In particular, it is expected that if the corners are not etched symmetrically then the self imaging conditions could be modified such that the split ratio is no longer equal.

![Figure 4.18 Pictures of fabricated 1x2 MZI with MMI coupler (wet chemical etching).](image)

Owing to the shorter Zn diffusion time that was employed in the fabrication of these devices, a larger electric field is required to produce the same refractive index change. In order to compensate for this drawback, it was found that the devices with electrode lengths of 700μm performed best. The device response as a function of applied bias is shown in Fig. 4.19 (a) for TE and (b) for TM polarizations. The main observation
is that the TM response is very similar to the TE characteristics. In both cases, there is a small offset from the zero bias position, but it is smaller for the TE case. However, the ratio of the optical intensities passing through the output arms is almost the same for both polarizations when the applied bias is varied from -4V to +4V.

Figure 4.19 Device response as a function of applied bias for (a) TE, and (b) TM polarization.

The main difference between the responses to the different polarizations is that a higher voltage is required for full switching of the TM polarized light. This is expected because the heavy-hole exciton peak is not allowed for TM polarization and hence the refractive index change resulting from a QCSE shift of the absorption spectrum is significantly weaker than for TE polarization where the heavy exciton peak is very prominent. Fig. 4.20 (a) depicts a plot of $V_\pi$ as a function of wavelength which clearly shows the higher sensitivity for TE polarizations. Fig. 4.20 (b) shows the on-chip losses as a function of wavelength. The highest on chip losses are 4 and 5 dB for TE and TM
respectively. These values are significantly lower than the on-chip losses measured for the previous MZI device formed with directional couplers and are a result of a combination of shallower zinc diffusion depth, wider waveguides (3 µm instead of 2µm), and the absence of waveguide bends. It can also be noticed that the spectral dependence of the TE losses are shaped by the MMI wavelength response, with the lowest value between 1550 and 1560 nm. The MMI response for the TM signal is shifted to shorter wavelengths, which explains the higher on-chip losses.

Figure 4.20 (a) $V_{\pi}$ voltage, and (b) On-chip losses as a function of wavelength.

Fig. 4.21 (a) shows the extinction ratios of the device for the TE and TM polarizations signal. Although the device performance for the TE mode is basically similar to the one obtained for the previous device shown in Fig. 4.14 (a), the extinction ratio for TM polarization is significantly improved at around -20 dB. Crosstalk measurements were also performed and are shown in Fig. 4.21 (b) indicate that the TM
polarization actually gave a better device performance owing to the smaller offset and less electro-absorption.

Figure 4.21 (a) Extinction ratio, and (b) Crosstalk as a function of wavelength.

In this particular device the limiting factor appears to be caused by the deviation from a 50:50 power split by the MMI device. This is most likely due to the non-right-angled corners of the MMI splitter and coupler resulting from the wet chemical etching of the InP. The main issue in our current structure is that we are operating in the most sensitive part of the MZI characteristic curve, and the device becomes very susceptible to small departures in symmetry. If the device is operated at the bottom or top of the sinusoidal response curve, the device should in principle be even more robust and tolerant to fabrication issues.
4.3 2x2 Mach-Zehnder Interferometer

By replacing the first 1x2 MMI splitter with another 2x2 MMI coupler the structure is modified into a 2x2 MZI switch. The new structure is shown in Fig. 4.22. In this configuration light launched into the upper port will exit at the lower port, and vice-versa. When a $\pi$ phase shift is applied to either arm of the interferometer, the light is switched to the opposite port. Thus the device can be operated as a 2x2 switch, or as a digital modulator.

A photograph of the fabricated 2x2 MZI switch is shown in Fig. 4.23. The fabrication process is identical as with the previous device, and the diffusion time was also 27 min. The only difference is that the semiconductor waveguide structure was dry etched. As it can be seen in the close-ups photographs, the input and output MMI couplers are identical, and the 90° corners are well defined as a result of the dry etching.
4.3.1 Experimental Results

Fig. 4.24 (a) shows photographs of the output facet of the 2x2 MMI-MZI device with light initially launched into the right input channel. The top picture with no bias applied to the device clearly shows that the light is fully transferred to the left channel, with the crosstalk being only -20 dB. When the right arm is reverse-biased, the light is switched back to the right channel. Unfortunately, as shown in Fig. 4.24(b), the optical power transferred to the right channel does rise significantly above 50% transmission. This is attributable to the electro-absorption effects that become quite significant at about the 3V bias that is required to induce a \( \pi \) phase shift for complete switching. As a result, crosstalk in the on-state is significant, and the device cannot be used as a voltage controlled switch.
Nevertheless, for modulation purposes, we can take advantage of the low crosstalk exhibited during the off-state and only monitor the modulated signal going through the right output channel. An average extinction ratio of 15 dB is obtained from 1530 nm to 1560 nm as shown in Fig. 4.25. This value is achieved at an applied reverse bias of 2.5 volts for both TE and TM polarizations. We should note that operating in this mode imposes an additional 3-dB of insertion loss since the output power does not rise well above 50% transmission. On the other hand, the extinction ratio, and switching contrast can be further improved if the required phase shift could be achieved with minimum increase in absorption. Carrier induced refractive index changes typically are not accompanied by significant changes in absorption and therefore that mechanism is ideally suited for this application. In order to confirm our theory, the device was operated
by current injection using a current driver instead of the voltage driver, and the results are shown in Fig. 4.26. Full switching is achieved in this case with a current level of only 8 mA, and crosstalk levels of -20 dB were obtained during on and off states.

Figure 4.25 Normalized output intensity of right channel as a function of applied reverse bias for TE and TM polarization.

Figure 4.26 Near field pictures at different applied bias (Left), and Device response as a function of applied reverse bias (Right)
These results demonstrate that the MZI structure containing MMIs is indeed more tolerant to fabrication errors and is virtually polarization independent. Furthermore the results show that dry etching process more faithfully reproduces the designed structure and therefore leads to more accurate imaging in the MMI waveguide to produce perfectly symmetric device response. Therefore, by implementing a similar fabrication process, we could expect significant improvements on the 1x2 MZI switch. Nevertheless, the diffusion process allowed us to fully integrate the MZI devices and at the same time losses were significantly reduced by simply controlling the zinc depth.
CHAPTER 5: BEAM STEERING DEVICES

Optical beam steering devices are becoming very important because they have a wide range of applications, such as signal processing, laser scanning, and optical switches. A variety of methods have been used to achieve beam steering and they can be separated into free-space and integrated applications. MEMS devices are very well suited for free-space applications [87]. In fact, due to the maturity of MEMS technology, very efficient optical cross-connects based on MEMS beam steering are now commercially available [7, 88]. The majority of integrated beam steering devices have been demonstrated employing phase-arrayed waveguides [89-91]. A drawback of this method is that it requires the presence of a large number of phase shifting elements that must be addressed individually. Recently, a novel beam steering concept was implemented by our group using GaAs-AlGaAs material [92]. The device is very simple in comparison to phase arrayed devices, but its use was limited only to pulsed applications due to the high electrical current levels required to operate the device. When a considerable amount of current is used, thermal effects degrade the performance of the device and eventually cause the device to fail. In this chapter we demonstrate the use of our area-selective zinc in-diffusion technique to significantly reduce the current consumption of the device by optimizing the spreading of the applied current. In addition, since InGaAsP MQW are
used in the waveguide core, a stronger carrier-induced index change should be expected that will further reduce the electrical current required. Our experimental results show that up to a 20-fold reduction in drive current can be achieved in our device with localized Zn in-diffused p-n junctions as compared to the original planar p-i-n device. The low operating current makes it possible to drive the device continuously using d.c. currents [93-96].

5.1 Beam Steering Structure

A three dimensional view of the beam steering device is shown in Fig. 5.1. The device can be divided on two sections. The first section consists of a 2-μm wide by 500-μm long single-mode input waveguide to ensure that the laser beam is launched exactly centered between the two contact stripes. The second section is a slab waveguide region where two parallel contact stripes are used to inject electrical currents into the device. The stripes are each 800 μm long by 10 μm wide and are separated by a 21 μm gap.

![Figure 5.1 Three dimensional view of beam steering device.](image-url)
The operational principle of the device is relatively simple. With no current applied to the contact stripes, a 1.55 μm wavelength laser beam that is launched into the input waveguide expands into a slab mode after propagating between the parallel electrodes. However, when electrical currents are applied through the two contact stripes, the optical properties of the slab waveguide are modified due to the carrier-induced index change. Since current injection is required, the original structure employed a p-i-n heterostructure as shown in Fig. 5.2, which corresponds to the cross section along a-a’ in Fig. 5.1.

![Figure 5.2 Schematic diagram of p-i-n structure under current injection.](image)

During current injection, some lateral current spreading takes place in the resistive region lying between the contact and the MQW layer as a result of the finite conductivity of the semiconductor. The injected electrons accumulate in the MQW layer and spread sideways by diffusion. The density of injected electrons is highest in the MQW regions.
directly underneath the contacts and decreases with lateral distance. The regions that are saturated with electrons experience a decrease in refractive index through the carrier-induced refractive index change. Owing to the lateral distribution of the free carriers, the portion of the MQW layer between the contact stripes will form a graded-index waveguide. With equal currents, the highest refractive index is exactly centered between the contact stripes. The lateral position of the graded-index channel waveguide follows the changes in the currents injected through the stripes. When more current is applied to the right stripe than to the left stripe, the electrons underneath the right stripe spread out more, moving the induced waveguide to the left, and vice versa. By carefully controlling the ratio of the injected currents, the induced waveguide can be shifted across the entire available range, thereby steering the guided laser beam. In the case of a regular p-i-n structure in which the whole top cladding layer is doped p-type, at very low current levels, the carriers spread out uniformly in the vicinity of the contact stripes. As the current level in each stripe is gradually increased, the finite conductivity of the p-type layer starts limiting the current spreading and causes a higher carrier density to be injected into the MQW region that is closest to the contact pads. If equal currents are injected through the two pads, the carrier density in the MQW layer between the two contacts will be lowest at the geometric center. In order for the carrier distribution to have a sufficiently sharp gradient with which to confine a waveguide mode, relatively high current injection levels (several kA/cm²) are required [92]. Therefore, in order for the waveguiding effect to be efficient and for the device to operate with a low current density, the regions where the electrons are injected need to be set more accurately.
One way of controlling the current spreading is to diffuse zinc selectively into an n-doped cladding layer [97], in the regions beneath the contact stripes, to obtain a low resistance current conductive window in the structure, as shown in Fig. 5.3. These low resistance current conductive windows in the structure act as a channel for the injected current. Therefore, by controlling the depth of the p-doped regions, the directional flow of the current can be adequately managed and the degree of current spreading can be regulated, so as to optimize the use of the injected carriers.

![Schematic diagram of n-i-n structure (with selective zinc in-diffusion) under current injection.](image)

Figure 5.3 Schematic diagram of n-i-n structure (with selective zinc in-diffusion) under current injection.

### 5.1.1 Current Spreading Control via Zinc Diffusion

The issue of lateral current spreading and diffusion has been studied before [97-
There are two factors that determine the final carrier density along the semiconductor waveguide structure:

1. The lateral current spreading in the resistive layer lying between the contact and the waveguiding region.
2. The lateral diffusion of carriers in the waveguiding region.

The analysis of current spreading is then realized by solving the following Laplace and carrier diffusion equations [97]:

\begin{align}
-\nabla \left[ \sigma(x,y) \nabla V(x,y) \right] &= 0, \\
D \frac{d^2 n(x)}{dx^2} - B n^2(x) - \frac{n(x)}{\tau} &= - \frac{J(x,y=0)}{et}
\end{align}

where \( \sigma \) is the conductivity, \( D \) is the ambipolar diffusion coefficient, \( B \) is the bimolecular radiative recombination, \( \tau \) is the carrier lifetime, \( e \) is the electronic charge, and \( t \) is the thickness of the waveguide layer. Here \( V(x,y) \) describes the potential within the semiconductor structure, and \( J(x,y=0) \) represents the magnitude of the injected current density at waveguide-top cladding interface

\[ J(x, y = 0) = \sigma_{s} \frac{\partial V}{\partial y}. \]

In order to obtain an insight on the effects of zinc diffusion on the final carrier density distribution, both configurations as shown in Fig. 5.2 and 5.3 were studied. The material parameters are similar to the ones used in [97].
The current spreading for the p-i-n structure was obtained for a current injection of 10 mA. As shown in Fig. 5.4, the p-i-n structure shows severe current spreading and the carrier density between the contacts is significant. When the zinc diffused sample is simulated (zinc depth of 0.85 µm), it is observed that the current spreading is effectively regulated. In fact, in order to obtain equal maximum carrier densities in both cases, the injected current in the zinc diffused structure has to be lowered to 3 mA. The key point is that the carrier density between the contacts in minimal, thus requiring less current to effectively form a waveguide.

5.2 Beam Steering Device Fabrication

The device was fabricated by first cleaning the sample with BOE for 2 min. to remove any native oxide, and rinsing thoroughly with DI water. A 200 nm thick Si$_3$N$_4$
film was then deposited using PECVD, Fig. 5.5(a). Conventional photolithography using Futurrex negative resist NR7-500P, followed by a CF$_4$ plasma etching was used to define 10 µm × 800 µm windows, Fig. 5.5(b). The Si$_3$N$_4$ film is used as a mask for the zinc in-diffusion process. The zinc in-diffusion process was then performed for the required time, Fig. 5.3(c). After the diffusion process, 15 nm of InGaAs were etched on the alignment marks using a H$_3$PO$_4$:H$_2$O$_2$:H$_2$O (1:1:30) mixture for 10 sec. This allowed us to achieve further alignment of the following patterns on the wafer. The Si$_3$N$_4$ was then completely removed using plasma etching, Fig. 5.5(d). Ti/Au/Zn/Au p-type contacts were then patterned on the zinc diffused areas by evaporation and lift-off technique using Futurrex NR7-1000PY resist, Fig. 5.5(e). The input waveguide was then patterned by photolithography (Shipley 1805 positive resist), followed by selective wet chemical etching of the InGaAs top layer with an H$_3$PO$_4$ : H$_2$O : DI water (1:1:38) mixture. The InGaAs layer was then used as a mask for the selective wet etching of InP with an HCl : H$_3$PO$_4$ : CH$_3$CHOHCOOH (2:5:1) mixture, Fig. 5.5(f). The etch-stop layer provided a precise control on the etch-depth, resulting in constant height InP ridges as well as a smooth etched surface. The wafer substrate was then lapped to a thickness of 150 µm and polished to a mirror finish. The n-type contact, consisting of a mixture of Ge/Ni/Au, was then deposited by thermal evaporation and annealed-in at 420 °C for 30 sec. At this point the sample was finally cleaved and mounted for the device testing. A photograph of a batch of fabricated devices is shown in Fig. 5.6.
Figure 5.5 Device fabrication steps for beam steering device.
5.3 Experimental Results

The device was tested using the experimental setup shown in Fig. 5.7. Light from a fiber pigtailed tunable laser (Agilent 8164A Lightwave Measurement System) is sent through a Mach-Zehnder modulator, and then collimated using a fiber collimator. The light is end-fired coupled to the input waveguide using a 40x microscope objective, and the output facet was imaged using a 40x microscope. A beam splitter was used to split the light so as to allow monitoring of the output facet using an infrared camera (MicronViewer 7290A from Electrophysics) and measuring the transmitted output powers using an InGaAs photo-detector (Thorlabs PDA255). Two separate laser diode drivers were used to supply the currents to the two contact stripes. Both diode drivers and the modulator can be synchronized using a pulse generator. This allowed us to test the devices under d.c. and pulsed operation.
5.3.1 Beam Steering Without Selective Zn Diffusion

Two variants of the device were fabricated in order to appreciate the advantage of the proposed devices. In the first device zinc was diffused through the whole surface such that a p-n structure is formed at a depth of 0.8 µm. For this device, fabrication steps (a) and (b) are not considered, and fabrication starts at step (c). The optical beam steering device was characterized by first applying equal currents to the stripes in order to confine the laser beam to the center of the gap. Then the current in the left stripe was lowered while the current in the right stripe was increased, until the confined laser beam was pushed as far as possible from the center and to the left of the gap. By reversing these current values, the beam was then pushed to the right side of the gap. Finally, the currents
were adjusted to place the beam at the intermediate positions between the center and edges of the beam steering region. The electrical currents were calibrated to obtain the highest confined mode while using the lowest possible current. In order to preclude thermal effects, the device was initially tested by modulating the incoming light to produce optical pulses of 0.7 µs duration at a repetition time of 20 µs. The electrical currents that were supplied to the contact stripes were also modulated at the same frequency but with a pulse duration of 2.5 µs. The optical and electrical pulses were temporally synchronized so that the free carrier distributions were fully stabilized when the optical pulses passed through.

The device exhibited significant lateral confinement and waveguiding when the peak current through each stripe was ~190 mA. As shown in Fig. 5.8, the position of the guided spot which followed the wake of the guiding channel was easily controlled by varying the level of electrical currents through the two stripes. By passing more current to the left electrode, the waveguide was pushed to the right and consequently the output spot was guided to the right. The output spot moved to the left when more current was passed through the right electrode. The output spot could be steered through the whole 21 µm spacing between the stripes. In order to test whether thermal effects were a problem the pulse-widths of both the current pulses and the laser modulation were increased in small steps. It was observed that thermal effects started to become a problem when the current pulse-width exceeded 10 µs preventing the device from operating in d.c. mode.
Figure 5.8 Pictures of the near-field output beams and the corresponding intensity profiles for beam steering device with zinc diffused through the whole capping layer.

The results shown in Fig. 5.8 were taken at a wavelength of 1510 nm, which correspond to shortest wavelength that could be transmitted through without being fully attenuated by intrinsic material absorption, and also to highest carrier-induced refractive index change. The device could be operated at longer wavelengths, but the injected current increased to even higher levels. It can also be noticed that the spots are no well resolved, which can be problematic for switching applications.

5.3.2 Beam Steering With Selective Zn Diffusion

In the second configuration, zinc was selectively diffused on the position of the contact stripes. In order to determine the optimum diffusion depth, several samples with
different diffusion times ranging from 20 to 40 min in 5 min increment were fabricated.
The fabrication followed exactly the process described in section 5.2.

Figure 5.9 Pictures of the near-field output beams and the corresponding intensity profiles for beam steering device with zinc diffused through the whole capping layer.

The best performance was obtained for a diffusion time of 30 min., which correspond to a zinc depth of 0.8 µm. As the laser was tuned from 1510 nm to 1625 nm, it was observed that the electrical current needed to perform the beam guiding and steering increased progressively, requiring 12.5 mA at 1510 nm and reaching 26.9 mA at 1625 nm wavelength. The beam steering results shown in Fig. 5.9 were obtained at a wavelength of 1530 nm and illustrate that, at this wavelength, the highest current needed to steer the beam to the furthest off-center position was only 14.5 mA. This represents a 17-fold reduction as compared to the previously reported work [92], and a 20-fold
reduction if the device is operated at 1510 nm wavelength. The reduction in operating current is in part due to the use of localized zinc diffusion beneath the contact stripes to control the current spreading. Additionally, the present device employs MQW in the active steering region and therefore a lower carrier density is needed to produce the same change in refractive index as compared to a bulk semiconductor counterpart. Ultimately, however, there is a minimum carrier density required to form a guided mode and to shift the induced waveguide to the edge of the steering region. This is what limits further current reduction given our present device configuration. At such low current levels, thermal effects were negligible and the device was successfully operated uncooled under d.c. current injection. This confirmed that by applying the area-selective zinc in-diffusion the current injection can be localized more accurately and the carrier spreading is only present where needed, making the device much more efficient. The results shown in Fig. 5.9 were obtained under d.c. operation. We also observed that in this device, the guided laser beam has a narrower diameter indicating that the free carrier induced waveguide is confining the light more effectively.

The wavelength dependence of the device can be better observed by fixing the injected currents for a specific wavelength, and doing a wavelength scan without modifying the applied currents. Optimum current was applied to set the output spots at the center and edge position at 1530 nm wavelength, and the wavelength was scanned up to 1590 nm. Peak position and full width half maximum (FWHM) of the spots at each wavelength were measured. As shown in Fig. 5.10 (a), the wavelength dependence of the center position is very low for both peak position and FWHM, at least for the first 40 nm
(1570 nm wavelength). Beyond 1570 nm, although the peak position barely changes, the FWHM increases almost 1 µm.

Figure 5.10 Wavelength dependence of beam steering device for output spot at (a) center and (b) edge positions with injected current optimized at 1530 nm wavelength.

Figure 5.11 Wavelength dependence of beam steering device for output spot at edge position with injected current optimized at 1570 nm wavelength.
At the edge position the situation is completely different with both peak position and FWHM increasing almost immediately as the wavelength is changed. Since an ideal wavelength independent device requires the same bias for any given wavelength, this can be minimized by setting the optimum injected currents at the middle of required wavelength range. A range of 40 nm was selected, with the center wavelength at 1570 nm. As shown in Fig. 5.11, there is slight wavelength dependence, but the value is decreased as compared to the previous results for both peak position and FWHM.

Although there might different potential applications for this beam steering device (recently it was used in an integrated tuning laser configuration [100]), our main goal is the realization of photonic switches. In the following section, a 1x3 photonic switch is implemented based on our beam steering configuration.

5.4 Reconfigurable 1x3 Switch

Optical cross-connects (OXC)s are important components for future optical networks because they can provide efficient routing functionalities. Several OXCs have been demonstrated using different platforms. In fact, OXCs based on MEMS devices are now commercially available [88, 101]. In the case of planar lightwave circuits, OXCs are most commonly implemented by interconnecting a large number of photonic switches [102-104]. A more promising approach is to cascade several 1xN photonic switches in order to achieve NxN operation, since a device with a smaller footprint can be obtained in this manner [105, 106]. The realization of a versatile and compact 1xN switch becomes critical in this case, as it will ultimately determine the complexity and size of the OXC.s.
In this section we demonstrate a versatile 1x3 photonic switch based on our beam steering device.

![Figure 5.12 Schematic of 1x3 photonic switch.](image)

The proposed 1x3 switch is shown in Fig. 5.12. It can be sub-divided into the beam steering section and the output waveguide ensemble. The beam steering section is similar to the one previously described. The three output waveguides constitute the second section and are each 3-μm wide by 500-μm long. Initially each output waveguide is separated by 3-μm, with the separation increasing to 6-μm at the output facet. The operation is really simple, and switching is accomplished by steering the launched optical beam and redirecting it to any one of the three output waveguides. The device is fabricated following the same procedure as for the beam steering device. The only difference is that the output waveguides are fabricated at the same time when the input waveguide is etched, Fig. 5.5 (f). A photograph of the fabricated 1x3 photonic switch is shown in Fig. 5.13. Also shown are close-ups of the input and output waveguides.
The device was tested using the same experimental setup for testing the beam steering devices (Fig. 5.7). The only variant was the use of a 40x microscope objective, instead of the 25x, to facilitate measuring the crosstalk between the output channels. As shown in Fig. 5.14, when only 3.8 mA and 3.9 mA of current were applied to the contacts respectively, the light is equally split to the three output waveguides. By properly unbalancing the applied currents, the light can be easily switched to any of the output waveguides. The results in Fig. 5.14 were taken at a wavelength of 1565 nm, which will be the center wavelength of the operating wavelength range. Since the maximum required
current was on the order of 21 mA, we were able to operate the device without the need for any cooling mechanism.

Figure 5.14 Pictures of the near-field output beams and the corresponding intensity profiles for the 1x3 photonic switch.

As shown in Fig. 5.14, the applied current values required to direct the laser beam into the various output waveguides of the 1×3 photonic switch were higher than those used for the beam steering subunit. These higher currents are attributed to the fact that the beam steering section was optimized to achieve maximum steering with the lowest possible currents, not to achieve any predetermined confinement specification. In contrast, the current values selected for directing the laser beam to the individual output waveguides of the 1×3 switch were optimized to reduce the crosstalk. Therefore, higher currents were necessary in order to achieve a more confined mode. The approach employed in measuring the crosstalk required determining the current values needed to direct the laser beam to each of the three output waveguides, which are shown in Fig.
5.14. Then the photo-detector was positioned at the first output waveguide and the light intensity was measured when the light was switched to each one of the three output channels. The measurement was performed for different wavelengths within the selected wavelength range. The photo-detector was moved to the next output waveguide and the process repeated until all three channels had been likewise evaluated.

![Crosstalk plots](image)

Figure 5.15 Crosstalk between channels as a function of wavelength.
As shown in Fig. 5.15, crosstalk levels better than -17 dB could be obtained over a range of 50 nm, with a center wavelength of 1565 nm. This crosstalk level is easily obtained for light switched to either channel. If the wavelength range is decreased, it is possible to further reduce the crosstalk, and also the required current is reduced. The on-chip insertion loss of the device was measured for both center and edge steering position. The average insertion loss at the center was 3.299 dB, increasing only to 3.682 dB when the light is steered to the edge position.

### 5.5 1x4 Photonic Switch

A 1x4 switch was also fabricated, as shown in Fig. 5.16, by simply adding an additional output waveguide.

![Figure 5.16 Schematic of 1x4 photonic switch.](image)

In this structure, the separation between contacts was 22 µm as measured from the
inner edge of each stripe. Each one of the output waveguides is 4 µm wide and has a length of 500 µm. Initially each output waveguide is separated by 2 µm, but as they spread out from the beam steering region, this value increases to 5 µm at the output facet. Fabrication process is similar to the 1x3 switch.

Experimental results are shown in Fig. 5.17. As can be seen the applied current values required to direct the laser beam into the various output waveguides of the 1×4 optical switch are slightly higher than those used for the 1x3 switch. These higher currents are attributed to the fact that the outer output waveguides were placed beside the contacts stripes. Therefore, even with a minimum amount of current the light was pushed away from the waveguide, and higher current was required from the other contact pad to keep the light on the output waveguide. A crosstalk between channels of –10 dB was initially measured for this device.

![Diagram](image)

Figure 5.17 Pictures of the near-field output beams and the corresponding intensity profiles for the 1x4 photonic switch.
When the crosstalk is measured only for the inner two outputs, the crosstalk is better than -19 dB. We believe that further optimization of the device design and better control of the fabrication process will lead to significance improvement in the crosstalk. Nevertheless, the results demonstrate the versatility of the beam steering device. Furthermore, since the device was developed on an InP semiconductor platform, integration with other photonic and electronic devices is a very attractive option to implement not only OXC’s, but signal processing applications.
Owing to the low fabrication tolerances encountered in directional couplers, new device structures have been investigated for this purpose. An elegant solution to this problem is the use of MMI effects. The operation of a MMI device relies on a multimode waveguide that supports several modes \((\geq 3)\). As the modes propagate along the MMI waveguide, the interference between them gives rise to the formation of self-images of the input field. By selecting the proper input field position and MMI length, devices with different functionalities can be designed. They have attracted a great deal of interest because they offer several advantages, such as very compact devices, low polarization sensitivity, large optical bandwidths, and relaxed fabrication tolerances [85, 86]. Using this structure a variety of passive devices has been proposed and demonstrated on different substrates [107-111]. Only recently their use has been expanded from passive to active devices, and several photonic switches have been proposed using MMI effects [112-116].

In this chapter the properties of MMI structures will be explained, as well as special cases in which the MMI length can be further reduced. We also explain how active MMI devices can be designed, and we propose and fabricate novel active MMI devices using these effects [117-121].
6.1 Theory of MMI Devices

The analysis of MMI devices has been approached using different methods such as ray optics [122], BPM [123], and guided-mode propagation analysis (MPA) [85]. We follow the MPA method as explained by Soldano et al. [85] since it provides a better insight of the mechanism behind the MMI functionality. In general, self-imaging can be observed in three dimensional multimode structures, such as multimode fibers [124]. In the case of semiconductor waveguide structures, the transverse direction is usually single mode, and the problem is reduced to two dimensions (lateral and longitudinal).

In this method, the input field $\Psi(y,0)$ at $z=0$ (Fig. 6.1) is decomposed into all the guided modal field distributions $\psi_n(y)$ that are supported within the MMI waveguide,

$$\Psi(y,0) = \sum_{n=1}^{m-1} c_n \psi_n(y),$$

(6.1)

where the coefficient $c_n$ is estimated by obtaining the overlap integral for each mode,

$$c_n = \frac{\int \Psi(y,0) \psi_n(y) dy}{\sqrt{\int \psi_n^2(y) dy}}.$$  

(6.2)

After propagating a distance $z$, the resulting field profile can be obtained by multiplying each mode in Eq. 6.1 by the proper phase term $\exp[j(\omega t - \beta_n z)]$. If the phase of the fundamental mode is extracted out of the sum and assuming that $\exp(j\omega t)$ is implicit hereafter, then the field at $\Psi(y,z)$ is
\[ \Psi(y,z) = \sum_{\nu=0}^{n-1} c_{\nu} \psi_{\nu}(y) \exp[j(\beta_{\nu} - \beta_{0})z]. \]  

(6.3)

The difference between the propagation constants \((\beta_{0} - \beta_{\nu})\) can be approximated as [85],

\[ (\beta_{0} - \beta_{\nu}) \approx \frac{\nu(\nu + 2)\pi}{3L_{\pi}}, \]

(6.4)

with \(L_{\pi}\) is defined as the beat length between the two lowest-order modes

\[ L_{\pi} = \frac{\pi}{\beta_{0} - \beta_{1}} \approx \frac{4n_{0}W_{e}^{2}}{3\lambda_{0}} \]

where \(W_{e}\) is the effective multimode waveguide width, \(n_{0}\) is the effective refractive index, and \(\lambda_{0}\) is the vacuum wavelength.

Therefore, using Eq. 6.3 and 6.4 the propagated field at \(z=L\) is expressed as,

\[ \Psi(y,L) = \sum_{\nu=0}^{n-1} c_{\nu} \psi_{\nu}(y) \exp\left[j\frac{\nu(\nu + 2)\pi}{3L_{\pi}}L\right]. \]

(6.5)

It is clear that the phase factor plays a key role for self-imaging formation. If \(\Psi(y,L)\) will be a image of \(\Psi(y,0)\) then the phase factor has to be

\[ \exp\left[j\frac{\nu(\nu + 2)\pi}{3L_{\pi}}L\right] = 1 \quad \text{or} \quad (-1)^{\nu}. \]

(6.6)

This imposes two conditions for the formation of single self-images. The first one requires that all the modes should experience a \(2\pi\) phase shift after propagating along \(L\), thus producing a direct replica of the input field. The second is that the phase differences between the modes must alternate in even and odd multiples of \(\pi\), with the even and odd
modes in phase and antiphase respectively. Therefore, the self-image will be mirrored with respect to \( y = 0 \), which should not be a concern for symmetric input fields as in the case of single mode waveguides. Both conditions are satisfied at distances given by

\[
L = p(3L_z) \quad \text{with} \quad p = 0, 1, 2, \ldots
\]

which is shown in Fig. 6.1. Along the way between the input and the single self-images, multiple images are also formed at distances determined by

\[
L = \frac{p}{N}(3L_z),
\]

where \( p \geq 0 \) and \( N \geq 1 \) are integers with no common divisor [125]. An important aspect of these multiple images is that they have a relative phase difference, and this phase relationship needs to be kept constant for proper formation of the following set of images.

Figure 6.1 Schematic of a multimode waveguide showing the formation of mirrored single images and two-fold images and two-fold images.

Using these simple expressions very short devices can be designed. However, in integrated optics there is always a need for smaller devices. If we can selectively excite
certain modes within the MMI waveguide, the MMI length can be reduced. This is limited to two special situations, but important for some applications as we will find later on.

### 6.1.1 Restricted Symmetric Interference

The simplest case is obtained when a symmetric input field (fundamental mode) is launched exactly at the center of the MMI waveguide. In this case, only the even modes will be excited, and the resulting self-images will be a linear combination of the even modes. The resulting single images in this case will be formed at one fourth of the distance calculated in Eq. 6.7 [110], with a more general expression of $N$-fold images given by

$$L = \frac{p}{N} \left( \frac{3L_e}{4} \right).$$  \hfill (6.9)

Due to the symmetry of the interfering fields, the position of the resulting images along the $y$-axis will be also symmetric with equal spacing of $W_e/N$.

### 6.1.2 Restricted Paired Interference

If a symmetric input field is launched at $y = \pm W_e/6$, at this position the modes $\nu = 2, 5, 8, \ldots$ present a zero with odd symmetry with respect to this point. Therefore, the
overlap integral between the input field and these modes will vanish. As a result, only the first two of every three modes are excited, and the length of the self-images is reduced by one third [126]. Single images are found at \( L = p(L_\pi) \), with a more general expression for \( N \)-fold images given by

\[
L = \frac{p}{N}(L_\pi).
\]  

(6.10)

Although this situation can only be used for two positions, it is very useful for the design of 2x2 MMI devices.

### 6.2 Active MMI Devices

The main application of MMI structures has been as passive devices in various integrated optical circuits for the splitting or combining of optical signals. There is great interest in developing active MMI devices, in particular photonic switches, because they can be very robust devices. In general, active MMI devices can be obtained by perturbing the conditions required for self-images to occur at the predicted locations, such as changing the phase relation between the multiples images and selective mode perturbation.

#### 6.2.1 Phase Relation of Multiple Images

As previously explained, the phase of each set of multiples images has to stay constant for the next set to be properly formed. If we selectively modify the phases in a
particular set, then the phases and lateral positions of the following sets of images will be modified. With the right parameters this effect can be used to develop photonic switches.

To develop an N×N switch, the N phases formed at the middle of the MMI have to be known. At this length, we basically have an N×N splitter as shown in Fig. 6.2.

```
0 < a < W/N
```

**Figure 6.2** MMI coupler illustrating N×N operation for the case of N even inputs.

In this case, light launched into any of the N inputs will be equally splitted into N images, but the relative phases of these N images will be different for each input waveguide. The expressions for calculating the phases of the N images are [125],

\[
\begin{align*}
    \text{i + j even, } \varphi_{ij} &= \pi + \frac{\pi}{4N} \times (j-i)(2N - j + i) \\
    \text{i + j odd, } \varphi_{ij} &= \frac{\pi}{4N} \times (j+i-1)(2N - j - i + 1).
\end{align*}
\]  

(6.11a)  

(6.11b)

Knowing the phase value of each of the N images for each input, light coupled to any given input can be switched to any output by properly modifying these N phases. For example, light launched to input one will exit at output one, with the N images having a
specific phase relation. If this phase relation is modified such that it replicates the phase relation obtained when light is launched at input N, then the light will be switched to output N.

6.2.2 Selective Mode Perturbation

In a general MMI the phase shift between symmetric and antisymmetric modes is an odd multiple of $\pi$ and the image will be inverted as shown in Fig. 6.1. If a phase shift $\Delta \phi = \pi$ is introduced between the symmetric and antisymmetric modes, the image experience a further inversion and the image will be formed at the other side of the output plane.

![Schematic demonstrating selective mode perturbation.](image)

Figure 6.3 Schematic demonstrating selective mode perturbation.

This phase shift can be induced by modifying the refractive index as shown in
Fig. 6.3. The even modes experience a stronger index change because they have a maximum at this location. In contrast, the odd modes have a zero which reduces the overlap with the perturbed zone. This effect was recently used to propose a 2x2 photonics switch [114].

6.3 Compact MMI Modulator

As we explained in chapter 4, one of the issues related to MZI modulator is that the extinction ratio can be increased due to imbalance between the intensity of the arms. In MQW devices this effect is related to electroabsorption due to the QCSE. Here we propose an ultra-compact MMI-based InGaAsP MQW optical modulator which is very tolerant to electroabsorption issues. The device operates by restricting the coupling of the light to a single mode waveguide as in the MZI. However, rather than interfering two different beams, the device relies in mode conversion of the modes within the MMI, which relaxes the effects of electroabsorption.

6.3.1 MMI Modulator Structure

A schematic of the proposed MMI modulator is shown in Fig. 6.4 (a). The device consists of 2 μm wide, single mode, input and output waveguides. The width and length of the MMI waveguide are 12 μm wide and 350 μm long, respectively. This case correspond to symmetric interference, and the dimensions are calculated using the same
MQW wafer with $n_0 = 3.2425$ and $\lambda = 1.55 \, \mu m$. The shaded area, denoted by $n_j$ in Fig. 6.4 (a), indicates the index modulated region with a width of 3.5 $\mu m$ and shifted by a distance of 1.8 $\mu m$, measured from the center of symmetry of the device to the center of symmetry of the index modulated region. The operational principle of the device is very similar to the Y-branch MZ modulator shown in Fig 6.4 (b). In the MZ modulator, light injected into the single mode input waveguide is divided into two beams. If no phase shift is applied, the beams recombine with the same phase and the light is coupled into the single mode output waveguide. However, when a $\pi$ phase shift is applied to one of the arms of the MZ interferometer, the beams are recombined out-of-phase. Therefore, the electric field distribution becomes a higher-order mode and light is not coupled into the single mode output waveguide, effectively modulating the injected light.

![Figure 6.4 a) MMI modulator design, and b) Y-branch MZ intensity modulator.](image)

Figure 6.4 (a) MMI modulator design, and (b) Y-branch MZ intensity modulator.
In our device, modulation is also achieved by restricting the coupling of the light into the output waveguide, but in a much simpler way. Since the MMI modulator is operating under the condition of restricted symmetric interference, only the even modes are excited within the MMI waveguide. This is achieved by center-feeding the MMI region with a symmetric mode using a single mode input waveguide. This also results in a shorter device, since the distance at which the first image will be formed is reduced by a factor of four. When the index modulated region is not perturbed, there is no mode conversion, and therefore an exact replica of the input beam is produced at the end of the MMI region, and coupled into the single mode output waveguide. However, when a $\pi$ phase shift is induced, as shown by the shaded region in Fig. 6.4 (a), the phase of the propagating modes is asymmetrically modified such that all the even modes are converted to odd modes. Since the output is a single mode waveguide, neither an individual mode nor any combination of the modes will be coupled, effectively modulating the propagating beam.

6.3.2 MMI Modulator Performance

The characteristics of the MMI modulator were analyzed by the FD-BPM method. The modeled structure is the one described in section 3.1. The propagation characteristics without index modulation are shown in Fig. 6.5 (a). As previously explained, the input beam propagates through the MMI region, and an exact replica of the input beam is
formed at the end that couples to the output waveguide. From the symmetry of the interference pattern, it is clear that only the even modes are propagating within the MMI structure. If coupling losses are not considered, a 0.3 dB insertion loss is calculated as a result of the imaging properties of the MMI waveguide.

Figure 6.5 Beam propagation characteristics (a) Without index modulation, and (b) With an index modulation of $\Delta n = 1 \times 10^{-2}$.

For the case where the index is modulated, a maximum refractive index change of $\Delta n = 1 \times 10^{-2}$ is assumed in the MQW due to the QCSE [34]. In order to find the optimum width and lateral position of the index modulated region, different widths were simulated, and the lateral position was scanned from the center to the edge of the MMI waveguide.
From our simulations, a width of 3.5 µm and an offset of 1.8 µm, measured from the center of symmetry of the MMI waveguide to the center of symmetry of the index modulated region, provided the lowest extinction ratio (ER). The propagation characteristics when this amount of index change is induced are shown in Fig. 6.5 (b). In this case, as expected, the light is not coupled to the output waveguide and the beam is fully attenuated.

Electro-absorption effects are modeled using the ratio $\rho = \Delta n / \Delta \kappa$, where $\Delta n$ and $\Delta \kappa$ are the real and imaginary parts of the complex refractive index change, respectively. This is a useful figure of merit for phase modulators because it relates the amount of index change to the induced losses. The modulator response as a function of the refractive index change (using the optimum width and offset of the index modulating region as previously calculated) when zero absorption is considered ($\rho = \alpha$) is shown in Fig. 6.6. It can be observed that an ER as low as –37 dB can be easily obtained when electro-absorption effects are not included in the simulations. As suggested by Earnshaw and Allsopp [114], values of $\rho = 50$ and $\rho = 10$, corresponding to the cases of low and high absorption modulation, respectively, were used to model the effects of electro-absorption. By using these values, a direct comparison of our device performance with other electro-refractive modulators can be obtained, since these values correspond to the upper and lower limits typically found in modulators operating by the QCSE [127].
Figure 6.6 MMI modulator performance as a function of the induced refractive index change for different values of $\rho = \Delta n / \Delta \kappa$.

The characteristics of the modulator when a value of $\rho = 10$ is assumed, for the case of high absorption modulation, are also shown in Fig. 6.6. In this case, the ER is increased to –21 dB, which is still better when compared to typical MZ modulators operating under the same value of absorption modulation [114]. However, when $\rho = 50$ is used in the simulations, which is a more realistic value for the case of low electroabsorption, the change in contrast ratio is almost negligible. The modulator response for this case is also shown in Fig. 6.6, and it can be observed that the ER is only increased to –35 dB, as compared to –37 dB for the case of zero absorption. This minor change in ER is a result of both, device operation and MMI structure. The fundamental feature is to restrict the MMI structure to the regime of symmetric interference where only the even modes are excited. This allows to efficiently converting all the even modes to odd modes,
and therefore neither an individual mode nor any combination of the modes will be coupled into the single mode output waveguide. Since the device does not operate by modal interference, slight changes in the relative amplitude between the modes have a small effect on the modulator response.

Figure 6.7 Wavelength dependence of MMI modulator for TE polarization.

The wavelength response of the modulator was also investigated. In this case, the wavelength was scanned from 1.50 to 1.60 $\mu$m for TE polarization, and the ER was obtained. As shown in Fig. 6.7, an extinction ratio of -20 dB is easily maintained over a 50 nm window. When the modulator is evaluated for TM polarization the response is significantly reduced as compared to TE polarization. This is related to the polarization dependence resulting from the waveguide structure, which provides a different overlap between the guided modes and the index modulated region for different polarizations. This can be solved by modifying our waveguide structure. Nevertheless, this
demonstrates that an ultra-compact and high contrast ratio MMI modulator is feasible using the proposed structure. The structure also requires the index modulated area to be isolated and well defined, which can be easily achieved through our zinc in-diffusion process.

6.4 2x2 MMI Switch

A different way to fabricate active MMI devices is by modifying the refractive index at specific areas within the MMI waveguide, which are collocated with the occurrence of multiple self-images. This change in the refractive index effectively alters the phase relation between the self-images, which leads to a modified output image and switches the light between the output waveguides. Using this principle several photonic switches have been proposed using MMI effects [113, 115, 116]. These configurations are of great interest, since, in principle, very efficient switching can be achieved. However, in order to have access to the large refractive index change required for switching ($\Delta n = 3 \times 10^{-2}$), the devices must rely on the principle of carrier induced refractive index change in semiconductors. Therefore, electrical current injection is required for the device operation, and this requirement imposes some restrictions on the device design. Since the index change is assumed to occur at a very precise region within the MMI waveguide, any excessive current spreading could seriously deteriorate the switching performance [115]. It is then necessary to electrically isolate the index modulated regions from the rest of the MMI waveguide. Zinc in-diffusion is particularly
attractive since it has been widely used for the fabrication of optoelectronic devices. We have also demonstrated that current spreading can be regulated by carefully controlling the zinc diffusion depth [93]. In order to restrict the current spreading as much as possible, the zinc has to diffuse to a depth that is very close to the guiding layer. The only drawback to using this approach is that, even in the absence of an injected current, an effective refractive index change is induced beneath the zinc diffused areas. This could modify the imaging conditions of the MMI waveguide, which in turn would deteriorate the crosstalk of the device. A similar effect has also been observed when using proton implantation, due to the difference in the built-in electric field between implanted and un-implanted sections [128]. Ideally, the contacts used for current injection should have the same dimensions as the index modulated regions. However, a small amount of current leakage can be expected regardless of the isolation technique. Therefore, the width of the index modulated region will always be wider than that of the contact. Consequently, the term ‘contact’ hereafter refers to the region that was electrically isolated, and ‘index modulated region’ refers to the area defined by the injected current.

Interestingly, no analysis has been previously carried out regarding the device performance as a function of the deviation from the optimum dimensions of the index modulated regions. In fact, contact width reduction might be required in order to isolate adjacent contacts, and also to achieve better definition of the index modulated regions. This, however, will create finite sections within the MMI waveguide that possess an effective index change, which can lead to deterioration of the switch crosstalk. Moreover, during device fabrication, we often have to deal with offset errors resulting from the
misalignment between different masking layers. Such a displacement of the index modulated regions, with respect to the optimum positioning, is potentially a very serious issue. This offset error may lead to an imbalance in the phase of the adjacent self-images, thereby making it impossible to achieve the phase difference required for switching. An error of this type would manifest as an increase in the switching crosstalk. It is therefore very important to address these issues during the design of an MMI-based switch.

In this section we propose a highly robust 2x2 MMI-based photonic switch. We demonstrate that the device is very tolerant to material modifications and typical fabrication errors. This is a result of the MMI design and the high symmetry of the switch. The waveguide structure was also modified from our original MQW structure in order to demonstrate polarization independence operation.

### 6.4.1 2x2 MMI Switch Design

The proposed switch is shown in Fig. 6.8. The main change to the modeled structure is that the waveguiding layer is 1 μm thick InGaAsP guiding layer \((\lambda_g = 1.3 \, \mu m)\) which helps to achieve polarization independence for shallow etching. If deep etching is used, this thickness can be easily reduced to ~ 500 nm [75]. The top cladding layer is a 1.5 μm thick InP top cladding layer. The refractive indices of the layers are 3.41 and 3.17 respectively. The device consists of a MMI waveguide with a width of \(W\)=18 μm and a length of \(L\)= 998 μm. Light is launched using 3 μm wide input
and output waveguides that are separated by 3 μm. The shaded zones correspond to the index modulated regions. The dimensions of the MMI switch were calculated using the well known relations for paired restricted interference in MMI waveguides. The length is then set to $L\pi$ (where $L\pi$ corresponds to the beat length) such that light coupled to the upper input waveguide will be imaged into the lower output waveguide during the off-state, as shown in Fig. 6.9 (a).

Figure 6.8 Schematic of the 2x2 photonic switch and design parameters.

The key parameter for the operation of the device is that the input light forms a pair of well defined self-images exactly at the middle of the switch, and along the central axis of both access waveguides, as shown in Fig. 6.9 (a) and (b). The index modulated regions precisely overlap the positions where these two self-images are formed. By creating identical features at these locations, any refractive index change induced in the material as a result of electrical isolation will be reflected in both self-images, and therefore the off-state output will not be altered. In the same way, offset and dimension
errors are reflected symmetrically on both self-images and the imaging is not seriously affected. It is important to note that, in the on-state, only one of the index modulated regions will be active.

![Figure 6.9 Beam propagation characteristics (a) and (b) Without index modulation, and (c) With π phase shift applied to lower index modulated region.](image)

The operation of the switch is as follows. In the absence of an applied current, light coupled to the upper input waveguide is transferred to the lower output waveguide (and vice-versa) as shown in Fig. 6.9 (a) and (b). Also shown are the phases of the pair of images as calculated from Eq. 6.11. We can notice that in both cases there is a π/2 phase difference between the images, but the relation is inverted. Therefore, if we want to
switch the light from the lower to the upper output in the case shown in Fig. 6.9 (a), the phases have to be modified such that they replicate the phase relation shown in Fig. 6.9 (b). This is achieved by applying a $\pi$ phase shift to the lower image in Fig. 6.9 (a), which results in the upper image leading the lower image by a $\pi/2$ phase difference. When this is done, light launched into the upper input waveguide will be imaged onto the upper output waveguide, as shown in Fig. 6.9 (c). A similar performance is achieved for light launched into the lower input waveguide. A maximum refractive index change of 1% was assumed as a result of current injection. This amount of index change has been theoretically and experimentally demonstrated in bulk InGaAsP semiconductors [17, 112], with an even stronger effect when multiple quantum wells are employed [129]. The dimensions of the index modulated regions were selected so as to obtain the lowest possible crosstalk for both TE and TM polarizations at a wavelength of 1.55 $\mu$m. In this case, an optimum width and length of $W_c=3.5$ and $L_c=28$ $\mu$m were calculated, respectively.

6.4.2 MMI Switch Analysis

The performance of the switch has been investigated using the FD-BPM method. In the following simulations, an induced refractive index change of $\Delta n_i = 1 \times 10^{-2}$ was assumed for both contacts as a result of contact isolation [128]. This value is slightly higher than what we could normally expect, but it helps to demonstrate that the device is
exceedingly tolerant to such effects. We also included in the simulations the intrinsic propagation loss of 5 cm\(^{-1}\), as well as an increase in the absorption losses for the index modulated areas due to carrier injection [112]. The analysis considered a combination of effects that can lead to deterioration of the optimum crosstalk for each switching state. Here we define the switch crosstalk as the ratio of the residual optical power on the adjacent waveguide relative to the power on the desired waveguide, expressed in decibels (dB).

During the off-state, we were mainly concerned about modifications to the imaging due to \(\Delta n_i\) variance induced through contact isolation. As we explained before, reduction of the contact size might be a necessary step in keeping the injected current within the optimum calculated value for the index modulated region. However, this reduces the area that is affected by \(\Delta n_i\), which could have a detrimental effect during the off-state operation. The contact width \((W_c)\) was then modified from 1.5 to 3.5 \(\mu\)m, and the off-state crosstalk was calculated for each case. As shown in Fig. 6.10 (a), as the contact width is reduced, the induced perturbation \(\Delta n_i\) stays entirely within the image, and has a negligible effect on the off-state crosstalk. In addition, we included lateral offset errors that are typically encountered during device fabrication. Currently, this value can be easily controlled within +/- 0.5 \(\mu\)m. Shown in Fig. 6.10 (b) is the off-state crosstalk for different contact widths as a function of the offset error along both directions. As expected, there is an increase in the crosstalk as the contact is shifted from its nominal position. However, even when the contact width is reduced to 1.5 \(\mu\)m, and
shifted by +/- 0.5 μm, the crosstalk is still better than -35 dB. It can also be observed that the response is more symmetric as the contact width is reduced. This is due to the fact that a narrower contact will remain within the image, even when the offset is applied. Offsetting a wider contact generates an asymmetric phase shift in the images, and therefore, the response becomes asymmetric with respect to the offset position. Unexpectedly, there is a position for $W_c=3.5$ μm at which the crosstalk is slightly lower than that calculated for the nominal position. Nevertheless, the selected nominal position provides the best switching performance when wavelength and polarization dependence are considered. The low crosstalk levels obtained during the off-state are a direct consequence of using wide access waveguides (3 μm) with a large separation between them (3 μm), combined with a 1 μm thick waveguiding layer.

![Graphs](image1.png)

Figure 6.10 Off-state crosstalk as a function of (a) Contact width, and (b) Lateral offset for different contact widths.
During the on-state, the major issue of concern is whether the injected current will be confined within the optimum index modulated region. As previously mentioned, regardless of the isolation technique, we can always expect a slight current leakage that will effectively increase the width of our contact. Therefore, it is important to determine the effects of increasing the width of the index modulation region. We define the effective index modulated width as $W_i = W_c + \Delta W$, where $W_c$ corresponds to the optimum contact width of 3.5 $\mu$m and $\Delta W$ represents the amount of current spreading, namely 0 $\mu$m, 1 $\mu$m, and 2 $\mu$m. As shown in Fig. 6.11 (a), increasing this width has only a minor effect on the on-state crosstalk, with the value maintained below -30 dB. For completeness, the added effects of offset errors were considered, and the resulting crosstalk characteristics are shown in Fig. 6.11 (b). In this case, we can see that the device becomes less sensitive to offset errors as the width of the modulated regions is
increased. This is expected because, even though the modulated width is increased, the phase shift is still applied over the whole image whether offsets are present or not. This robustness is a direct result of the switch’s high symmetry, and consequently, typical lateral offset errors can be considered negligible for this operational state.

Figure 6.12 Wavelength and polarization dependence of switch crosstalk for both operation states

The wavelength and polarization response of the switch were also investigated. In this case, the wavelength was scanned from 1.45 to 1.65 μm for both TE and TM polarizations, and for both states of operation. As shown in Fig. 6.12, there is a 100 nm window within which the crosstalk can be maintained below -20 dB for both polarizations. The switching speed is initially limited by depletion of the injected carriers (typically within the nanosecond range). However, this restriction could be removed by taking advantage of the remarkable symmetry exhibited by the device. A way to
overcome the carrier lifetime limitation is to sweep out the injected carriers from the active region. This has generally been accomplished by reverse biasing the active region [130, 131]. In our device, both contacts can be reverse biased during the off-state without a major change in the off-state crosstalk, and with very low power consumption. During the on-state, one of the contacts is forward biased such that the light is switched. After the switching is completed, the contact is reverse biased so that the carriers are swept out of the active region, thus allowing a faster transition between the on and off states.

From these results, it is clear that contact dimensions can be modified as needed to optimize the index modulated region. For instance, any excessive current spreading can be mitigated by reducing the contact width without any deterioration of the switch performance. This allows the possibility of using very simple isolation techniques, such as zinc in-diffusion, for the fabrication of high performance photonic switches. Finally, it should be noted that the length of the switch can be reduced by narrowing the width of the MMI region. However, the switch becomes more sensitive to the issues that we previously discussed, and this leads to a deterioration of the crosstalk, and a narrowing of the operational window for both polarization and wavelength independence. The calculated dimensions correspond to the best device performance.

### 6.5 Tunable MMI Coupler

The primary focus of MMI devices has been on the development of 3-dB couplers. Even when they are highly tolerant to fabrication errors, there are always unexpected factors that can make the MMI deviate from perfect 3-dB splitting. In
addition, there are applications where having different splitting ratios is necessary. In both cases a tunable coupler is the ideal device. Tunable couplers are particularly important in integrated optics because they allow the accurate setting of any splitting ratio. Such couplers are extremely useful when integrated within interferometric devices, where the splitting ratio determines the ultimate device performance.

In this section we demonstrate a tunable MMI coupler. Tuning is accomplished by modifying the refractive index at specific areas within the MMI waveguide, in a similar way as for the 2x2 switch. Since the device is operated by current injection, it is therefore necessary to electrically isolate the index modulated regions in order to regulate the current spreading within the MMI waveguide. Our zinc in-diffusion technique was employed to achieve selective-area definition of p-i-n regions. By using this technique, current spreading was effectively regulated, and an MMI tunable coupler was fabricated.

### 6.5.1 Tunable Coupler Design

The coupler dimensions were calculated using the MQW structure described in section 3.1. A schematic of the tunable MMI coupler is shown in Fig. 6.13. It consists of a multimode waveguide section that has a width of $W=18 \, \mu m$ and a length of $L=504 \, \mu m$. The light is launched to the device using 3 $\mu m$ wide input and output waveguides that are separated by 3 $\mu m$. The shaded areas at the center of the MMI correspond to the index modulated regions. The location of these zones will be explained as follows. The
dimensions of the MMI coupler have been calculated using the well known relations for restricted interference in MMI waveguides.

![Schematic of the tunable MMI coupler and design parameters.](image)

Figure 6.13 Schematic of the tunable MMI coupler and design parameters.

The dimensions of the MMI coupler are calculated such that when light is launched into either input waveguide without any external bias, the device operates as a perfect 3-dB coupler, as shown in Fig. 6.14 (a). A FD-BPM was used to study the beam propagation characteristics of the device. The formation of multiple images can also be observed at different intervals along the MMI. In this case, we will focus our attention to the four images that are formed exactly at the halfway point along the MMI length. As in the case of the 2x2 MMI switch, by modifying the phases of these four images the splitting ratio of the MMI coupler can easily be altered. The dimensions of the index
modulated regions were calculated such that the light could be switched from one output port to the other with the minimum current consumption. Optimum results were obtained using a refractive index change of $(\Delta n/n) = 0.5\%$. As shown in Fig. 6.13, a central electrode with a length of 65 $\mu$m and a width of 8 $\mu$m was calculated to provide sufficient phase modification of the two inner images. When this central contact is biased, the light is fully switched to the lower output waveguide as shown in Fig. 6.14 (b). In a similar way, edge electrodes with the same length and a 4 $\mu$m width are needed to switch the light into the upper waveguide. This is shown in Fig. 6.14 (c).

![Figure 6.14 Beam propagation characteristics with (a) No applied bias, (b) Center biased electrode and (c) Edge biased electrodes.](image)

Figure 6.14 Beam propagation characteristics with (a) No applied bias, (b) Center biased electrode and (c) Edge biased electrodes.
6.5.2 Device Fabrication

The device was fabricated in a similar way as the beam steering device, and we only explain the fabrication steps. First the whole wafer is covered with a 200 nm thick Si$_3$N$_4$ film. Photolithography was then used to pattern windows on the index modulated areas, and the unwanted Si$_3$N$_4$ film was etched off using RIE. The zinc in-diffusion process was then performed during 30 min as explained in chapter 3. At this stage we completely removed the Si$_3$N$_4$ film, deposited a fresh Si$_3$N$_4$ layer, and open new windows on top of the zinc diffused areas using photolithography and RIE. This new film guarantees electrical isolation since the contact will be on top of the MMI structure. The Ti/Zn/Au p-type contacts were patterned on the zinc diffused areas by photolithography followed by evaporation and lift-off. The MMI structure was then patterned by photolithography, followed by selective wet chemical etching of the InGaAs top layer using a H$_3$PO$_4$ : H$_2$O$_2$ : DI water (1:1:38) mixture. The InGaAs layer was then used as a mask for the selective wet etching of InP using a HCl : Acetic Acid (1:6) mixture. The etch-stop layer provided a precise control on the etch-depth, resulting in constant height InP ridges as well as a smoothly etched surface. The wafer substrate was then lapped to a thickness of 150 µm and polished to a mirror finish. The n-type contact, consisting of a mixture of Ni/Ge/Au, was then deposited by thermal evaporation and annealed-in at 420 °C for 30 sec. At this point, the sample was cleaved, and mounted on a copper holder for device testing. A photograph of the top view of a fabricated batch of devices is shown in Fig. 6.15. Close-up pictures of the contacts and end sections of the MMI are also shown.
The angled corners at the end section are a result of the different etching planes inherent to the InP in acidic etchants.

Figure 6.15 Pictures of the fabricated tunable MMI coupler.

### 6.5.3 Experimental Results

The devices were tested using the same setup as for the beam steering (Fig. 5.7). The normalized output intensity versus applied current characteristics of the device is shown in Fig. 6.16 (a) for 1570 nm wavelength. It can be seen that with no current applied, the splitting ratio is not exactly 50:50, but is very close to a 3-dB splitter. However, this can be tuned by injecting current into the patterned electrodes. When the edge electrodes are biased, the splitting ratio can be easily switched to better than a 90:10
splitting ratio. We should also note that during the first 3 mA of current injection, the splitting ratio is not modified. We believe that this is caused by a modification of the imaging due to strain from the Si$_3$N$_4$ and p-type contacts. However, as evidenced in Fig. 6.16 (a), the injection of only a small current (0.7 mA) through the center electrode is required to trim the device for an exact 50:50 split of the output powers. By increasing the applied current, the splitting ratio can be changed to a 30:70 split ratio in the other direction. After this point the behavior deviates significantly from the theoretically expected response. We believe that at this point, the injected electrons have spread too far beyond the optimum index modulated region and therefore the device stops working properly. Also shown in Fig. 6.16 (b), are pictures of the output facet for the cases of no bias applied and for the maximum splitting ratios with electrical current injected into the edge and center contacts respectively.

![Graph showing tuning of the MMI coupler and images of output facet](image)

Figure 6.16 Tuning of the MMI coupler (left) and pictures of the device output facet for different biases (right).
From these results, it is clear that a couple of issues which might affect the MMI imaging need to be resolved. For instance, the angled corners that were caused by the wet chemical etching process (See Fig. 6.15) seem to adversely affect the MMI imaging. As we shown in chapter 4, this problem can easily be resolved by switching to a dry etching process. Furthermore, in our present device design the metal electrodes/bonding pads lie directly on top of the MMI region and appear to be adding a strain induced uniform index change that is shifting the position of the multiple images. As shown in Fig. 6.15, each batch of devices consisted of five different MMI lengths. When only the MMI structure was tested, without any zinc diffusion and contacts, the best imaging corresponded to the shortest device. After the whole device is completed, the best imaging was shifted to the longest device. This is a 50 µm increase in MMI length, and since the contacts are only 65 µm long, the overlapped between contacts and images was altered. This is a more serious issue, because, if the images do not overlap with the electrical injection regions, more current is required for the tuning of the output power split ratio and the performance is deteriorated. In our next device design, the metal pads will be fabricated outside of the MMI region after the device has been planarized. This requires more processing steps, but major improvements are expected in the device performance. Nevertheless, this shows the potential of our zinc diffusion process to fabricate highly functional MMI devices.
CHAPTER 7: CONCLUSIONS

An area-selective zinc-in diffusion technique has successfully been characterized for the development of photonic integrated circuits. The method is very simple yet highly controllable and reproducible. Using this technique, several integrated photonic switches in InP-based material have been demonstrated. This material system allows for the potential integration of switches and modulators with lasers and detectors, as well as very high speed electronic components.

A series of Mach-Zehnder interferometric (MZI) switches/modulators have been designed and fabricated. The diffusion process avoids the need for isolation trenches, and optical losses have been significantly reduced. A 1x2 MZI switch suitable for analog modulation has been demonstrated. Although further refinement of the wafer and waveguiding structure is required, the device exhibited good extinction ratio and low crosstalk levels. A 2x2 switch has also been fabricated. This structure proved to be more tolerant to slight fabrication errors. Extinction ratio and crosstalk levels lower than -20 dB were achieved using this structure when operated by electrical current injection.

A beam steering concept that works by electrical injection has also been demonstrated. By controlling the degree of lateral current spreading the injected currents have been optimized. This has been achieved by simply controlling the zinc depth. Beam
steering over a 21 μm range with electrical current values as low as 12.5 mA are demonstrated. Using this principle, a reconfigurable 1x3 switch has been implemented, with crosstalk levels better than -17 dB over a 50 nm range. As a result of the low operating currents, the devices have been operated uncooled with an applied d.c. bias.

We have also demonstrated that MMI structures can be used as active devices. In order to do so, selective refractive index perturbation within the MMI structure is required. Such elective perturbation is achieved using zinc diffusion, and operating the device with current injection. A compact MMI modulator as short as 350 μm was proposed. The main advantage of this modulator is that it is very tolerant to electro-absorption effects, since it does not rely on optical interference. A robust 2x2 photonic switch has also been proposed, and it is demonstrated that the device should be very tolerant to fabrication errors, In addition, polarization and wavelength independent operation is feasible by careful design of the wafer and waveguiding structure. Using a similar operational principle, we have demonstrated a tunable MMI coupler. To the best of our knowledge, the amount of tuning achieved has not been previously demonstrated. This is an encouraging result, since several similar integrated photonic device can be realized using similar effects.
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