
 

Performance Measures: Collisions 

 

 Additional analysis was run on the measure of number of collisions. We failed to 

observe any effects of Input Device, Control Interface, or number of Camera Views. 

Number of collisions also did not correlate inversely with time to complete. This 

suggests that speed-accuracy tradeoffs were not evident in the current study. Although 

collisions were a seemingly valid measure, these data were severely positively skewed 

due to a floor effect, and did not provide a very reliable performance measure overall.  

 

Workload 

 

 Workload was measured at the conclusion of training using the NASA TLX, and 

measured again after every mission in the test phase. There was a main effect of 

Mission, F(5, 320) = 28.540,  p = .000. A Tukey post-hoc analysis showed that Mission 

4 differed from all other missions. Missions 2 and 3 did not differ from each other, but 

did differ from Missions 1, 5, and 6. Missions 3 and 6 (the repeated Slalom course) 

differed, suggesting workload decreased as operator experience with the task 

increased. Figure 10 plots the mean workload scores across the 6 test-phase missions.  
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WORKLOAD; LS Means
Current effect: F(5, 320)=28.540, p=0.0000

Effective hypothesis decomposition
Vertical bars denote 0.95 confidence intervals

M1TLX M2TLX M3TLX M4TLX M5TLX M6TLX

Missions

20

25

30

35

40

45

50

55

60
M

ea
n 

W
or

kl
oa

d 
S

co
re

 

Figure 10. Mean NASA TLX Workload Scores by Mission 

 

REPEAT; LS Means
Current effect: F(1, 64)=9.8690, p=.00255

Effective hypothesis decomposition
Vertical bars denote 0.95 confidence intervals
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Figure 11. Workload Scores over Repeated Missions 
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 Looking at workload over the repeated trials, we observed a main effect of 

repetition. Figure 11 displays the differences in workload across repeated trials. Mean 

workload scores were 36.51 for missions 1 (Oval) and 3 (Slalom), compared to 32.25 

for missions 5 (Oval) and 6 (Slalom), F(1, 64) = 9.8690, p = .0025. Because time to 

complete decreased across repeated trails as well, it suggests workload may have 

decreased as performance improved. To check this relationship, average workload 

scores for Missions 1 and 3 were computed, as well as for Missions 5 and 6. Then we 

computed average time to complete scores for the same pairs of missions and checked 

for significant correlations. All factors correlated, including within subjects scores across 

missions, so we cannot assume performance was the only factor relating to the 

decrease in workload scores.  

There was also a main effect of course, with operators reporting higher workload 

scores for the Slalom Course, 35.87, than the Oval Course, 32.89, F(1, 64)=5.4624, 

p=.0226. 

 

Usability Ratings and Demographics 

 

 Participants completed a 32-item usability survey at the conclusion of the 

experiment. 31 items were rated using a 10-point Likert scale. Item 32 asked about 

previous remote control vehicle (RC) experience. Lower usability ratings were favorable, 

and higher ratings indicated difficulty or dissatisfaction with a component of the system.  

A factorial analysis was computed using the averages from all 31 responses. This 
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showed a significant main effect of Input Device, with mean ratings of 2.32 for the Game 

Controller and 2.79 for the Mouse condition, F(1, 64) = 6.1553, p = .0157.  

 Significant interactions revealed certain items on the survey were rated more 

favorably for certain conditions, so a separate ANOVA was run for each individual 

survey item. There were main effects on Input Device for 11 items. Ten of these were 

rated more favorably for the Game Controller condition. Among these was the first item, 

which rated the system as a whole. Also included were ease of use, and maintaining 

awareness of individual mission objectives. In addition, game controller users rated 2 

different aspects of feedback provided by the system more favorably, as well as 2 items 

pertaining to their expectations of how the MAV would react to operator inputs. They 

also rated the system more favorably for taking both novice and experienced user 

needs into account, found the camera easier to center over targets, and mistakes easier 

to correct. There was only one item where game controller users rated the system less 

favorably (or more favorably for the mouse) – whether the system speed was fast 

enough. This implies game controller users were prepared to move faster. 

 There were 4 items that users in the dual-camera view configuration rated more 

favorably than the single view, alternating camera setup. These included: organization 

of information on screen, learning how to operate the system, and being able to perform 

tasks in a straight-forward manner. The last item was also the system speed, which was 

rated as being fast enough. There were no instances where 1 camera was more 

favorably rated. We also did not find any significant preferences based on the type of 

control interface (continuous vs. discrete). 
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Video Gaming Experience 

 

 In addition to the planned IV’s, we correlated video gaming experience with 

performance, workload, and usability ratings. A composite score for video gaming 

experience (VGE) was formed from responses to 3 items in the demographic survey 

that each participant completed during session 1 of the study. These included self-rated 

video game skill, hours played per day, and number of days played in the previous 

week. Standard scores were created and then combined and averaged to form the 

score for VGE. The rationale for combining these 3 factors into 1 score was the high 

correlation between them. By combining scores that share a large amount of variance 

(typically 50% or more) we strengthen the overall reliability of the measure. Table 4 lists 

the original r-scores for the 3 video game factors that make up the VGE score. 

 

 

Table 4 

Video Game Experience Factor Correlations 

 
 VG Skill Days play per week Hours per day 

VG Skill 1.00 .665* .737* 

Days played  1.00 .887* 

Hours per day   1.00 

 
* All significant at alpha < .05 
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Using the composite measure, the largest effect was between VGE and gender, r = .75.  

There was a medium sized effect, r = .55, between VGE and experience with RC 

vehicles. Beyond this, there were significant correlations with 3 of the usability survey 

items, and with 7 of the 8 recorded workload measures. Higher VGE was associated 

with more favorable usability ratings on 2 of 3 items, as well as being associated with 

lower workload scores in every instance. VGE was favorably associated with system 

ease of use, and with participant confidence in being ready to operate a real air vehicle 

after finishing the training. The only negative correlation with usability occurred on item 

10 – adequacy of status messages when taking off, landing, and grounded. 

 We ran VGE regressions and correlations with the primary dependent measures 

in this study. VGE was a significant predictor of Targets Detected (photographed) in 

Mission 4, R = .371 (adjusted R2 = .125), p = .001; and of scores on the Mission 4 post-

test, R = .381 (adjusted R2 = .133), p = .001. We also observed significant correlations 

with targets detected and the Mission 4 post-test scores; r = .44 and r = .38, 

respectively. VGE was inversely correlated with total collisions, r = -.29. The regression 

with VGE and collisions returned a p-value of .08. We did not find an association 

between VGE and the total time to complete the repeated Oval and Slalom courses.  

 

Spatial Ability 

 

 To examine the predictive value of the 4 spatial tests, linear regressions were run 

with the main dependent variables. None of the tests were significant predictors of time 
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to complete the manual control missions; however, 3 of the tests were predictors of the 

number of targets identified (photographed) during Mission 4. These were the Cube 

Comparison test, R = .260 (adjusted R2 = .054), p = .027; the Hidden Figures test, R = 

.266 (adjusted R2 = .058), p = .024; and the Hidden Patterns test, R = .41 (adjusted R2 = 

.157), p = .000. Additional analysis was run with split samples in an attempt to cross-

validate these results. Two groups (N = 36) were formed by Input Device, and when the 

regressions were repeated the Hidden Patterns test remained a significant predictor of 

targets detected in both groups at alpha < .05. The Cube test was predictive for both 

groups at alpha < .10. The Hidden Figures test did not hold up to cross-validation for 

targets detected. In the main sample (N = 72), the Hidden Patterns test was also a 

predictor of fewer collisions, R = .299 (adjusted r2 = .077), p = .011. However, cross-

validation with this factor yielded an R = .41 (p = .014) in group Game Controller, but an 

R = .21 (p = .226) in the Mouse group. So another split-sample regression was run with 

participants 1-36 and 37-72 as the 2 groups. This analysis reported slightly better p-

values, but did not reach significance at alpha < .05 or .10 for both groups. 

 In addition to the regression analysis, all 4 tests of spatial ability were correlated 

with the main performance measures, as well as other factors in the analysis like VGE 

and demographics. Table 5 summarizes these findings. The Cube Comparison test and 

Hidden Figures test were significantly associated with targets detected, r = .26 and r = 

.30, as was the Hidden Patterns test, r = .45. The Hidden Patterns test and total 

collisions were also associated, r = .33. Only the Hidden Figures test correlated with the 

Mission 4 post-test, r = .25.  We observed gender effects with spatial ability, but notably 
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gender did not correlate with the Cube Comparison test. For the other tests the effects 

were relatively small; Hidden Figures test, r = .27, Hidden Patterns test, r = .24, and the 

Gugerty test, r = .29. Spatial ability correlated with age on 2 of the tests, where older 

participants scored better on the Hidden Figures, r = .29, and Gugerty tests, r = .32. 

 

Table 5 

Spatial Test Correlations        

Test Type VGE Age Gender 
Time to 

Complete
Targets 

ID Collisions 
M4 post-

test 
Cube 
Test - .076 .088 .103 .067 .261* - .158 .208 

Hidden 
Figures .150 .289* - .268* - .159 .303* - .108 .255* 

Hidden 
Patterns .198 .187 - .242* - .152 .451* - .325* .222 

Adapted 
Gugerty .201 .316* - .296* - .114 .153 - .121 .171 

 
* = significant to p < .05 
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DISCUSSION 

 
Input Device 

 
 

The most robust findings involved operator performance when using the game 

controller over the mouse.  We observed several significant main effects with this 

device, including time to complete (efficiency) and targets detected (search). One 

reason for the apparent superiority of the game controller might have been that it 

allowed more focused attention on the sensor imagery compared to the mouse. Once 

operators learned how to use the game controller, they rarely needed to shift their 

attention off the sensor image. In contrast, mouse users had to look at where they were 

“clicking” on the control interface – so they had to constantly shift their attention away 

from the camera imagery. Another advantage of the game controller in this study is that 

it allowed users to manipulate all 6 degrees of freedom in parallel. With the mouse, all 

user inputs had to be completed in series. Although 1 of the 2 available control 

interfaces provided operators with continuous speed and directional control, regardless 

of input device, it still required sequential inputs from the mouse. In this regard, the 

game controller is more efficient, provided users have the resource capacity to execute 

these kinds of flight maneuvers simultaneously. It appears from both our results and 

observation that human operators have little trouble with this kind of parallel processing. 
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However, there are other circumstances that may have been working together to 

achieve the results we observed. So we examined additional factors to get a better 

understanding of our findings. 



 

Video Gaming and Controller Experience 

 The first issue we examined was how much previous experience our participants 

have had playing video games, particularly with the type of dual-thumbstick game 

controller used in this study. Participants were primarily college students in their late 

teens or early 20’s. We collected demographic data from all participants, and they were 

asked to report the types of gaming consoles they have owned or used recently, as well 

as their video gaming habits. Many of our participants had several hours of experience 

with a similar game controller, so they had essentially trained themselves on its 

operation. Popular games like HALO and flight simulators require operators to have 

good working command of the controller to accomplish anything substantial within the 

scope of the game. Compared to the speed and cognitive demands of these games and 

simulations, MAV operation (at a maximum speed of 6 knots) might have appeared 

almost mundane.  

 We found that video gaming experience (VGE) significantly correlated with 

certain performance measures, like targets detected and collisions, but it did not 

correlate with time to complete. At this stage, we needed to be sure that the significant 

performance differences observed with the game controller were not solely the result of 

prior experience with the device. Approximately 70% of all participants had previously 

used a similar game controller, but this measure did not take into account how much 

time each participant had spent using one. So we ran a series of correlations and 

ANOVAs to examine the relationships between prior experience with the device and 

other measures like VGE and the primary dependent variables. Experience with the 
59  



 

game controller correlated with VGE, and other results mimicked those found when 

using the VGE measure. There was only 1 factor where we didn’t observe an effect of 

VGE that existed with game controller experience, and that was the number of collisions 

(r = .30). ANOVA revealed a main effect of experience with the controller, but no 

interactions. It is very interesting to note that an examination of the means showed the 

ratio of collisions for participants with previous game controller experience was similar 

to those who had never used the device across conditions.  Participants in the Mouse 

condition with no prior game controller experience had approximately 1.57 collisions for 

every 1 collision by an operator who had used a game controller before. For participants 

in the Game Controller condition, the ratio was 1.68 : 1.  So this suggests some transfer 

to other input devices is possible. Based on what we see here, it appears the effects we 

observed with the game controller were not conditional on having previous experience 

with the device.  

 After examining the other factors in the demographic data as we did with game 

controller experience, we can feel reasonably comfortable that the composite VGE 

metric is the most reliable choice for our analysis. It seemed logical then to look at VGE 

as a covariate of the primary IV’s.  For total time to complete the repeated Oval and 

Slalom courses, VGE was a significant covariate, but we found the same main effect of 

input device and no significant interactions. It was the same story for targets detected. 

As with the original analysis, there were no main effects with collisions. So while VGE 

was predictive (per the regression analysis) of some DV’s it is clearly not the only 

reason operators performed better in general with the game controller. 
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Selection of the Mouse as an Input Device 

 
Operator control units we have previously examined used a touch-screen and 

stylus as the primary input method, which requires a shift of attention to the control 

interface for entering commands to the OCU. This was an issue of concern in this study 

as well when using the mouse. In prior MAV studies, we found that uncertainty about 

whether a touch input actually registered was a consistent source of frustration and 

confusion to users (Durlach, Neumann, and Bowens, 2006). Consequently, we used the 

mouse rather than a touch screen in this experiment to avoid this issue. Based on the 

Card, English and Burr (1978) study, we knew that the mouse would be fairly equivalent 

to a touch screen in terms of cognitive demands and efficiency, given most people’s 

familiarity with the device. Basically, we wanted to keep the system as close cognitively 

to the systems currently being tested by the military. By using the mouse instead of the 

stylus, we eliminated one detracting factor (missed inputs) without introducing any major 

changes to the way operators would normally interact with the OCU. 

 

Workload and Performance 
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 Knowing the stylus was convention for MAV operators, our main concern with 

introducing an alternate input device like the game controller would be that it would 

increase cognitive demand and operator workload. Operators would need to learn 

finger-button mappings and how to simultaneously operate the 2 thumb-sticks. We 

could expect that experienced video gamers would adapt to the controller, but there 



 

would also be participants who had never used the device. The question would then 

become if the device was easily trainable or not. However, in this study we did not pick 

up any differences in workload ratings between the mouse and game controller 

conditions. We observed that workload decreased over repeated trials as experience on 

task increased, which confirms the findings of Warm et al (1991).   

We also did not observe any significant differences in collisions. In addition, 

during mission 4 (the target ID and reconnaissance scenario), participants located and 

photographed significantly more targets in 7 minutes with the game controller. This 

figure worked out to over 33% more targets, which is substantial considering current 

MAV systems operate with relatively short flight times. Because of this, it is critical to get 

the most out of the vehicle during its limited time in the air. Mission 4 also solicited the 

highest workload ratings of all missions. It was programmed to be the culminating 

mission, where operators would need to employ all the skills they had learned 

throughout training. Even with the increased cognitive demands of the mission, 

performance with the game controller significantly exceeded that with the mouse. This 

suggests operators had the attentional capacity and resources to manage the operation. 

That brings up a point about the attentional capacity of video game players. In a highly 

publicized study, Green and Bavelier (2003) conducted a series of experiments that 

concluded action video game players exhibited increased attentional capacity. We 

observed a significant main effect of VGE on targets detected in mission 4 (in addition 

to Input Device), so it is plausible to suggest their findings have merit, but there is 

nothing to confirm that our results were due solely to VGE, or that attentional capacity 
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was a contributing factor. In addition, there is no evidence that any attempts to replicate 

the Green and Bavelier study have been fruitful. There is clearly a relationship between 

VGE and performance in our research, but more experiments would need to be run to 

investigate specific factors that could be contributing to the observed differences. 

 

Spatial Ability and Performance 

 

Another major focus of this research was on operator spatial ability. Higher 

spatial ability scores were associated with lower workload ratings. Thus, people with 

higher spatial ability felt less taxed. Some of the tests of spatial ability proved to be a 

significant predictor of measures like fewer collisions (Hidden Patterns test) and number 

of targets detected (Hidden Patterns, Hidden Figures, and Cube Comparison tests). In 

addition, the ability of operators to correctly recall the location and orientation of the 

targets on the Mission 4 post-test was predicted by the Hidden Figures test. Cross-

validation attempts weakened the regression analysis, but the Hidden Patterns test in 

particular was robust as a predictor of performance on the tactical missions, 2 and 4. 

For targets detected during Mission 4, this test held up to cross-validation at alpha < 

.05. In addition (although not reported in the results), the Hidden Patterns test was 

predictive of flight time on Mission 2 at alpha = .07, just missing the .05 cutoff. This is 

interesting because the missions where spatial ability acted as a predictor of 

performance were the same missions that presented tactical scenarios to the operator. 

These missions did not follow the more rigid structure of the Slalom and Oval course 
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missions, where operators had much less freedom to improvise from the assigned flight 

path and mission requirements. With the church mission and the target ID mission, 

participants could take virtually any flight path and adopt a variety of strategies for 

completing the tasks.   

Although not the focus of this study, we did observe gender differences on 3 of 

the 4 spatial tests. This was not unexpected, but it was surprising to find the Cube 

Comparison test was the 1 test that did not produce a gender effect. The Linn and 

Petersen (1985) study discussed 3 aspects of spatial ability, and mental rotation was 

the area where the largest gender differences were observed. This was not the case in 

our research. It is a bit of a stretch to assume at this point that the gender gap is closing 

20 years later, but with the increase in female video game players cited previously it 

would not be surprising to see this happen in the near future. It is also important to note 

that our participant pool was made up primarily of college students, who may not be 

representative of the general population.  Even so, it is reasonable to think that if 

training with spatially demanding exercises can improve performance on computer skill-

acquisition tasks, then as more females are assimilated into the mainstream computer 

and gaming culture their spatial abilities may improve. 

 

Camera View Configuration and Control Interface 

 

 There were very few effects of either the number of camera views or the type of 

control interface. There was 1 instance worth noting, however, and this is the main 
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effect of camera views observed during mission 2. This was the mission where 

operators had to fly to a church on the North end of the database and locate enemy 

soldiers and friendly hostages that were inside the building. After excluding those who 

did not complete the mission successfully, the single camera view condition performed 

better on time to complete. This means they identified all occupants and returned to the 

landing area faster than those using 2 camera views. Recall that in the single view 

condition the resolution of each image was twice that of the dual-camera configuration. 

Because search was the primary task, this suggests that the increased resolution may 

have made the job easier. Operators were required to peer through windows and doors 

to see who was inside, and it is possible the increased magnitude of the targets (who 

were often obstructed) made identification easier. Also, because this mission required 

the MAV to be flown only a few feet off the ground – the church was a 1 story building – 

there was little or no need to ever switch to the downward camera view. Doing so would 

have offered no new information to the operator. Not having to switch camera views to 

execute a mission saves time and conserves attentional resources. However, this 

mission was unique, and there were no other cases where significant differences of 

camera views surfaced. It is possible that other factors that were not present in this 

study diminished the role of the video imagery. Most notably is the issue of latency. 

Real-world operators must cope with delays from input to execution inherent to the 

system. In addition, wind and other environmental factors could influence flight 

dynamics and affect operator perception of flight path, as well as their perception of 

speed and distance. This could lead to more reliance on the video feed. 
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Usability Ratings 

 

Usability ratings were affected both by the input device and by the number of 

camera views. More positive usability ratings came from users of the game controller 

(10 items) than the mouse, with one notable exception. Those using the game controller 

rated the system as not being fast enough. That is, they were generally prepared to go 

faster. There were also some observed preferences of having 2 camera views, despite 

no observed significant main effects on performance. Operators reported more 

favorable system usability scores on 4 items in the dual-camera display condition, 

compared to none with the single view. No effects of control interface were found 

regarding usability in either condition.  

When combined with the performance results, the overwhelming user preference 

with the game controller suggests that this input device is well adapted for MAV 

operation. There is the possibility that a novelty factor contributed to the more favorable 

usability ratings, but 2/3 of our participants had used the device before making this a 

weak argument for explaining the differences in ratings on 10 of 31 items. Considering 

the success this controller has realized in the commercial sector, it stands to reason that 

this is due to an exceptional balance of functionality, control, and trainability. 
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Future Work 

 

It would certainly be interesting to apply some of the findings in this report to a 

live setting to determine if there is any transfer to real-world MAV operation. It would not 

be difficult to incorporate the game controller as an input device for the systems 

currently being tested and examine operator performance. With the overwhelming 

improvement in both flight (time) efficiency and target detection using the device, it 

seems logical to test it with a physical system. 

We also observed significant improvement in completion time across the 

repeated missions (the Oval and Slalom courses), regardless of condition. This 

indicates either that flight skill was continuing to improve or that participants were 

learning to use cues in the synthetic environment to guide their flight control inputs. 

Hence, operators could have merely been adopting a particular navigation strategy to 

improve their course run times. A more complex experiment using a novel environment 

for a transfer test would be required to choose between these possibilities. That way 

flight skill could be assessed in the absence of learned cues.  

There was a large amount of data collected during this experiment, covering many 

areas of human performance and cognition. Several areas could be studied more 

closely or on an individual basis. One obvious thread to follow would be examining the 

apparent gender effects. There have been many studies that have attempted to address 

this issue in general, so any future work done in this area could be focused on 

teleoperation and/or human-machine control interfaces to add relevance to the current 
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project. In addition to spatial ability, there was a strong relationship between gender and 

VGE in our research. This topic deserves more attention. In particular, the De Lisi and 

Cammarano (1996) study showed that females improved on the VTMR with practice on 

a spatially demanding video game. It was somewhat unexpected to find that video game 

experience did not significantly correlate with any of the spatial tests administered in our 

experiment. We administered several tests of spatial ability prior to MAV training, but did 

not give spatial post-tests. It would be interesting to see if there is improvement on the 

spatial tests after completing the 2-hour MAV operator training or after a follow up 

session where participants flew a series of tactical missions. Many of the spatial tests 

we used were predictive of performance on these types of missions (number 2 and 4), 

so it is possible that experience in this domain could, in turn, train people to improve 

their own spatial abilities through practice. Instead of just looking at mental rotation, we 

could also test other spatial factors like field independence. This played the most 

significant role in our research based on the regression analysis with the Hidden 

Patterns test. It is likely that a pre-test post-test design is not possible with the same 

paper-based tests used in this study, because the individual items don’t change in either 

content or the order in which they are presented. However, reliable randomized tests 

could be used or developed for this purpose. The relationship between video gaming 

experience and spatial ability has important implications for training – especially in 

simulation – so it warrants further investigation. The OCU developed for our research 

makes a good testbed to use for future experiments. The control interface is similar to a 

computer-based flight simulator, and functions much like a video game without the 
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extraneous graphics or scoring components. It is also a flexible program, allowing for 

almost total manipulation of display. In addition, camera views can be added or 

subtracted, zoomed, and panned. There are also other available functions designed for 

identification and tracking that could be activated and used in future studies. 
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(The format of this manual has been slightly modified to meet publication 
guidelines) 

 
Introduction to the Micro-Unmanned Aerial Vehicle Study 
 
The US Army is undergoing a major transformation. One element of the transformation 
is the introduction of a new class of military platforms known as unmanned air and 
ground vehicles (called UAV’s and UGV’s). A major benefit of these unmanned vehicles 
is that they can perform reconnaissance missions and survey areas contaminated with 
radiological, chemical or biological agents without risk to human life. They can also 
survey the battlefield and provide real-time video feedback. 
 
We are investigating the design of operator control systems for micro-unmanned aerial 
vehicles that can perform these kinds of reconnaissance missions. In addition, we are 
investigating operator training requirements. In this experiment you will be trained on 
how to fly a simulated micro-UAV (MAV) and then you will complete a set of missions 
that will test your ability to maneuver the MAV and locate various targets. After each 
mission you will be given a short questionnaire that asks you to rate certain aspects of 
the task you performed. 
 
It takes approximately 90 - 120 minutes to complete the experiment.  No previous 
flight experience is necessary to participate in this study.  
 
Confidentiality 
 
Your identity will be kept confidential to the extent provided by law. Your information will 
be assigned a code number. The list connecting your name to this number will be kept 
in an electronic file. When the study is completed and the data have been analyzed, the 
list will be destroyed. Your name will not be used in any report. 
 
If you are prepared to participate in this experiment, please read and sign the Consent 
Form and Voluntary Agreement. Please also indicate on that form your preferred 
method of compensation. We offer cash payment or course credit. Also, please feel free 
to ask the experimenter any questions. Keep in mind that you do have the right to 
withdraw from this experiment at any time, for whatever reason.  
 
When you have finished reading and signed the voluntary consent form, begin by 
reading the following section titled ‘Overall Description of the MAV Simulation’ on the 
following page. You are not required to memorize all the information contained here, but 
if you have any questions on the material please feel free to ask the experimenter for 
clarification. 
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Overall Description of the MAV Simulation 
 
You will be working with a simulation for flying a micro unmanned aerial vehicle.  The 
micro-UAV itself will be referred to from now on as “the MAV”. This is not a fixed-wing 
aircraft like most airplanes are; rather it is a small rotary craft with an internal fan and 
duct design (see prototype photos below). An operator controls the MAV using a laptop 
computer equipped with an input device such as a mouse or joystick controller. This 
interface is referred to as the OCU – Operator Control Unit. This is a dismounted control 
unit, as it is envisioned that a dismounted soldier (on foot, rather than in a vehicle) will 
be controlling the MAV.  
 

   
 

MAV prototypes from Honeywell and Allied Aerospace 
 
Introduction to the OCU and MAV Camera System 
 
The MAV is equipped with a dual camera system. When the vehicle flies through the 
simulated environment you will be able to view video images sent back to the OCU. You 
will be instructed on how to operate the cameras as well as how to use the OCU 
interface and controllers to pilot the MAV. You will also have an opportunity to practice 
some manual flight/piloting techniques before beginning the actual experiment. After 
basic instruction, a training session will take place; then you will move on to the 
assigned pilot mission tasks where performance data will be recorded.  Be sure that you 
understand the objective of each mission before starting a trial. The experimenter is 
available to answer your questions before you begin each task, so please ask for help if 
you are unsure of any requirements.  Unless instructed otherwise, it is important that 
you complete each task as quickly and efficiently as possible.   
 
At the end of the training session and at the end of each mission you will complete a 
short computer-based questionnaire. In the first section you will rate different aspects of 
the task you performed; then you will be asked to choose between a pair of items that 
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relate to your performance. You must choose one and only one item for each pair. Then 
you will proceed to the next mission.   

 
Training Session 
 
The goal of training is to familiarize you with the flight characteristics of the MAV, and to 
give you an opportunity to practice piloting the MAV in manual mode. We will begin by 
reviewing the features of the OCU and then proceed to a series of practice exercises. 
The experimenter will facilitate this training session and provide instruction on how to 
complete the assigned tasks.  
 
OCU Layout and on-screen controls 
 
Below you will see a sample layout of the OCU. On the left side of the screen is the 
video sensor imagery (camera views), and in the upper-right you will find an overhead 
map view of the terrain database. Just below the map view there is a control pad that is 
used for issuing flight commands to the MAV. The control pad will be examined in 
greater detail throughout training. There is an altimeter along the left border area of the 
OCU display, as well as a task bar along the top that contains various icons. You will be 
instructed on how to use all of the relevant gauges and icons during training. 
 

 
 

OCU with single view overlapping cameras with discrete input control pad 
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The experimenter will handle tasks such as loading mission files and scenarios, so you 
only need to focus on learning how to operate the MAV itself. Before beginning the flight 
training exercises, we will learn about the function of the OCU in more detail. 
 
 
Understanding the Task Bar Icons 
 
The upper task bar (below) includes the take-off (and landing), mission mode, and 
camera control buttons. There is also a mission timer located on the far right of this 
task bar. For this study, you will need to know how to use the take-off icon and the 
camera control icons.  
 

 
 
 
Take-off & Landing icon 
 

  You can take off and land by activating the task bar icon for take-off and 
landing. This is done by pressing button (10) on the joystick controller. Once the take off 
button is pressed the MAV will automatically climb to an altitude of approximately 60 
feet above the ground level. At this time you may pick up the joystick and execute the 
take-off command. You will see the red stop sign icon illuminate when you have 
reached take-off altitude. Pressing button 10 on the joystick will now execute the land 
command. You may land the MAV now. 
 
Activating Camera Views and taking Snapshot photos 
 

   
 
These camera buttons allow the operator to switch between the available camera 
images. This study uses a 2 camera setup. On the OCU, camera image #1 is the view 
from the MAV’s forward camera and camera image #2 displays the view from the 
downward camera.  
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One of the unique features of the OCU is the ability to take snapshots with either 
camera. Before taking a snapshot, you will need to activate the camera that you want to 
take the picture. The active camera image will always have a blue border on the top of 
the view frame, as well as a ( ) overlay in the center of the image. The corresponding 
icon on the task bar will also illuminate. To change the active camera view you must use 
the joystick to activate the group of icons on the task bar and select the camera you 
want.  



 

To activate a camera view: This is done by pressing and holding joystick button #2 
while you scroll through the available camera views with the directional pad. The 
experimenter will demonstrate this feature now. 
 
If not already airborne, try taking off and switching the camera view. Snapshots of 
targets can now be taken using the (9) button on the game controller/joystick.  
 
 
Main Window Components:  
 
Altimeter (See vertical bar on the left side of this page)  
 

The ruler-like markings on the altimeter display the altitude of the MAV in feet 
above sea level. Red tabs may be visible on the upper or lower regions of the 
display if the experimenter has chosen to activate the altitude alarm system. The 
red areas simply mark the altitudes that will activate the alarm if the MAV passes 
into this “red zone”.   
 
< The white triangle cut-out (left) points to the current altitude of the MAV. In this 
case, the MAV is approximately 82 feet above sea level.  
 
The light brown column at the lower end of the bar marks the altitude of the 
nearest surface below the OAV (this is the current ground level).  
 
Note!~ In the current example, the MAV is approximately 82 feet above sea 
level, but the ground level is approximately 22 feet. This means the MAV is only 
60 feet above ground! 
 
 
Manual Input Control Pad (Discrete Mode): 

 
 
 
 
 
 
 
 
 
 
 
This manual input control pad lets you control the position of the MAV manually.  For 
this display, 9 buttons are used as the interface to the MAV. The four straight-arrow 
icons represent forwards, backwards, left, and right. The curved arrow icons in the 
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upper corners show rotation of the MAV left and right.  The lower corner icons move the 
MAV up and down. The middle X icon stops the MAV. Your airspeed is also shown here 
in knots. Max speed is 6 knots. You will issue these commands to the MAV by using the 
joystick. Joystick training is next. 
 
Note on Input Controller Feedback 
 
Because you are using the joystick to control the MAV, the control display will activate 
when an input is received. The display provides feedback in this way to the operator 
that a command has been issued and is being executed. Arrow icons on the discrete 
control pad will illuminate when that command has been entered, i.e. when you push 
forward on the joystick, the forward arrow will illuminate. The brighter the icon gets, the 
faster you are traveling. 
 
Joystick / Game Controller 
 
The joystick/game controller is shown below, and by now you have at least performed 
some basic tasks with this device. We will now go over how to use the joystick for all of 
the tasks required during this experiment.  
 

 
 
Controlling MAV movement with the Joystick: 
 
The left thumb stick controls movement forward, backward, and sideways (or at 
angles), but the MAV heading never changes when the left thumb stick is used. Pushing 
up on this thumb stick moves the MAV forward. Pulling down on the stick moves the 
MAV backwards. Moving the stick from side to side moves the MAV right or left without 
altering heading. 
 
The right thumb stick controls altitude and heading/rotation. Pushing up on the stick 
increases the MAV’s altitude, and pulling down decreases altitude. Moving the right 
thumb stick from side to side rotates the MAV in place. 
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It is possible (and expected) to use both sticks simultaneously to rotate, change altitude, 
and move at the same time. At this time, you may take-off and practice manipulating the 
thumb sticks for approximately 1 -2 minutes. 
Using the Joystick to activate icons from the task bar: 
 

 
 
The buttons on the right-hand side of the joystick (# 1 – 4) are used to highlight groups 
of icons on the task bar. Once a group of icons is highlighted, the directional pad of the 
left-hand side of the controller is used to select the individual icon you wish to activate.  
 
To select a camera view: hold down button #2 on the controller. While holding the 
button, use your left thumb to press the directional pad to scroll through the different 
camera icons. When the camera view (marked I or II) is highlighted, release button #2 
to activate the window. Note that the upper border of the active camera view window will 
also turn blue.  
 
 
Heading Tape 
 
Note that each camera view window has a heading tape located along the top edge of 
the frame. This number indicates the current heading (based on 360 degrees) of the 
vehicle with regard to that camera image. Because the cameras have been locked in 
place for this experiment, the participant can assume that the forward camera view 
heading is the same as the MAV heading. So if the heading tape reads “270” then you 
know the MAV is facing due west.   
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0-degrees is the same as due North on a regular compass. 90-degrees = East; 
180-degrees = South; 270-degrees = West.  
          
Important Note!! ~ The downward camera view is locked at 90 degrees from horizontal 
(this is essentially straight down). However, when the MAV is in motion the vehicle tilts 
in a similar manner to a moving helicopter. This tilting will cause the downward camera 
to point slightly backwards, thus giving the operator a heading reading that is opposite 
of the forward camera view. i.e. if the forward camera heading is 0-degrees, then 
the downward camera heading will read 180-degrees only while the MAV is in 
motion. 
 
Practice Time: Now that you have learned all the functions of the OCU and the flight 
controls, we will complete a series of practice exercises beginning on the next page.
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Practice Exercises 
 
These exercises will give you a chance to practice the various tasks required to 
complete the missions in this study. 
 
Warm up 
Start this warm up session by executing a take-off and briefly practicing the following 
maneuvers. You will notice that inertia comes into play when trying to stop the MAV, so 
you will need to learn to estimate things like stopping distances and rotational velocity 
carry-over. 
 

1) Move the right thumb stick up and down to make the MAV ascend and descend. 
2) Move the right thumb stick side to side to rotate the MAV.  
3) Move the left thumb stick up and down to make the MAV fly forward and 

backwards. 
4) Move the left thumb stick side to side to move the MAV laterally. Note that the 

heading only changes when you rotate the MAV with the right thumb stick. 
5) Activate camera 1 and then activate camera 2. Now switch back to camera 1 and 

take a snapshot.  
6) Land the MAV. 

 
Next you will complete a series of timed practice exercises. The experimenter will 
observe these exercises and determine if you have met the time requirement before 
allowing you to proceed to the next exercise. All mission and properties files needed for 
these exercises will be loaded by the experimenter. 
 
Practice Exercise 1 
 

1) Press OK (button 10) to start the simulation and timer. 
2) Execute the Take-off command. 
3) When the Red Stop icon illuminates, execute the Land command. 
4) This exercise must be completed in 30 seconds (:30) or less. 

 
Practice Exercise 2 
 

1) Press OK to start the simulation and timer 
2) Execute the Take-off command. 
3) At or before the completion of take-off, activate the view window for Camera 1 

(forward view). 
4) Take a snapshot with camera 1. 
5) Activate the view window for camera 2 (down view). 
6) Take a snapshot with camera 2. 
7) Execute the Land command. 
8) This must be completed in 40 seconds (:40) or less. 
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Practice Exercise 3 (with alarm active) 
 

1) The upper altitude alarm will be set at 150 feet and activated. 
2) Press Ok to start the simulation and timer. 
3) Execute the Take-off command. 
4) Ascend to 150 feet and trigger the alarm. 
5) Immediately descend to 50 feet or below without hitting the ground.  
6) Ascend back up to 100 feet but less than 150 feet. 
7) Rotate the MAV 360-degrees without dropping below 100 feet. It is required that 

the heading tape shows the number “0” after completing 1 rotation with the MAV. 
The “0” must remain in the forward camera view window before landing. 

8) Execute the Land command. 
9) This exercise must be completed in 1 minute 35 seconds (1:35) or less. 

 
Practice Exercise 4: rapid command execution 
 
For this exercise you will follow a series of oral commands issued by the experimenter. 
After take-off and as soon as the Red Stop icon illuminates, you will immediately begin 
to hear a series of flight commands. Commands will be given as fast as you can 
correctly comply. Once the correct feedback is observed from the OCU the 
experimenter will proceed to the next command.  
 
Note: it is not important that the MAV travels any considerable distance. The purpose of 
this exercise is to allow you to learn the mapping of all buttons and icons and their 
corresponding functions. The experimenter is looking mainly for the correct feedback 
from the OCU control pad located in the lower right of the display. 

 
Rapid command execution - Part A 

 
1) Press OK to start the simulation and timer. 
2) Execute Take-off. 
3) The first series of commands after take-off will be: 9 commands. 
4) This exercise must be completed in 1 minute 5 seconds (1:05) or less. 

 
The experimenter will now reload the properties file and reset the timer. 

 
Rapid command execution - Part B 

 
5) Press OK to start the simulation and timer. 
6) Execute take-off. 
7) The second series of commands after take-off should be: 14 commands. 
8) This exercise must be completed in 1 minute 25 seconds (1:25) or less. 
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The next 2 exercises involve flying the MAV over longer distances and following pre-
determined mission parameters. These will be similar to the missions you will complete 
during the remainder of the experiment. 
 
Practice Exercise 5 
 
In this exercise you will pilot the MAV around the main roadway that forms an oval 
inside the terrain database. Waypoints will be visible in the overhead map view window. 
Waypoints are used to determine the correct flight path of the MAV. The experimenter 
will explain this to you in more detail while the MAV completes the mission 
autonomously.  
 

1) The experimenter will load and run this mission autonomously and will point out 
the Landing Zone (LZ) on the (H) building. 

2) After the autonomous mission finishes, the simulation will be reset. 
3) You must now manually pilot the MAV around the gray pathway while remaining 

to the left of the 4 red poles and landing in the correct LZ. 
4) When ready, press OK to start the timer. 
5) Execute the Take-off command. 
6) Complete one lap around the 4 red poles and stay over the gray path. 
7) Land on the (H) building. 
8) This exercise must be completed in 3 minutes 50 seconds (3:50) or less. 

 
 
Practice Exercise 6 – obstacle course 
 
In this exercise you have obstacles to navigate. You will also take 2 snapshots at the 
end of the run. Complete the mission by flying through the series of red and green poles 
and then return to your start point to take the snapshots. 
 

1) The experimenter will load and run this mission autonomously with waypoints 
visible. Observe how the MAV passes to the right of all green poles and to the 
left of all red poles. 

2) At the end of the run, you will see the C2 vehicle parked on the sidewalk. (This is 
you! You control the MAV from this position inside the vehicle.) 

3) You must now complete the course manually with a few additional instructions: 
After you finish navigating around the poles you will need to take 
snapshots of the C2V with both cameras. 

4) When ready, press OK and then execute Take-off. 
5) Complete the obstacle course. 
6) Take snapshot from camera 1 
7) Take snapshot from camera 2. 
8) Land – but do NOT land on the C2 vehicle! 
9) This exercise must be completed in 5 minutes (5:00) or less. 
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You will now complete a short computer-based questionnaire. The experimenter 
will explain this and give you instructions at this time. Then you will begin a 
series of 6 missions. 
 

Mission Protocol for ARI/IST MAV Experiment 1 
 
There will be 6 missions for you to complete during this portion of the study. The 
experimenter will instruct you on mission requirements and provide any documentation 
necessary. If you are unsure of any of these requirements please ask for clarification. 
Once you begin a mission, the experimenter will have very limited interaction with you. 
He/she will not be able to answer questions on mission requirements once you execute 
the take-off command, so please ask beforehand. 
 
Mission 1 
 
This mission is a repeat of practice exercise #5 where you piloted the MAV around the 
gray pathway while remaining to the left of the 4 red poles. 
 

1) You will manually pilot the MAV around the gray pathway while remaining to the 
left of the 4 red poles and landing on the (H) building. 

2) When ready, press OK to start the timer. 
3) Execute the Take-off command. 
4) Complete one lap around the 4 red poles and stay over the gray path. 
5) Land on the (H) building. 

 
Complete the computer-based questionnaire at this time and then proceed to 
Mission 2. 
 
Mission 2 
 
This mission involves using the MAV to do reconnaissance work. You will get a handout 
titled “Mission 2 Intel & Recon”. Review this with the experimenter and then complete 
the required tasks. The experimenter may ask you for situational updates at different 
points during this mission. 
 

1) Read the “Mission 2 Intel & Recon” handout. 
2) When ready the experimenter will load the mission scenarios. 
3) Press OK to start the mission timer. 
4) Execute Take-off. 
5) Locate the church. 
6) Use the MAV to observe the church from all sides. 
7) Determine who or what is occupying the church. 
8) Pilot the MAV to the landing zone. 
9) Complete the debriefing with the experimenter. 
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Mission 3 
 
This mission repeats practice exercise #6 where you navigated a series of red and 
green poles. You will also take 2 snapshots of the C2 vehicle at the end of the run. 
Complete the mission by flying through the series of red and green poles and then 
return to your start point to take the snapshots of the C2V. 
 

1) You must complete the obstacle course manually.  
2) After you finish navigating around the poles you will need to take snapshots of 

the C2V with both cameras. 
3) When ready, press OK and then execute Take-off. 
4) Complete the obstacle course. 
5) Take snapshot of the C2V with camera 1 
6) Take snapshot of the C2V with camera 2. 
7) Land – but do NOT land on the C2 vehicle! 

 
Complete the computer questionnaire at this time and then proceed to Mission 4. 
 
Mission 4 
 
This mission involves using the MAV to do more reconnaissance work. You will get a 
handout titled “Mission 4 Intel & Recon”. Review this with the experimenter and then 
complete the required tasks. This is primarily a target identification mission. Once again, 
the experimenter may ask you for situational updates during this mission. 
 

1) Review the “Mission 4 Intel & Recon” handout. 
2) The experimenter will load the mission files and scenario. 
3) You will have a limited time to identify as many targets as possible within the 

terrain database. 
4) Positive ID can only be achieved by taking snapshots of each entity with both the 

forward and down cameras, and each entity must be centered in the frame so 
that the center ( ) overlay is touching part of the entity. 

5) When ready, press OK to begin the mission and start the timer. 
6) Immediately begin looking for entities to identify via the camera.  
7) The experimenter will tell you to stop when time has expired. 

 
Complete the computer-based questionnaire at this time. 
 
Mission 5:  Repeat mission 1 – This is your final attempt to make the best time 
possible. (Then complete the computer-based questionnaire.) 
 
Mission 6:  Repeat mission 3 – This is your final attempt to make the best time 
possible. When finished you may proceed to your final debriefing session. 
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APPENDIX B  

IRB APPROVAL LETTER 
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APPENDIX C  

POST EXPERIMENT USABILITY QUESTIONNAIRE 
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MAV USABILITY QUESTIONNAIRE (IMROC-OCU EXP: 1 Joystick) 
 

Circle the number that best describes your reaction between the 2 extremes given.  
 
1) The system I worked with was 
wonderful       terrible

1 2 3 4 5 6 7 8 9 10 
 
2) The system I worked with was 
easy       difficult

1 2 3 4 5 6 7 8 9 10 
 
3) I found this experience 
satisfying       frustrating

1 2 3 4 5 6 7 8 9 10 
 
4) The system I worked with seemed 
Capable of doing the 
exercises 

    Unable to do the 
exercises

1 2 3 4 5 6 7 8 9 10 
 
5) I found this experience 
stimulating       dull

1 2 3 4 5 6 7 8 9 10 
 
6) The system I worked with was 
flexible       rigid

1 2 3 4 5 6 7 8 9 10 
 
7) The functions of the on-screen manual control buttons (on the control pad) were  
clear       confusing

1 2 3 4 5 6 7 8 9 10 
 
8) The functionality of the buttons for switching between camera views was 
clear       confusing

1 2 3 4 5 6 7 8 9 10 
 
9) Organization of information on the video display screen was 
clear       confusing

1 2 3 4 5 6 7 8 9 10 
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10) Current status (such as Taking off, Landing, Grounded) messages were 
adequate       inadequate

1 2 3 4 5 6 7 8 9 10 
 
11) When controlling the MAV in flight using the joystick, the device was 
easy to use       difficult to use

1 2 3 4 5 6 7 8 9 10 
 
12) As I progressed through the missions using the joystick, my hands and/or wrists became 
fatigued 
Never       Always

1 2 3 4 5 6 7 8 9 10 
 
13) When using the joystick to enter flight commands to the MAV, maintaining awareness of 
individual mission objectives was 
easy        difficult 

1 2 3 4 5 6 7 8 9 10 
 
14) When using the LEFT thumb stick (forward, back, left & right movements) to move the air 
vehicle while in manual control, the air vehicle reacted as I expected. 
always       never

1 2 3 4 5 6 7 8 9 10 
 
15) Using the RIGHT thumb stick (up, down & rotation) to move the air vehicle while in manual 
control, the air vehicle reacted as I expected. 
always       never

1 2 3 4 5 6 7 8 9 10 
 
16) When using the joystick to stop the motion of the air vehicle while in manual control, the air 
vehicle reacted as I expected. 
always       never

1 2 3 4 5 6 7 8 9 10 
 
17) When using the joystick to switch between camera views (highlighting the camera icon 
located on the task bar), the display reacted as I expected. 
always       never

1 2 3 4 5 6 7 8 9 10 
 
18) While using the camera to take snapshots of targets, centering the target so it was aligned 
with the ( ) overlay was 
easy       difficult

1 2 3 4 5 6 7 8 9 10 
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19) When piloting the MAV in manual control, determining the current heading of the MAV 
from the 360-degree directional heading tape was  
clear       confusing

1 2 3 4 5 6 7 8 9 10 
 
20) It was clear when the air vehicle had landed 
always       never

1 2 3 4 5 6 7 8 9 10 
 
21) The system provided adequate feedback when I issued a command to the MAV. 
always       never

1 2 3 4 5 6 7 8 9 10 
 
22) The OCU interface keeps you informed about what it is happening 
always       never

1 2 3 4 5 6 7 8 9 10 
 
23) Learning to operate the system was 
easy       difficult

1 2 3 4 5 6 7 8 9 10 
 
24) Remembering names and use of commands was 
easy       difficult

1 2 3 4 5 6 7 8 9 10 
 
25) Tasks could be performed in a straightforward manner 
always       never

1 2 3 4 5 6 7 8 9 10 
 
26) Training materials were 
clear       confusing

1 2 3 4 5 6 7 8 9 10 
 
27) After this training, I am ready use this system to fly a real air vehicle 
very confident       not at all 

confident
1 2 3 4 5 6 7 8 9 10 

 
28) The system speed was 
fast enough       too slow

1 2 3 4 5 6 7 8 9 10 
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29) System reliability was 
reliable       unreliable

1 2 3 4 5 6 7 8 9 10 
 
30) Correcting your mistakes was 
easy       difficult

1 2 3 4 5 6 7 8 9 10 
 
31) Both experienced and inexperienced users’ needs were taken into consideration 
always       never

1 2 3 4 5 6 7 8 9 10 
 
 
32) Do you have any previous Remote Control R/C experience? YES / NO (circle one) 
 
 
If you answered yes, please briefly describe: 
______________________________________________________________________________
_________________________________________________________________. 

 

 

91  



 

APPENDIX D 

OCU INTERFACE TRAINING EVALUATION  
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MAV Training Evaluation Worksheet – ARI/IST1 OCU 
 
 
 
 

 

 
 
 
 
 

N H

A B

C

F

E

J 

K 

L 

D

M

G

I 

To ensure that you have a basic grasp of the MAV pilot interface and the available flight 
commands, please complete the following exercise. 

 
Each of the critical features of the user interface are labeled above with letters A – N. Every 
letter must be used, so choose the best answer. Enter the corresponding letter in the blank 
following each of the item descriptions below: 
 
Altimeter    _______ Camera Selection Icons _______ 
Mission Timer   _______ Vertical Velocity Control _______ 
Rotational Velocity Control _______ Take-off & Land Icon  _______ 
Heading Tape   _______ Horizontal Velocity Control _______ 
Satellite MAP View  _______ MAV Location on Map _______ 
Current MAV Altitude _______ Ground Level Indicator _______ 
Camera 2 Image  _______ Air Speed Indicator  _______ 
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