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ABSTRACT

The U.S. military uses pattern recognition training to observe anomalies in human behavior. An examination of the pattern recognition training literature for Warfighters reveals a gap in training to discern patterns of human behavior in live environments. Additionally, the current state of warfare is evolving and requires operations to change. As a result, pattern recognition training must accommodate new practices to improve performance. A technique used to improve memory for identifying patterns in the environment is Kim’s game. Kim’s game establishes patterns to identify inanimate objects, of which information retains in memory for later recall. The paper discusses the fundamental principles of Kim’s game applied to virtual Simulation-Based Training. The virtual version of Kim’s game contains customized scenarios for training behavior cue analysis. Virtual agents display kinesic cues that exhibit aggressive (i.e., slap hands and clench fist) and nervous behaviors including wring hands and check six. This research takes a novel approach by animating the kinesics cues in the virtual version of Kim’s game for pattern recognition training. Detection accuracy, response time, and false positive detection serve as the performance data for analysis. Additional survey data collected include engagement, flow, and simulator sickness. All collected data was compared to a control condition to examine its effectiveness of behavior cue detection. A series of one-way between subjects design ANOVA’s were conducted to examine the differences between Kim’s game and control on post-test performance. Although, the results from this experiment showed no significance in post-test performance, the percent change in post-test performance provide further insight into the results of the Kim’s game and control strategies. Specifically, participants in the control condition performed better than the Kim’s game group on detection accuracy and response time. However,
the Kim’s game group outperformed the control group on false positive detection. Further, this experiment explored the differences in Engagement, Flow, and Simulator Sickness after the practice scenario between Kim’s game group and the control group. The results found no significant difference in Engagement, partial significance for Flow, and significant difference for Simulator Sickness between the Kim’s game and control group after the practice scenario. Next, a series of Spearman’s rank correlations were conducted to assess the relationships between Engagement, Flow, Simulator Sickness, and post-test performance, as well as examine the relationship between working memory and training performance; resulting in meaningful correlations to explain the relationships and identifying new concepts to explain unrelated variables. Finally, the role of Engagement, Flow, and Simulator Sickness as a predictor of post-test performance was examined using a series of multiple linear regressions. The results highlighted Simulator Sickness as a significant predictor of post-test performance. Overall, the results from this experiment proposes to expand the body of pattern recognition training literature by identifying strategies that enhance behavior cue detection training. Furthermore, it provides recommendations to training and education communities for improving behavior cue analysis.
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CHAPTER 1: INTRODUCTION

The world of the 21st century is full of information; at almost all moments of waking life, technology constantly bombards individuals with incoming data. Technology presents information in many forms such as visual, audio, and tactile and distributes information through outlets like television broadcasts, newspapers, computers, cell phones and individuals. This volume of information can become overwhelming and the task of sifting through and deciphering important cues among large amounts of materials can be daunting. To further compound matters, individuals have a tendency to overestimate their ability to identify changes (Simons & Levin, 1997) or are unable to recognize patterns.

The pattern recognition process describes how to identify patterns that exist in the environment. Specifically, pattern recognition involves observing data to establish commonalities or differences in a visual scene. Research dating back to the 1960s examines the pattern recognition process of machine learning to include attributes such as “feature definition, extraction, and classification” (Kanal, 1974). These basic components laid the foundational pieces for the pattern recognition process for years to follow. Liu, Sun and Wang (2006) offer new approaches to pattern recognition training by adopting a human-centered approach. The human-centered approach utilizes the information processing system (i.e., transduction → feature extraction → classification → post-processing) to channel incoming information and allows for a decision as to whether a pattern exists or not (Liu, Sun, & Wang, 2006). Other approaches to pattern recognition utilize simulations to identify behavioral and physiological emotions that in turn train the learner. The learner identifies the affective signal, engages in feature extraction to determine if a pattern exists, then makes a final evaluation (Pentland & Choudhury, 2000; Picard, 1995).
From the mid 1990’s to 2014, the focus has shifted from statistical and neural computations to identify patterns. The practical significance of these simulation models present challenges to users (e.g., difficult implementation, high-cost, or impractical) (Wolski, 2013) in complex and dynamic real-world events. Improving pattern recognition training is largely dependent on the user to improve their ability to make an accurate decision when observing the environment. The pattern recognition process engages the viewer to evaluate the visual stimulus through observation of the environment, analyzing the target, and then comparing a previous experience to make a decision as to whether there is a match.

Past research efforts have identified how experts make decisions in arduous conditions utilizing naturalistic decision making to build a model from their choices (instead of creating ideal strategies for decision-making) (Klein G., 2008; Klein & Calderwood, 1991). However, there is very limited research on the pattern recognition process for novices. To explain the pattern recognition process for novices, evolving research for discerning patterns in the environment resulted in the development of a conceptual model (Figure 1).

Figure 1 summarizes typical features of pattern recognition processes from 1968 to 1996 to generate a conceptual model to detect whether or not there is a change in the environment.

Figure 1: Common Elements of the Pattern Recognition Processes
The primary goal for pattern recognition training is to improve decision accuracy. One application area for pattern recognition training is the Military domain. Today, Military warfare continues to evolve as irregular and unpredictable events. As a result, training methods must accommodate for new practices and improved tactics in variable conditions. Additionally, declining budgets in military modernization demonstrates the need for effective training to increase readiness for combat (Department of Defense, 2013). A review of the U.S. Army formal curriculum conducted by Fischer and Geiwetz (1996) shows Warfighters receive limited training for detecting tactical patterns (e.g., enemy unit and terrain patterns) in the environment. Fischer and Geiwetz (1996) further state that Warfighters gain the majority of pattern recognition training through experience in the operational environment. Existing research is limited in regards to pattern recognition for military training: specifically, the effectiveness of observational training to detect changes in the environment (Caldwell & Stinchfield, 2011).

Simulation-Based Training (SBT) offers the opportunity to specialize and adapt training. Typical Warfighter training includes classroom-based instruction followed by live training in a specified geographic location. Classroom instruction provides theoretical foundation (e.g., rules, doctrine, current relevant information, etc.) for improving tactical skills. However, when classroom instruction applies to live training, there is a real problem for Warfighters to transfer and apply high-order skills (e.g., coordination, tactics, decision-making, etc.) (Spain, Priest, & Murphy, 2012). While live training provides an opportunity for the use of actual equipment, tools, and devices in a realistic combat situation, it can also create real-life threatening situations that may cause injury.

SBT as an instructional tool fills the existing gap between traditional classroom and live training (Figure 2) and also enhances Warfighters’ performance (Haque & Srinivasan, 2006;

Figure 2: SBT Justification Gap (Haque & Srinivasan, 2006; Vogel-Walcutt, Gebrim, Bowers, Carper, & Nicholson, 2011; Nicholson, Schatz, & Bowers, 2008)

The purpose of this research is to investigate the use of SBT for enhancing pattern recognition skills. The pattern recognition task for this experiment involves observational and perceptual skills required for identifying human behavior cues. The objective of this research endeavor is to assess the effectiveness of simulation-based pattern recognition training on behavior cue detection by examining performance and perception data.
CHAPTER 2: LITERATURE REVIEW

The world we live in is constantly changing around us. The human brain is actively observing, analyzing, and comparing patterns that affect the decision-making process. To understand what pieces contribute to the decision-making process for pattern recognition, it is important to discuss how patterns are discerned in the environment. The fundamental building blocks of the pattern recognition process include: change blindness, change detection, perceptual training, information processing system, memory, and pattern recognition. A thorough discussion on how each area relates to the pattern recognition process model will be provided, as well as applications to the military domain will be offered. Finally, this experiment proposes a pattern recognition task for evaluating user’s perception.

Change Blindness

Change blindness results when there is a failure to observe changes in a visual scene. Studies into the change blindness phenomena focus on distractors such as eye blinks, a blank screen, or another simultaneous event for failing to detect a change (large or small) within a visual scene (Simons, Franconeri, & Reimer, 2000; Durlach, 2005). Previous research conducted by Grimes (1996) and Simons and Levin (1997) show that over 50% of observers miss changes when they are actively searching a scenario.

Change blindness occurs at the peripherals of a visual scene as well as the center of scene. Pessoa and Ungerleider (2004) indicate when a stimulus changes, attention is drawn to that area to facilitate visual processing. To that effect, change detection is noticeable when the change signal is clear; the original version changes to a new version instantly, but the change is visible.
Rensink et al. (1997) suggest focused attention is necessary to notice changes in a visual scene. Results show change blindness occurs even when the participant expected a change to take place and their attention shifts throughout the entire scene. As a result, the need for focused attention at the time of the change is important rather than relying on past memory of the scene to be successful at the discrimination task.

Past research highlights discrete and continuous change blindness tasks to evaluate performance. Discrete change blindness occurs when an individual is unable to discern changes in a visual scene following a disruption in the scene. Continuous change blindness is an inability to notice a change in a continuous visual scene. While most studies focus on discrete change blindness, Simons, Franconeri, and Reimer (2000) compared discrete change blindness to continuous change blindness where participants indicated whether they observed a color change in the visual scene. The results demonstrated that performance on the change detection task in the discrete condition was significantly higher than the continuous condition.

Barber, Leontyev, Davis, Sun, and Chen (2007) simulated a multi-tasking environment for remote operation of unmanned systems. The line of research focused on a continuous change blindness task as a manipulator for workload during specific periods that contribute to adaptive automation systems. However, the effectiveness of the task as a manipulator was not clear from the results. Despite these limitations, continuous and discrete change blindness tasks continue to have practical research application for training.

Figure 3 maps aspects of change blindness that fit the general pattern recognition model. The inability to observe and identify changes (change blindness) as well as the presence or absence of focused attention affects observation of the visual scene and influences the decision to find a match or no match.
Figure 3: Aspects of change blindness mapped to the general pattern recognition processing model

**Change Detection**

A concept related to change blindness is change detection. A review of the current literature reveals minimal use of VEs to train change detection. Past examples of change detection have focused on: (1) repeated changes that allow for time as a measure of performance, (2) integrating results using different kind of manipulations (e.g., temporal gap, eye movement, and detecting gap-contingent changes) (Rensink, 2002), and (3) stimuli that are more realistic [representative of] real-world scene (Rensink, 2002; Pessoa & Ungerleider, 2004).

The bulk of research on change detection experimentation focuses on when a change occurs. Techniques such as the *Shift-Continent Technique* and *Gap-Contingent Technique* manipulate what the screen displays when the change detection task occur (Blackmore, Brelstaff, Nelson, & Troscianko, 1995). One variation described by Rensink (2002) of the *Gap-Contingent Technique* postulates a *one-shot approach* where the changes made occur once during each trial. The experiment focused on a single change separated by an opaque display. The approach attempted to limit eye movement by focusing on a single entity, which in turn reduced cognitive overload.
The human eyes have the ability to observe a dynamic or stationary scene very quickly. Change detection tasks that have dynamic displays (e.g., movies) achieve a greater visual realism, but less control of the physical environment (Rensink, 2002; Simons & Levin, 1997; Gysen, De Graef, & Verfaillie, 2000). Gysen, De Graef, and Verfaillie (2000) observed that individuals found it difficult to identify changes to stationary stimuli, whereas changes to dynamic objects were easier to detect.

Past research highlights various ways to analyze changes to a visual scene. One way to assess changes within a visual scene is to add or delete an item. Previous experiments using this type of change detection technique have concluded unique items are easier to detect in instances where an item is removed rather than added (Rensink, O'Regan, & Clark, 1997; Hollingworth & Henderson, 2000; Aginsky & Tarr, 2000; Mondy & Coltheart, 2000). These results compliment the work of Agostinelli, Sherman, Fazio, and Hearst (1986) and Mondy and Coltheart (2000) who support the use of feature matching process to detect items or objects based on corners, edges, or interest points.

Another way to analyze changes within a visual scene is to focus on the spatial arrangement of the displayed item. Specific attention is given to the spatial properties of an object based on layout or placed in relation to other items. According to Simons (1996), layout changes are easier to detect, whereas in other instance it may be more difficult. Deciphering spatial arrangements maybe due in part, to how the brain encodes the information as either a single entity or several distinct parts. Spatial arrangement impacts change magnitude. Tollner (2006) explains change magnitude as small, medium, or large changes based on icon movement of 50, 100, and 150 pixels respectively. Therefore, changes are determined by moving the location of an item from one place to the next.
When selecting a threshold to differentiate change from no-change in a visual scene, Lu, Mausel, Brondizio and Mora (2010) suggest one of two methods: (1) interactive procedure or trial-or-error; (2) statistical measure which selects a suitable standard deviation from a class mean. While these methods have their advantages, other researchers have selected an Interstimulus Interval (ISI) based on the type of change detection task. Empirically driven research examples include Goldstone’s (1994) experiment on applying ISI to a perceptual task for detecting changes presented in a VE. The perceptual discrimination task involves presenting an image for 1000 milliseconds (ms), a blank screen for 33ms, and then displaying a second screen for 1000ms. Earlier work by Pashler (1988) on “familiarity and visual change detection” determined that optimal performance occurred at an ISI of 34 ms. Within this body of research, Pashler (1988) referenced Phillips’ (1974) work on ISI; suggesting less than 100ms achieves excellent performance when detecting unfamiliar visual stimuli.

Figure 4 outlines components of change detection to explain how pattern recognition works. Ultimately, this affects the decision point under time restrictions to determine if a match or no match is found.

Figure 4: Aspects of change detection mapped to the general pattern recognition processing model
Perceptual Training

Perceptual training involves processing sensory information in order to understand the environment. The sensory system introduces information through sight, sound, touch, taste, and smell to make a decision. Unlike past pattern recognition models where feature extraction is an important component, perceptual training of visual search focuses less on “features, status or conjunctions of features” (Sireteanu & Rettenbach, 1995; Budde & Fahle, 1998) for comparison. Examples of perceptual training may include a simple, basic discrimination task (e.g., identifying a potential target) to more complex and intricate visual tasks such as baggage screening or radiology diagnosis.

Perceptual training has shown to improve an individual’s ability to respond to the environment (Goldstone, 1998). It offers new ways to decipher relevant characteristics or features within the environment. One way to strengthen perceptual skills for detecting changes in the environment is repeated exposure to the stimuli. Goss (1953) as well as Gibson and Gibson (1955) observed that pre-exposure to stimuli improves the ability to later complete the discrimination task. According to Vanderplas, Sanderson, and Vanderplas (1964), tests that require discriminative or recognition of a stimulus, appear to have larger and positive training transfer for tasks that involve observation.

Figure 5 applies facets of perceptual training to the general pattern recognition model. For pattern recognition training, observing the environment through the sensory system assists with detecting the visual stimulus. Repeated exposure to the potential stimuli is one strategy used to determine if a possible match exists.
Figure 5: Aspects of perceptual training mapped to the general pattern recognition processing model

**Information Processing**

The human brain interprets information from the environment, which creates a decision followed by a deliberate response or action. The ability to process incoming information is important for enhancing cognitive, perceptual, and motor skills (Wickens, 2002). Components of the human information processing system have been included in the general pattern recognition process model to create an advanced paradigm describing how the brain recognizes pattern in the environment. A visual stimulus is observed through the sensory system, attention, perception, and transduction. The sensory system interprets energy from the world so that the brain understands and creates a new memory (Huitt, 2003). Transduction is a process of converting energy into neural messages that the brain is able to perceive (Myers & Straub, 2007).

The cognitive subsystem analyzes the newly formed memory through mental organization and interpretation. Cognitive processing compares the incoming information to previously stored knowledge in efforts to improve comprehension and generate responses. One main aspect of cognition is attention. In cognition, attention is the process of actively selecting a stimulus when presented with multiple, competing stimuli in the environment. Paying attention to a specific stimulus allows for further processing of information while discarding other pieces of information.
The information that is further processed passes through several stages, including the phonological and episodic memory systems, until it is comprehended by the central executive system. According to LaBerge and Samuels (1974), the stimulus goes through several stages of processing within these systems to promote learning. Learning is evaluated using two measures: accuracy and automaticity. Accuracy requires attention for processing information, unlike automaticity. Incoming information is streamlined at the automatic level to locate any commonalities or comparisons with previously stored information at the executive level.

Despite the lack of consensus to what exactly constitutes the executive processes of the central executive system, past research suggest that this system “functions as an attention-controlling mechanism” within memory (Pastorino & Doyle-Portillo, 2012). The central executive works with the other subsystems (e.g., phonological, episodic, visuospatial sketch pad, etc.) to coordinate, integrate, and regulate incoming information. The central executive system makes the final decision based on the information from the phonological and visuospatial loop systems. The central executive system is very important for tasks that require attention, such as pattern recognition or using visual and auditory information to coordinate a task (e.g., playing a video game) (Baddeley A., 1992). Figure 6 is a representation of the information processing system and its different subsystems.
Pattern Recognition

According to Fischer and Geiwetz (1996), “pattern recognition is fundamental to human information processing and functioning because it constitutes the first interaction between the environment and mind.” When an individual views the environment, visual patterns occur centrally and within the peripheral view. Central vision allows an individual to directly look and describe an item in detail (e.g., recognition of behaviors, objects, persons, etc.). Peripheral vision extends the visual scope outside the central visual area, and is useful for getting a complete picture (Larson & Loschky, 2009). When observing the environment, people most often focus their attention on item(s) that are noticeable in one way or another. If something in the scene is salient, the observer is attracted to or focuses on that specific object.

The human brain processes visual information in one of two ways: top-down or bottom-up approach (Connor, Egeth, & Yantis, 2004). A top-down approach considers the whole picture, which is then broken down into smaller parts. In other words, the brain organizes and processes information into smaller segments. The top-down approach to pattern recognition looks at data stored from past information and events. Data retrieval depends on generalizations or well-defined laws to make conclusions about a particular example, instance, or case. When examining a
situation in a dynamic environment, often times an individual’s previous experiences affect their heuristics. For example, veteran Warfighters may quickly make decisions based on experience or intuition instead of actual information from the world. Top-down processing can interfere with identifying potential targets; however, with appropriate training improve detection and accuracy skills.

A bottom-up approach takes small pieces of information that are chunked together to create higher level processing until the top level processing is achieved. Similar to the top-down approach, attention is given to salient features or stimulus of relevant importance. However, in the bottom-up approach, the individual starts with no previous knowledge on the subject matter. The bottom-up approach uses inductive reasoning to create generalizations drawn from particular examples by capturing common properties between them.

Top-down and bottom-up approaches guide the viewer’s attention when observing the environment. According to Thompson, Bichot, and Schnall (2001), there is evidence to suggest that accurately performing visual search trials involves a combination of bottom-up and top-down influences. Saliency results from top-down and bottom-up influences, where features become apparent by combining low-level features of bottom-up models (e.g., orientation, color, and intensity) with top-down cognitive visual features (e.g., faces, humans, and cars) (Yarbus, 1967; Thompson, Bichot, & Sato, 2005).

One method for analyzing patterns in the environment is feature analysis. Feature analysis generates a features list (e.g., lines, edges, angles, etc.) which compares to a stored feature list in memory to recognize patterns in the environment (Morgan, 2003). Selfridge’s (1959) paper, “Pandemonium: A Paradigm for Learning,” for neural networks and machine learning developed the idea of “demons” to describe how patterns are recognized in the environment through visual
processing. Demons are “small, specific processes, waiting for a chance to act” (Selfridge, 1959). Demons interact with other demons to motivate and facilitate learning (e.g., identifying features of an object). Based on the theory about neural networks, visual processing influences the recognition of human behavior patterns in the environment (Dolan, 2002).

The overall goal of pattern recognition is to identify a match between the visual sensory input and previously stored data. The template matching theory suggests that objects are compared to pre-defined templates stored in memory for pattern recognition (Lund, 2009). However, the number of elements in the environment typically exceeds the brain’s data storage capability and only retains some of the properties of a finite number of objects. As a result, many different patterns of information are recognized as examples of the same element, object or concept. This is challenging when features of an object is inaccurately identified in the environment.

General theories of object recognition consider what the human brain does to compensate for changes that occur in the external environment. Seemingly, different schools of thought examine the perceptual recognition of objects using sensory input, determines which processes recognize the object and how it is encoded in the brain (Tarr & Vuong, 2002; Bulthoff & Edelman, 1992). Two different approaches explain how objects are recognized based on its transformation.

According to Tarr and Vuong (2002), one group of theorists asserts that there are a specific set of cues activated to identify an object in most viewing instances. The coined term viewpoint-invariant suggests that information recalled from the brain determines the image of an object despite any changes that occur (Biederman, 1987; Marr & Nishihara, 1978). Another group of theorists argue that no such distinction exists and that object features are stored in the brain. The image is stored as a snapshot representation in visual memory (Bulthoff & Edelman, 1992). There is match between “the input image and candidate representations” for pattern recognition (Perrett,
The theories presented identify how humans are able to detect changes that are dynamic in the environment. Overall, it is important to sharpen one’s detection skills for identifying visual cues in an operational environment. Figure 7 links elements of pattern recognition to expand the general pattern recognition model by describing how visual stimuli observe, analyze, and compare to make accurate decisions towards a possible match or no match.

Figure 7: Aspects of pattern recognition mapped to the general pattern recognition processing model

**Memory**

The sensory system registers visual stimuli presented in the environment. Each sensory receptor connects to neural pathways that send information to the brain. The sensory input system processes a limited number of visual attributes consisting of motion, orientation, and color (Wolfe & Horowitz, 2004) with unlimited capacity; however, this input of information is held for approximately 2 seconds before it is lost (Palmer, Fencsik, Flusberg, Horowitz, & Wolfe, 2011).

Short-Term Memory (STM) occurs when an individual analyzes information through a conscious experience at a given moment. Large amounts of information are not contained but rather held for a short period. The amount of information retained depends on an individual’s memory span. Items or chunks are pieces of information recalled immediately without errors. In
most instances, individuals can recall 7 ± 2 chunks of information (Peterson, 1966; Miclea & Opre, 2004; Miller, 1956). STM holds information for 18 to 20 seconds (Peterson, 1966), unless the information is rehearsed or retrieved from memory. It is an active process related to selective attention, that allows an individual to orient their attention to a particular stimulus while ignoring other parts of the environment (Peterson, 1966; Downing, 2000).

Baddeley’s (1974) model of Working Memory (WM) is a predictor of “cognitive skills such as reading, comprehension, and reasoning.” Thus, WM links to higher-level cognitive processing skills. Research into visual WM suggests that information is stored based on the object’s perception rather than individual features similar to verbal WM where chunks of information is stored. Attention may be given to several items at any one time (Luck & Vogel, 1997; Rensink, 2002; Miller, 1956). Rensink’s (2002) work on change detection proposes that a person could hold 4-5 items at a given time in memory, while the number of items lost would be contingent upon the implemented task. If each scenario includes independent entities, then each entity is evaluated at a specified time. Therefore, a single event is equal to one entity that occurs at a given point.

As previously mentioned, WM has a limit as to the amount of information held and the number of functions performed (Van Gerven, 2003). Processing information held in WM assists with learning new and difficult tasks. One major factor when considering the use of WM is the number of items attended too. If too many items are presented, then the complexity of the task increases and the overabundance of information promotes cognitive overload.

Figure 8 demonstrates the points of impact memory have on the general pattern recognition process. Specifically, the sensory registers observe the visual stimulus in the environment, held in STM and WM. If the information presented lacks recall from LTM, it may eventually become lost.
or encodes to form new memories. This affects response time to make an accurate decision because it is difficult to find an immediate match to the observed stimulus.

![Diagram of pattern recognition process](image)
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**Figure 8:** Aspects of pattern recognition mapped to the general pattern recognition processing model

**Combat Profiling**

Combat profiling is pivotal to application areas for pattern recognition training. One application area is the Military training domain. Combat profiling evaluates dynamic human behavior within a complex, combat environment (Schatz, Reitz, Nicholson, & Fautua, 2010). It affords proactive identification of threats or imminent actions based on human behavior analysis. Warfighters rely upon skills such as pattern recognition, observation, identification, and critical thinking to observe and judge behavior. It involves identifying and synthesizing behavioral cues into meaningful patterns for interpretation (Colombo, Dolletski-Lazar, Coxe, & Tarr, 2012).

In combative environments, an established baseline of human behavior occurs through visual processing. A combination of bottom-up and top-down visual processing increases accuracy for identifying potentially threatening situations; however, may limit familiarization of new
environmental features, terrain, or people. Applying visual processing can heighten visual attention for identifying patterns of irregular behavior in both familiar and unknown territories.

Warfighters identify anomalies through observation of human and socio-cultural behavior domains based on the six domains of Combat Profiling (Ross, Bencaz, & Militello, 2010; Gideons, Padilla, & Lethin, 2008). This experiment focuses on representing kinesic cues in a VE. Kinesics refers to the study of nonverbal cues intended to convey the true meaning of someone’s actions (Birdwhistell, 1970). Kinesics centers on observing body language, facial expressions, gesturing, and posturing. Kinesic cues elicit an emotional state based on physicality such as covering the mouth when an individual is lying or fist clenching when an individual is angry (Ross, Bencaz, & Militello, 2010; Colombo, Dolletski-Lazar, Coxe, & Tarr, 2012). Training to make an accurate decision as to whether a match exists in the pattern recognition model is important for identifying potential targets. Warfighters as well as other high-risk occupations such as Law Enforcement Agencies and First Responders may benefit from pattern recognition training to improve their decision making process.

**Current Training Methods for Pattern Recognition in the Military**

A review of the literature on pattern recognition training for Warfighters has been sparse. Where the term pattern recognition appears within the military training literature, it is associated with fingerprint matching, handwriting recognition, facial recognition, and speech detection (Jain, Duin, & Mao, 2000; Fadde, 2009). Currently pattern recognition training is inadequate for developing threat detection skills. Fischer and Geiwetz (1996) examined the Army’s formal curriculum, which shows that Soldiers do not receive formal training for detecting patterns within the environment. Soldiers gain pattern recognition skills over the years because of field experience. To understand where there are deficiencies in training, Fischer and Geiwetz (1996) conducted a
pilot study of pattern recognition training. The results demonstrated that with formal pattern recognition training, Soldiers performed better than those who received the traditional classroom training and at the same level as the Army captains.

Currently, the United States Marine Corps’ Scout Sniper School curriculum utilizes observational games (e.g., Kim’s game) for improving the detection of high-value targets (Robert & Baden-Powell, 1921; Sniper Sustainment Training, n.d.). Additionally, target detection is a main component of sustainment training for snipers. Snipers practice target detection exercises to identify, define, and plot objects that appear to be hidden or described without using optics. Snipers learn to increase memory processes through repeated trials or exposure to Kim’s game. The game requires the person to memorize objects in a systematic detailed manner for later recall of the observed objects. Outcome of acquired skills through use of Kim’s game include:

- Advanced observation skills
- Increased awareness and attention to detail
- Ability to observe and dissect environment critically
- Rapid memorization
- In-depth descriptive skills

The U.S. Army has also developed training programs such as the Every Soldier is a Sensor (ES) program where Soldiers routinely observe and report patterns and changes in the operational environment through primary interaction with the local population. Soldiers train to answers fundamental questions that shape their environment such as who are the leaders, opening and closing times of the market places, and eating and sleeping patterns of the locals. Social norms include what the streets look like during different times (i.e., crowded or empty) and traffic patterns
This training program emphasizes environmental pattern recognition, pivotal to identifying changes in the environment that prevent future attacks.

It is evident from the literature that instituting formal pattern recognition training into the curriculum is effective for training. Further, the need for pattern recognition training is underdeveloped and underutilized; but necessary for continued survival in warfare. A Soldier’s ability to engage in vigilant observation and detection of real-world events affects his or her performance especially in hostile territories.

**Kim’s Game**

The name originates from Rudyard Kipling’s book “Kim,” a story of an Irish orphan trained for intelligence work. The name stems from the task Kim underwent in which he looked at a tray of stones and gems for a minute. Once the time passed, Kim had to explain what type of stones they were and how many were there. The approach to determine the correct number of stones displayed engages the decision point of the general pattern recognition process.

Just like the Kim’s game, snipers use other observational games to dissect, memorize, and perform precisely (Sniper Sustainment Training, n.d.). Sustainment characteristics of Army operations include anticipation, integration, continuity, responsiveness, and improvisation (Logistic Planning, n.d.). The anticipation of remembering the object’s descriptions hours later ties to the sustainment characteristic of continuity. Kim’s game introduces integration and improvisation, if the sniper forgets an object, then the individual improvises by recalling the surrounding objects around the forgotten object forcing improvisation and integration of other elements from the scenario. Participation in Kim’s game increases responsiveness by remembering the objects displayed and forming structured analytic thought process in a manner that allows for later recall (U.S. Army, 1994).
The following excerpt describes a sample game scenario in the context of military training: ...they would put different objects on the table: a bullet, a paper clip, a bottle top, a pen, a piece of paper with something written on it-10 to 20 items. You’d gather around and they’d give you, say, a minute to look at everything. Then you’d have to go back to your table and describe what you saw. You weren’t allowed to say “paper clip” or bullet,” you’d have to say, like, “silver, metal wire, bent in two oval shapes.” They want the Intel guys making the decision [about] what you actually saw. (Valdes, 2011)

As time progresses, the number of items increase and the time lapse between observation and recounting observation also increases. Snipers play the observation portion of the game, go to field training, and then return to describe the items they saw earlier during the observation portion of the game. Sniper trainees describe the objects in Kim’s game based on the following categories: size, shape, condition, color, and appears to be (Sniper Sustainment Training, n.d.). Sniper trainers introduce an element of real-world applicability by occasionally introducing distractions (noise or talking) or simply different methods of introducing the objects.

**Simulation-Based Training**

SBT is a method for presenting instructional training using a simulated platform (Martin, Hughes, Schatz, & Nicholson, 2010). SBT has developed as a response to the gap created between traditional classroom and live training. In traditional classroom instruction, an instructor dispenses information through PowerPoint or comparable programs. Unlike the classroom approach, SBT creates training exercises where the trainee can assess their acquired skills (Lyons, Schmorrow, Cohn, & Lackey, 2002; Oser, Cannon-Bowers, & Dwyer, 1999).

The use of SBT as a mode of instruction helps to enhance perceptual training skills and improve higher-order functioning (Nicholson & Schatz, 2010). For this research endeavor,
developing perceptual skills namely pattern recognition skills, is imperative to human behavior
cue detection training (Carroll, Milham, & Champney, 2009). The ability to observe, analyze, and
compare behavioral changes to indicate suspicious intent is crucial to understanding the area of
operation (e.g., probable enemy intent, civil affairs issues, and personalities) (Fischer & Geiwetz,
1996). This research initiative incorporates SBT platforms using VEs to present combat profiling
training.

Advancements in computer graphics allow simulations to have complex, well-designed
realistic scenarios. Scenario-based Training (SbT) involves presenting instructional information to
Soldiers before operational deployment in efforts to sharpen their skills. This experiment
introduces Kim’s game as an instructional strategy for enhancing behavior cue detection skills.
The military continues to use SbT for several reasons including cost-effectiveness, safe
evironment, efficiency, and convenience (Salas, Priest, Wilson, & Burke, 2006). Additionally,
the skills taught and practiced using SbT using a virtual environment has shown to extend training
transfer to the operational environment (Grant & Galanis, 2009).

**Virtual Environments**

VEs allow individuals to explore and interact within computer-generated worlds or
immersive environments. The concept of a VE has recently made its way into headlines during the
past few years, but it originated in 1960’s. According to Mazuryk and Gervautz (1996), Morton
Heilig created a multi-sensory simulator called the “Sensorama” between 1960 and 1962. This was
the first attempt to build a Virtual Reality (VR) system with all the features of the environment;
however, it was not interactive. Due to technological advancements, VEs have evolved over the
years for use as a trainer to assess perceptual skills applied to SBT. Caldwell and Stinchfield (2011)
employed the Virtual Battlespace 2 (VBS2) trainer to evaluate performance on a change detection
task. The results suggest that the virtual trainer produced significant improvement in detection rates, usability, and decline of false-alarm rates over time.

The use of immersive simulations allows an individual the opportunity to be “transported” into a simulated environment. Realistic training environments provide trainees with an opportunity to enhance field skills. The U.S. Military utilizes immersive environments to train Soldiers (Pleban & Salter, 2001; Knerr, 2007). Training sites comprise of immersive systems, which include projector display, cameras, and audio speakers. Immersive environments have the advantage over live training as it allows for modeling live or fictionalized environments based on specific needs. In addition, immersive environments reduce the training times, unlike live environments where operation costs surmount quickly (Loomis, Blascovich, & Beall, 1999; Bowman & Hodges, 1997).

Immersive simulations also have limitations. One disadvantage is the inability to perform physical tasks such as touching a person or grasping an object. An individual’s perception does not match reality and may negatively affect performance. Another disadvantage is associated with sustainment cost of immersive systems. Immersive simulations need additional care to upkeep the computers systems running efficiently and on-call technical support for scenario implementation.

When comparing PC-based systems to immersive environments, there have been several debates as to which training system is effective for training across all domains (Bowman & McMahan, 2007). PC-based systems afford the trainee to engage in learning from a learner-centered approach (Slater, 1999). A learner centered approach focuses on simulated tasks adopted from real-world situation where the trainee enhances learning skills and self-awareness. One major benefit of the learner-centered approach allows for individualized, self-regulated learning on a PC system. As a result, Soldiers are able to develop information-processing skills, and enhance higher order skills anywhere due to the accessibility of the PC.
Another benefit of PC systems look towards research conducted by Ortiz, Maraj, Salcedo, Lackey, and Hudson (2013), demonstrating that a standard desktop system is capable of generating greater engagement than an immersive portable system due to the disparity of simulated Field Of View (FOV). Individuals felt greater levels of engagement while using a PC-based system to complete a detection task. Past research supports the use of PC-based system for pattern recognition training of human behavior cues. In order to assess the effectiveness of pattern recognition training on performance, it is important to examine measures of perception such as Engagement, Flow, and Working Memory.

Engagement

Bangert-Drowns and Pyke (2002) define Engagement as a combination of cognitive, affective, and motivational strategies that promote involvement in a task. Engagement demonstrates a key role in cognitive processes such as memory (Brandimonte & Passolunghi, 1994); higher order perceptual skills including interpretation, evaluation, problem solving (Antonacci & Modaress, 2005), and achievement (Lee & Smith, 1995) VEs are one of many computer-generated environments designed to simulate real-world situations. According to Garris (2002) and Ellinger (2004), researchers are in the early stages of understanding the relationship that link instructional strategy using computer-generated environments, motivational processes, and learning outcomes. Motivational components such as engagement and immersion influence computer-based learning, which ultimately affect learning outcomes (Martens, Gulikers, & Bastiaens, 2004). This experiment seeks to employ a modified version of Kim’s game to determine if there is a difference in Engagement between the Kim’s game group and the control group. Further, this experiment hypothesizes that there is a strong, positive correlation between Engagement and performance.
Flow

Jackson, Martin, and Eklund (2008) describe Flow as a state where an individual is absorbed in a task and is unaware of their surroundings. A review of the literature reveals that the impact of Flow on task performance has not been directly assessed. Inferences from the work of Csikszentmihalyi (1988) suggest that Flow is experienced when there is a balance between changes and the skills to complete a task. Flow results as the outcome if the balance is achieved at a high level of performance. Thus, individuals who score high on Flow should correlate highly with scores on the performance measure. This assumption has been supported recently by Weibel, Striker and Wissmath (2011) in an e-learning environment where students who scored higher on the Flow survey had higher test scores. This research hypothesizes that Flow should enhance performance due to customized training the Kim’s game group receive compared to the control group. Another related hypothesis suggest that there will be a strong, positive relationship between Flow and performance.

Working Memory

The Operation Span Test (OSPAN) developed by Turner and Engle (1989) and later modified by Matthews (1999) is developed to assess the effects of WM on performance. Performance on WM tasks depend on multiple factors such as the impact of the cognitive subsystem on chunking, rehearsing, and storing information before the executive control system makes the final decision. WM predicts performance of higher-order cognitive skills utilizing the OSPAN Test (Conway, Cowan, Bunting, Therriault, & Minkoff, 2002; Engle, Tuholski, Laughlin, & Conway, 1999). Previous research have shown OSPAN test to have good test-retest reliability (Klein & Fiss, 1999) and internal consistency for WM capacity (Conway, Cowan, Bunting, Therriault, & Minkoff, 2002; Engle, Tuholski, Laughlin, & Conway, 1999; Klein & Fiss, 1999). Further, WM
contributes to explaining individual-differences and accounts for variability in intellectual capacity. This research experiment hypothesizes that there is difference in WM outcomes for the Kim’s game group compared to the control group. Additionally, there will be strong, positive relationship between WM and performance.

**Proposed Study**

The purpose of this research is to understand the impact of SBT for ISR tasks. Specifically, this experiment focuses on pattern recognition training for behavior cue detection analysis. The objective for this experiment is to assess the effectiveness of the Kim’s game methodology compared to the control group by evaluating differences in performance outcomes between those who participate in the game and those who do not. Further, the goal is to apply the Kim’s game instructional strategy to a VE in efforts to assess human behavior detection skills. The following research hypotheses intent to provide insight into pattern recognition training by comparing a simulated version of Kim’s game to the control group:

**H1:** There is a significant difference in post-test performance between Kim’s game group and the control group

**H2:** There is a significant difference in Engagement, Flow, and Simulator Sickness after the practice scenario between Kim’s game group and the control group

**H3:** There is a relationship between Engagement, Flow, Simulator Sickness, and post-test performance as well as a relationship between WM and practice performance

**H4:** Engagement, Flow, and Simulator Sickness as a predictor of post-test performance
CHAPTER 3: METHODOLOGY

Experimental Design

This experiment followed a between-groups design with one independent variable—SBT instructional strategy. The instructional strategy applied Kim’s game to a VE for detecting kinesic cues. Kim’s game practice vignette was generated using video capturing software to create each instance for comparison. The results were compared the control condition.

Independent Variable

Experimental Condition

The experimental condition applied Kim’s game instructional strategy to identify target cues amongst non-target cues in a Culturally Agnostic Urban terrain. The experimental condition comprised of Kim’s game as a discrete task that was approximately 35 minutes long. The results were compared to the control group to assess differences in performance and perceptions.

Control Condition

Expanding on the instructional strategies for scenario-based research conducted by Salcedo (2014), the Mass Exposure (ME) condition was assigned to the control condition for this experiment. ME doubles the signal probability ratio (2:3) which improves target detection accuracy and threat saliency (Mogg & Bradley, 1999; Salcedo, 2014) comparable to the probability ratio for the kim’s game condition. The ME results was compared to the Kim’s game condition to determine the impact on performance.
**Dependent Variables**

The dependent variables comprised of performance and survey data collected from analysis. Performance data assessed objective measures regarding the participant’s performance on the task, while survey data measured the participant’s perception of their performance within the VE.

**Performance Data**

**Detection Accuracy Scores**

Detection accuracy scores were based on the number of targets stimuli correctly identified within the vignette expressed as a percentage. The percentage was determined by the number of correctly identified targets divided by the total number of targets within each vignette.

**False Positive Detection**

False positive detection identified a non-target model depicting a target behavior cue. Identification of false positive non-target cues and model types were calculated to determine any correlations between cue or model type and false positive detection.

**Response Time**

Response time was determined by the amount of time a participant reacts to an event that appears on the screen, either clicking the target to detect a match or selecting the no change icon to indicate no match. The time was measured in seconds.

**OSPAN**

The OSPAN is computerized test that requires participants to solve 24 problems, each comprising of a mathematical problem and word recall component. The mathematical problem is
a straightforward calculation such as “(3+3) – 1 = 5.” Participants are required to press the computer spacebar only if the answer is correct. The word recall element contains high frequency concrete noun (e.g., Soldier) displayed in capital letters above the mathematical problem. Each problem was presented for 1.8 seconds with an inter-item interval of 0.2 seconds. After a set of six items are displayed, the participant is prompted to type in the order either the six first letters or the six last letters of the noun. Participants have 15 seconds to complete each set of six problems (Turner & Engle, 1989; Matthews, et al., 1999).

Survey Data

Demographics Questionnaire

The Demographics Questionnaire (APPENDIX B: DEMOGRAPHICS QUESTIONNARE) collected biographical data on the participant’s age, sex, education, military experience, video game experience, etc.

Engagement Measure

The Engagement Measure (APPENDIX C: ENGAGEMENT MEASURE) consisted of seven questions with a rating scale from 1 to 5 (i.e., strongly disagree to strongly agree) for analysis and was used to assess the level of involvement a participant feels while immersed in the vignette. (Charlton & Danforth, 2005).

Flow State Short Scale

The Flow State Short Scale (APPENDIX D: FLOW STATE SHORT SCALE) comprised of nine questions with a 1 to 5 rating scale (i.e., strongly disagree to strongly agree). Flow gauged
the participant’s mental state of “being in the zone” while participating in the VE (Jackson, Martin, & Eklund, 2008).

**Simulator Sickness Questionnaire**

The Simulator Sickness Questionnaire (SSQ) (APPENDIX E: SIMULATOR SICKNESS QUESTIONNAIRE) was used to assess any physical symptoms a participant experienced while exposed to the VE. SSQ symptoms include general discomfort, fatigue, headache, etc. Each participant rated the symptoms as “None,” “Slight,” “Moderate,” or “Severe” (Kennedy, Lane, Berbaum, & Lilienthal, 1993).

**Participants**

A power-analysis determined that approximately 36 volunteers needed to participate in the Kim’s game experimental condition. The control condition comprised of 39 participants for data analysis. For data collection, a flyer containing general information about the study was distributed using various media outlets (e.g., University of Central Florida [UCF] psychology email, word-of-mouth, and on the Institute for Simulation and Training [IST] website). Participants were asked to sign-up through the UCF Psychology SONA system or UCF-IST SONA System website. The two websites are not affiliated or contracted with any parties for personal or organizational gain. Participants were compensated monetarily or with class credit for their participation. The rate of pay was ten U.S. dollars per hour or one credit per hour of participation for a maximum of 5 hours.

In order to participate within this experiment, participants met certain inclusion/exclusion criterion. The participant could not have participated in a subsequent series of experiments under the simulation training research in virtual environments study. Each participant was 18 years or
older, a U.S. citizen, and have normal or corrected to normal vision (e.g., glasses or contacts) to participate.

Before the start of each experimental session, the researcher asked a series of pre-experimental questions for cross-reference during the analyses to explain any inconsistencies that may affect the performance data. Information collected include consumption of alcohol, sedatives, and anti-depressants within the past 24 hours. Additionally, the pre-experimental questions will be used for future analysis in upcoming related experiments and was not used as an exclusion criterion for this experiment. Please see pre experiment questionnaire (APPENDIX A: PRE EXPERIMENT QUESTIONNAIRE) for a more detailed description of the pre-experimental checklist of questions asked of the participant.

Experimental Testbed

A 22-inch standard desktop computer with a 16:10 aspect ratio presented the scenario tasks within the VBS2 platform. Currently, VBS2 is a used by the U.S. Army for creating game-based training using VEs (VBS2, 2014). Keeping with the Army’s current training platform, VBS2 created scenarios utilizing Kim’s game for pattern recognition training (Figure 9)
Experimental Terrain

For experimentation, the terrain selected to present the training and practice scenarios consists of the Culturally Agnostic Urban environment (Lackey, Salcedo, & Hudson, 2013). This geographic terrain was selected because it focuses on the projected future state of warfare. Additionally, the Culturally Agnostic Urban scenarios include features such as buildings, objects, vehicles, and geo-typical terrains. When compared to other terrains such as the marketplace and suburban, the urban environment is less crowded and allows for greater attention to the models. Further, in order to reduce any potential confounds and keep in line with the research objectives, the urban environment support models with various skin tones and allows for greater spacing between virtual models for detecting behavior cues.

Virtual Models

The target models utilized in this experiment was developed using Autodesk MotionBuilder software. The software created behavioral cue animation for target models.
imported into VBS2. The non-target models was selected from the current VBS2 animation catalog for display in the VE. Targets and non-targets represented as virtual models in the experimental scenarios comprised of different skin tones including fair, light, and dark (Fitzpatrick, 1988; Lackey, Badillo-Urquiola, & Ortiz, 2014) for both males and females.

Virtual Camera

The proposed camera display mounts onto an Unmanned Ground System, providing a first-person view of environment on a 16:10 monitor. The advantages of using VBS2’s customizable camera allowed for standard viewing, restricted speed, and control of the FOV. For experimental purposes, this created a measure of control when viewing the VE. Each participant viewed the display binocularly where the virtual camera had a stationary height of three feet above land surface that travelled 1.5 meters per second (m/s) (Mykoniatis, Angelopoulou, Soylér, Kincaid, & Hancock, 2012; MARCbot, 2010).

Behavioral Cues

Previous research conducted by Salcedo (2014) on kinesics identified four target and non-target behavior model cues (Table 1) for representation within the VE. The Kinesic domain provide virtual characters with sufficient dynamic movement that offered the least number of limitations for virtual representation when compared to the other combat profiling training domains (e.g., proxemics, biometrics, etc.). The four non-targets cues displayed in the scenarios serve as distractors. The experimental scenario comprised of virtual models that display target and non-target cues.
Table 1: Target and Non-Target behavioral cues. Adapted from (Salcedo, 2014)

<table>
<thead>
<tr>
<th>Kinesic Behavior Cue</th>
<th>Description</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slap Hands</td>
<td>The back of one hand strikes the palm of the other hand.</td>
<td>Aggressiveness</td>
</tr>
<tr>
<td>Clench Fists</td>
<td>Fingers are curled and squeezed into the palms.</td>
<td>Aggressiveness</td>
</tr>
<tr>
<td>Wring Hands</td>
<td>Fingers and palm of one hand clasp the opposite hand and rub along the fingers.</td>
<td>Nervousness</td>
</tr>
<tr>
<td>Check Six</td>
<td>The head turns to look over the shoulder followed by the body turning around 180°.</td>
<td>Nervousness</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Kinesic Behavior Cue</th>
<th>Description</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Idle Talking</td>
<td>Conversational behavior indicated by subtle hand and arm gestures.</td>
<td>N/A</td>
</tr>
<tr>
<td>Check “watch”</td>
<td>Head angles down and one arm is raised slightly as if checking the time on a watch.</td>
<td>N/A</td>
</tr>
<tr>
<td>Cross Arms</td>
<td>Arms are bent at the elbows and overlap each other across the front of the body.</td>
<td>N/A</td>
</tr>
<tr>
<td>Rub Neck</td>
<td>Palm and fingers of one hand rubs the side of the neck.</td>
<td>N/A</td>
</tr>
</tbody>
</table>

While both target and non-target model cues are portrayed in the VE, only one target cue is presented as either aggressive or nervous. Due to the novelty of this research endeavor, one target cue will exhibit a change or show no-change among the group of target and non-target models. The number of models presented in each group was determined by the work of Benenson, Nicholson, Waite, Roy, and Simpson (2001) on competitive behaviors showing that groups of four elicit more of a competitive nature as opposed to groups of smaller sizes. With a larger group size, there is a greater propensity to display signs of aggressive behavior than smaller groups. Eastin (2007) supports this assertion with significant positive correlations found between larger group sizes associated with increased signs of aggression. Often times, in real-world situations, if there is an aggressive individual in the group then other members typically exhibit nervous behaviors. In this research experiment, four virtual models comprised of a group where one model displayed the targeted cue while the other three models exhibited non-target cues.
Kim’s Game Task Layout

Applying the general concept of Kim’s game to observe and remember details within a VE, this experimental task required the participant to detect a change in the pattern of behavior in the Culturally Agnostics Urban environment by clicking on a target if a match is observed or selecting the no change icon if no match existed. The decision time allotted for determining a match after the event occurs was based on STM research (Peterson, 1966; Downing, 2000); however, it was modified to fit the Kim’s game task. Applying pattern recognition research to change detection and piloting a sample of participants established a duration of 8 secs for each event. This experiment determined event 1a as 8secs, then 1sec ISI (blank screen), followed by event 1b appearing for 8 secs was sufficient time to represent one scene. Table 2 is an example of the Kim’s game task layout.

Table 2: Kim’s Game Task Layout

<table>
<thead>
<tr>
<th>Event</th>
<th>Position A</th>
<th>Position B</th>
<th>Position C</th>
<th>Position D</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Start Time</td>
<td></td>
<td></td>
<td></td>
<td>1sec</td>
</tr>
<tr>
<td>1a</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>8secs</td>
</tr>
<tr>
<td></td>
<td>Blank Screen</td>
<td></td>
<td></td>
<td></td>
<td>1sec</td>
</tr>
<tr>
<td>1b</td>
<td>T</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>8secs</td>
</tr>
<tr>
<td></td>
<td>End Time</td>
<td></td>
<td></td>
<td></td>
<td>1sec</td>
</tr>
<tr>
<td></td>
<td>Change Detected</td>
<td>Y/N</td>
<td>Yes: Click on Stimulus; No: Click No Change</td>
<td>20secs</td>
<td></td>
</tr>
</tbody>
</table>

Unlike the practice vignette, the pre/post-test scenarios were continuous tasks that simulated real-world dynamic environment. Presenting the pre/post-test as continuous scenarios allowed for greater control thus allowing the results to be generalizable and increasing practical
significance. The pre-test scenario required participants to detect kinesic cues by clicking on virtual models that exhibited these cues based on previous experience or perception of aggressive or nervous cues. The pre-test described the participant’s knowledge (baseline) before exposure to the training scenarios. The scenario gave the participant an opportunity to scan the scene and detect virtual agents who were exhibiting kinesic behavior cues. The scenario was approximately 40 minutes long with no blank scenes to separate the baseline and changes in the environment. The post-test was presented after the final practice scenario and identical to the pre-test, however the route is reversed.

**Event Trigger Layout**

The VBS2 camera started traveling at a speed of 1.5 m/s where an event was triggered every two seconds (or 12 meters). Placement of each model was determined by the close phase in Hall’s (1990) research on social distance, suggesting that each model be placed one meter apart from the center point. The placement of each group (i.e., left and right) was presented on each side of the roadway within the VE (Figure 10) to ensure consistent viewing of each model. Furthermore, the distance between the first and second group is 9 meters. Each model activated and displayed a pre-assigned animation determined by a random number generator. Collectively, the group of eight models activated to become event 1a. After the black screen appeared, the second group of eight models that appeared become event 1b. This continued throughout the timed practice scenario.

To reduce order effects, the number of groups on the left and right that appeared to be “closer” to the camera were balanced. The participant’s view of the model’s position and angle within the VE were determined by the model’s point of origin, either the left or the right foot. Each model’s point of origin was one meter away from the imaginary center point. The center
point was anchored in the middle of the scenario and was approximately two meters from the road.
Figure 10: Event Trigger Layout
Calculations for Practice Videos

Table 3 lists the steps used to explain the calculations for the Kim’s game practice videos in the Culturally Agnostic Urban environment. The six different model types (i.e., Males: fair, light, and dark; Females: fair, light, and dark) were multiplied by the 4 different non-target cue types (Table 1), equaling 24 target cue and model combinations. The 24 combinations were multiplied by 8 positions (i.e., A, B, C, B, E, F, G, and H), equaling 192 instances for event 1a (no-change). Event 1b (change) was determined using a conditional probability to explain possible changes. Therefore, 1b (change) was obtained given that 1a (no-change) occurred. Thus, 192 was multiplied by 4 possible target changes equaling 768 possible change combinations.

Table 3: Calculations for Kim’s game practice video

<table>
<thead>
<tr>
<th>Practice Video</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 different model types</td>
</tr>
<tr>
<td>x 4 different non-target types</td>
</tr>
<tr>
<td>= 24 non-target cue and model combinations</td>
</tr>
<tr>
<td>x 8 positions (A through H)</td>
</tr>
<tr>
<td>= 192 instances for event 1a non-target changes</td>
</tr>
<tr>
<td>x 4 possible target changes</td>
</tr>
<tr>
<td>= 768 event 1b possible change combinations</td>
</tr>
</tbody>
</table>

The calculations for the practice videos created a series of video clips. Each video clip contained event 1a, ISI (blank screen), event 1b, then the final decision. Table 4 lists the calculations for the length of each video clip equaling 39secs. In 60secs (or 1min), 1 complete video clip was shown, multiplied by 50 video clips to determine the total length of the completed practice video. The duration of the practice video was 32mins and 50secs, close to the appropriate range (20-30mins) for maintaining vigilance of a discrimination task (See, Howe, Warm, & Dember, 1995; Caggiano & Parasuraman, 2004). Utilizing 50 video clips allowed for balancing and equal representation of the 8 positions and 4 targets. By applying the 2:3 event rate,
approximately 32 videos clips had a target change, while approximately 18 did not experience a change (Mogg & Bradley, 1999). The target and non-target videos were randomized prior to experimentation in order to minimize presentation effects on the participants.

Table 4: Calculations for video clip length

<table>
<thead>
<tr>
<th>Video Clip</th>
</tr>
</thead>
<tbody>
<tr>
<td>1sec before clip starts</td>
</tr>
<tr>
<td>+ 8secs 1a</td>
</tr>
<tr>
<td>+ 1sec interstimulus interval</td>
</tr>
<tr>
<td>+ 8secs 1b</td>
</tr>
<tr>
<td>+ 1sec video processing time</td>
</tr>
<tr>
<td>+ 20secs decision</td>
</tr>
<tr>
<td>= 39secs video</td>
</tr>
</tbody>
</table>

Calculations for Pre/Post-Test

Targets and Non-Targets

The pre-and post-test targets (Table 5) comprised of 12 different model types from the culturally agnostic urban environment with 1 males and 1 female of each skin tone: fair, light and dark as well as the middle eastern urban environment with 6 males of medium skin tones. The 12 model types were multiplied by 4 different target cues types, resulted in 48 target cue and model combinations. This combination (48) was multiplied by 4 positions per event equaling 192 total targets. The total number of targets (192) was multiplied by 3 (event rate) resulting in 576 total events. The total number of events was then multiplied by the 4 models per event, which was equivalent to 2304 total models per scenario. Finally, the total number of targets (192) was subtracted from the total number of models per scenario (2304) equaling to 2112 non-targets.
Non-Target Cues

The pre-and post-test non-target cues (Table 5) comprised of all 12 different models multiplied by 4 non-target cues equaling 48 non-target cue and model combinations. The non-target total (2112) was divided by 4 positions to give 528 non-targets per position. The non-targets per position total (528) was then divided by 48 non-target combinations equaling 11 non-target combinations per position.

Table 5: Calculations for Pre/Post-Test Targets, Non-Targets, and Non-Target cues

<table>
<thead>
<tr>
<th>Pre/Post Targets and Non-Targets</th>
<th>Pre/Post Non-Target Cues</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 different model types</td>
<td>12 different models</td>
</tr>
<tr>
<td>x 4 different target are types</td>
<td>x 4 non-target cues</td>
</tr>
<tr>
<td>= 48 target cue and model combos</td>
<td>= 48 non-target cue and model combos</td>
</tr>
<tr>
<td>x 4 positions per event</td>
<td>528 non-targets per position</td>
</tr>
<tr>
<td>= 192 total events</td>
<td>4√2112 non-target total positions</td>
</tr>
<tr>
<td>x 3 event rate</td>
<td>11 each non-target combo</td>
</tr>
<tr>
<td>= 576 total events</td>
<td>48√528 non-target per position</td>
</tr>
<tr>
<td>x 4 models per event</td>
<td></td>
</tr>
<tr>
<td>=2304 total models</td>
<td></td>
</tr>
<tr>
<td>-192 targets</td>
<td></td>
</tr>
<tr>
<td>=2112 non-targets</td>
<td></td>
</tr>
</tbody>
</table>

Procedure

Upon arrival at the research laboratory, the experimenter verified that the participant was scheduled for the experiment. In the designated lab space, the experimenter administered the informed consent and required the participant to sign the informed consent. The experimenter also signed the informed consent to acknowledge the participant’s willingness to participate. Subsequently, the experimenter asked a series of pre-experimental questions, and then administer the Ishihara Test for Color Blindness. If the participant was unable to pass the colorblindness test, the experimenter had instructions for dismissal. If the participant successfully passed the color
blindness test, then the experimenter asked the participant to complete the demographics questionnaire and OSPAN test.

The experimenter then presented the first interface training on the computer. The interface training scenario provided the participant with an opportunity to practice the navigation and detection techniques, within the environment needed to complete the pre-and post-test. The participant needed to score over 75% in order to continue the experiment. If the participant was unable to achieve a passing score, then the experimenter had instructions for re-administering the interface training.

If the participant achieved over 75% passing score on the second attempt, the participant completed a pre-test scenario. The pre-test scenario required the participant to identify targets that appear to be aggressive or nervous. The scenario was continuous and lasted up to 40 minutes long. After the pre-test scenario was completed, the experimenter advised the participant to complete a second interface training directed towards the experimental scenarios to follow.

The second interface training presented a discrete task for pattern recognition training. The first scene presented with groups of four barrels followed by a blank screen, and then re-introduce the scene with changes in the color of one or none of the barrels. The participant is required to detect if a change has occurred by clicking on the desired target or selecting the no change icon if there was no changes in the groups of barrels. The scenario was approximately two minutes long. Successful completion of the task required a 75% score or more to continue the experiment. If the participant was unable to achieve the passing score, the experimenter had instructions for re-administering the interface training. Once the participant successfully complete the discrete task, the experimenter informed the participant to complete the SSQ followed by a five-minute break.
The experimenter presented the kinesic training slides that contained photo examples of human models depicting the target behavior cues. Following the PowerPoint presentation, the experimenter administered the practice vignette. The vignette lasted approximately 17 minutes. The participant completed the scenario followed by the Engagement survey, Flow questionnaire, and SSQ.

The participant had a 5-minute break. After the break, the experimenter presented a brief PowerPoint on the post-test interface training followed by administering the post-test scenario. The post-test scenario lasted up to 40 minutes. The participant then completed the SSQ. Finally, the experimenter debriefed and dismissed the participant. Table 6 lists the experimental procedure with an expected completion of up to 3 hours.

Table 6: Experimental Procedure

<table>
<thead>
<tr>
<th>List of Experimental Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant reads and acknowledges participation from Informed Consent</td>
</tr>
<tr>
<td>Administer pre-experiment questions, Ishihara Test for Color Blindness</td>
</tr>
<tr>
<td>Administer Questionnaires: Demographics, OSPAN</td>
</tr>
<tr>
<td>First Interface Training slides/ Training Scenario (Pass/Fail)</td>
</tr>
<tr>
<td>Pre-Test Scenario</td>
</tr>
<tr>
<td>Second Interface Training slides/Training Scenario (Pass/Fail)</td>
</tr>
<tr>
<td>Administer Questionnaire: SSQ</td>
</tr>
<tr>
<td>Break (5 minutes)</td>
</tr>
<tr>
<td>PowerPoint Training</td>
</tr>
<tr>
<td>Practice Vignette</td>
</tr>
<tr>
<td>Administer Questionnaires: Engagement, Flow, and SSQ</td>
</tr>
<tr>
<td>Break (5 minutes)</td>
</tr>
<tr>
<td>Post-Test Interface Training slides</td>
</tr>
<tr>
<td>Post-Test Scenario</td>
</tr>
<tr>
<td>Administer Questionnaire: SSQ</td>
</tr>
<tr>
<td>Debrief and dismissal</td>
</tr>
</tbody>
</table>
CHAPTER 4: RESULTS

Preliminary Data Analyses

The biographical data analyzed from the experiment revealed $n=75$ participants with 34 males and 41 females; ages ranged from 18 to 38 ($M=22.27$, $SD=3.75$). Descriptive statistics were performed to test the assumptions of normality, homogeneity of variance, and the existence of any outliers of the performance and survey data for Kim’s game and control groups. The following variables (i.e., post-test detection accuracy, false positive detection, Engagement, Flow, and Simulator Sickness for Kim’s game and control group) violated the test for normality. However, the data remained untransformed because of the large sample size ($n>30$ for each condition) and the “robustness” associated with the parametric test for analysis (Fields, 2009; Glass, Peckham, & Sanders, 1972).

Cronbach’s alpha determined the reliability of the experimental questionnaires (i.e., Engagement, Flow, and SSQ) for both the Kim’s game and control groups. The analyses revealed a low reliability statistic ($\alpha=.3$) for the Engagement measure. A review of the Item-Total Statistics table determined that Engagement measure item three (APPENDIX C: ENGAGEMENT MEASURE) would be deleted and the Cronbach’s alpha was recalculated. The result showed deleting item three increased the overall Cronbach’s alpha. Table 7 list the Cronbach’s alpha for the Engagement measure as well as the other experimental questionnaires.

Table 7: Reliability Analysis for Survey Data

<table>
<thead>
<tr>
<th>Survey</th>
<th>Cronbach’s Alpha ($\alpha$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engagement</td>
<td>.6</td>
</tr>
<tr>
<td>Flow</td>
<td>.6</td>
</tr>
<tr>
<td>Simulator Sickness</td>
<td>.9</td>
</tr>
</tbody>
</table>
Performance Analyses

Pre-Test Performance

An Analysis of Variance (ANOVA) was performed to determine if there were significant differences in performance between the Kim’s game group and control group. Specifically, a one-way between-groups ANOVA was conducted to compare the pre-test detection accuracy between the Kim’s game group and control group. There was a statistically significant difference in pre-test detection accuracy at the $p<.05$ for the two groups: $F(1, 74) = 12.06$, $p=.001$. The effect size was large between the two groups (.14) which accounted for the total variability in detection accuracy scores. Individual’s pre-test detection accuracy was higher in the Kim’s game group ($M=58.68$, $SD=19.96$) than the control group ($M=44.59$, $SD=14.99$). Additionally, there was a statistically significant difference in pre-test Median Response Time between the Kim’s game group and control group at the $p<.05$ for the two groups: $F(1, 73) = 11.11$, $p=.001$. The effect size was also large between groups (.13) for variability in response time. The Kim’s game group ($M=5.98$, $SD=.94$) had a marginally faster response time than the control group ($M=6.70$, $SD=.89$) in the pre-test scenario. Finally, there was no statistically significant difference in pre-test false positive detection between the two groups.

Post-Test Performance

A series of one-way between-groups ANOVA was conducted to assess the post-test performance between Kim’s game and the control group. There were no statistical significance in post-test performance between the Kim’s game and control group.
Percent Change

Due to a lack of statistical significance in post-test performance, ANOVAs for percent change (Table 8) were calculated to determine the success of the Kim’s game and control intervention. The decrease in response time percentage (approximately 11%) was greater for individuals in the control group ($M=-15.12, SE=1.55$) than the Kim’s game group ($M=-3.21, SE=2.00$), $F (1, 73) =22.61, p<.05$. Although, the percent change was not statistically significant for detection accuracy and false positive detection, there is practical significant for the results of each intervention. The increase in detection accuracy percentage (approximately 295%), was greater in the control group than the Kim’s game group. Finally, the decrease in false positive detection percentage (approximately 1.5%) was greater in the Kim’s game group than the control group.

Table 8: ANOVAs for Percent Change

<table>
<thead>
<tr>
<th>Percent Change</th>
<th>Kim’s Game Intervention</th>
<th>Control Intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$M$</td>
<td>$SE$</td>
</tr>
<tr>
<td>Response Time Change</td>
<td>-3.210</td>
<td>2.000</td>
</tr>
</tbody>
</table>

*K*p<.05

Kim’s Game: Pre-Test vs. Post-Test Performance

A paired samples-test examined the effectiveness of Kim’s game and control strategies on pre- and post-test performance. In Table 9 results show the Kim’s game intervention. There was a mean increase in detection accuracy scores by 25% from pre- to post-test. Additionally, there was a mean decrease in false positive detection of 492 non-target cues from pre-to post-test.
performance. There was also a mean difference in response time of .26 seconds from pre- to post-test performance.

Table 9: Paired Samples T-test for Kim’s Game

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Pre-test</th>
<th>Post-test</th>
<th>n</th>
<th>95% CI</th>
<th>r</th>
<th>t</th>
<th>df</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection Accuracy</td>
<td>M = 58.68, SD = 19.96</td>
<td>M = 83.59, SD = 9.07</td>
<td>36</td>
<td>-30.75, -19.08</td>
<td>.51*</td>
<td>-8.67*</td>
<td>35</td>
</tr>
<tr>
<td>False Positive Detection</td>
<td>M = 600.17, SD = 442.88</td>
<td>M = 108.92, SD = 333.08</td>
<td>36</td>
<td>316.92, 665.58</td>
<td>.14*</td>
<td>5.72*</td>
<td>35</td>
</tr>
<tr>
<td>Response Time</td>
<td>M = 5.98, SD = .94</td>
<td>M = 5.72, SD = .63</td>
<td>36</td>
<td>.03, .50</td>
<td>.67*</td>
<td>2.28*</td>
<td>35</td>
</tr>
</tbody>
</table>

Detection Accuracy p = .000  
False Positives p = .000  
Response Time p < .05

Control: Pre-Test vs. Post-Test Performance

Table 10 lists the paired samples t-test results for the control intervention. The results showed a mean increase in accuracy scores by 37% from pre- to post-test performance. There was a mean decrease in false positive detection of 384 non-target cues from pre-to post-test performance. The response time from pre- to post-test performance had a mean decrease of 1.08 seconds.

Table 10: Paired Samples T-test for control group

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Pre-test</th>
<th>Post-test</th>
<th>n</th>
<th>95% CI</th>
<th>r</th>
<th>t</th>
<th>df</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection Accuracy</td>
<td>M = 44.59, SD = 14.99</td>
<td>M = 81.2, SD = 15.36</td>
<td>39</td>
<td>-41.73, -31.48</td>
<td>.46*</td>
<td>-14.46*</td>
<td>38</td>
</tr>
<tr>
<td>False Positive Detection</td>
<td>M = 455.03, SD = 241.53</td>
<td>M = 71.74, SD = 200.15</td>
<td>39</td>
<td>292.70, 473.87</td>
<td>.21*</td>
<td>8.57*</td>
<td>38</td>
</tr>
<tr>
<td>Response Time</td>
<td>M = 6.69, SD = .89</td>
<td>M = 5.61, SD = .52</td>
<td>39</td>
<td>.82, 1.33</td>
<td>.48*</td>
<td>8.50*</td>
<td>38</td>
</tr>
</tbody>
</table>

Detection Accuracy p = .000  
False Positives p = .000  
Response Time p = .000
Engagement Performance

A one-way between-groups ANOVA revealed no statistically significant difference in Engagement between Kim’s game and control groups after the practice scenario.

Flow Performance

A one-way between-groups ANOVA was conducted to assess the difference in Flow between the Kim’s game and control group after the practice scenario. Table 11 lists the results of the Flow survey subscales. Within the Flow survey, the Action Awareness Merging subscale was statistically significant at the $p<.05$ between the Kim’s game and control groups: $F (1, 73) = 4.92, p = .03$. The effect size was a medium between the two groups (.06) which accounted for the variability in the subscale. Individuals in the control group ($M=3.44, SD=1.10$) experienced greater Action Awareness Merging than the Kim’s game group ($M=2.89, SD=1.04$). Additionally, there was a statistically significant difference in the Clear Goals subscale at the $p<.05$ between the Kim’s game and control groups: $F (1, 73) = 4.11, p = .05$. The effect size was small between the two groups (.05) accounting for the variability of Clear Goals. Clear Goals was better understood in the control group ($M=4.08, SD= .70$) than the Kim’s game group ($M=3.75, SD= .69$). In addition to Action Awareness Merging and Clear Goals, Transformation Of Time was also statistically significant at the $p<.05$ between the two groups: $F (1, 73) = 6.28, p = .01$. The effect size was large between the two groups (.08) accounting for the variability in Transformation Of Time. Transformation Of Time was reported higher in the control group ($M=3.69, SD=1.00$) than the Kim’s game group ($M=3.06, SD=1.09$).
Table 11: ANOVA's for Flow between Kim's game and control groups

<table>
<thead>
<tr>
<th>Flow</th>
<th>Kim's Game Group</th>
<th>Control Group</th>
<th>$F(1, 73)$</th>
<th>$p$</th>
<th>$\eta^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Action Awareness Merging</td>
<td>2.89 1.04</td>
<td>3.44 1.10</td>
<td>4.92</td>
<td>.03*</td>
<td>.063</td>
</tr>
<tr>
<td>Clear Goals</td>
<td>3.75 .69</td>
<td>4.08 .70</td>
<td>4.11</td>
<td>.05*</td>
<td>.053</td>
</tr>
<tr>
<td>Transformation Of Time</td>
<td>3.06 1.19</td>
<td>3.69 1.00</td>
<td>6.28</td>
<td>.01*</td>
<td>.079</td>
</tr>
</tbody>
</table>

*p<.05

Simulator Sickness Post Practice Performance

A one-way between-groups ANOVA was conducted to assess the difference in Simulator Sickness between the Kim’s game and control group. Table 12 illustrates the results of the SSQ after the practice scenario. The overall results from the table suggests that, statistically, individuals experienced higher Simulator Sickness in the Kim game group than the control group after the practice scenario.

Table 12: ANOVA's for SSQ between Kim's game and control groups

<table>
<thead>
<tr>
<th>SSQ</th>
<th>Kim’s Game Group</th>
<th>Control Group</th>
<th>$F(1, 73)$</th>
<th>$p$</th>
<th>$\eta^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nausea</td>
<td>8.28 1.52</td>
<td>2.13 1.20</td>
<td>223.16</td>
<td>.00*</td>
<td>.754</td>
</tr>
<tr>
<td>Oculomotor</td>
<td>10.31 3.57</td>
<td>4.31 3.46</td>
<td>54.63</td>
<td>.00*</td>
<td>.428</td>
</tr>
<tr>
<td>Disorientation</td>
<td>8.28 1.54</td>
<td>1.62 1.89</td>
<td>277.67</td>
<td>.00*</td>
<td>.792</td>
</tr>
</tbody>
</table>

*p<.001
Survey Analyses: Correlations

Engagement and Post-Test Performance

The survey data and post-test performance were correlated using Spearman’s rho because the data set did not fit a normal distribution. Specifically, a series of Spearman’s rank correlation coefficients were computed to assess the relationship between Engagement and post-test performance. Table 13 lists the statistically significant relationships between the Engagement survey and post-test performance. The results suggested that there was a weak, positive correlation between the Engagement survey for Total Engagement, More Time in the VE, Buzz Excitement, and post-test detection accuracy. Each variable was statistically significant at the .05 level. Additionally, there was also a weak negative correlation between the Engagement survey for Total Engagement, Buzz Excitement, and false positive detection at the .05 level.

Table 13: Correlations between Engagement and Post-Test performance (n=75)

<table>
<thead>
<tr>
<th>Engagement</th>
<th>Post-test Detection</th>
<th>Post-Test False Positive Detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>.23*</td>
<td>-.24*</td>
</tr>
<tr>
<td>More Time VE</td>
<td>.28*</td>
<td>-.21</td>
</tr>
<tr>
<td>Buzz Excitement</td>
<td>.24*</td>
<td>-.25*</td>
</tr>
</tbody>
</table>

*Correlation is significant at the 0.05 level (2-tailed).

The correlation results between Engagement and post-test performance motivated further examination of the relationship between the Kim’s game (n=36) and control (n=39) group’s Engagement and their post-test performance. The results showed no statistically relationships between the two groups and post-test performance.
Flow and Post-Test Performance

A series of Spearman’s rank correlation coefficients were conducted to examine the relationships between Flow and post-test performance. The resulted suggested a moderate, positive correlation between Flow subscale Concentration Task at Hand and post-test detection accuracy at the .01 level. All other Flow subscales showed no statistically significant relationships.

The lack of significant correlation results between Flow and post-test performance drove an analysis of the relationship between the Kim’s game and control groups’ Flow and post-test performance. The results showed that the control group (n=39) had a moderate, positive relationship for Flow subscales Challenge Skill Balance (r=.34, p<.05), as well as Concentration Task At Hand (r=.42, p <.01) and post-test detection accuracy. Additionally, the Kim’s game group (n=36) reported a moderate, negative correlation for Flow subscale Clear Goals (r=-.34, p <.05) and false positive detection. Finally, the control group (n=39) had a moderate, negative correlation for Transformation Of Time (r=-.36, p <.05) and response time.

Simulator Sickness and Post-Test Performance

A series of Spearman’s rank correlation coefficients assessed the relationship between Simulator Sickness and post-test performance. The following table (Table 14) notes the statistically significant relationships between Simulator Sickness and post-test performance. The results suggested a weak, negative correlation between Oculomotor and detection accuracy at the .05 level. Further, there was a weak, positive correlation between Simulator Sickness scales on Nausea and Oculomotor and false positive detection.
Table 14: Correlations between Simulator Sickness and Post-Test Performance ($n=75$)

<table>
<thead>
<tr>
<th>Simulator Sickness</th>
<th>Post-test Detection</th>
<th>Post-test False Positive Detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nausea</td>
<td>-.17</td>
<td>.25*</td>
</tr>
<tr>
<td>Oculomotor</td>
<td>-.24*</td>
<td>.27*</td>
</tr>
</tbody>
</table>

*Correlation is significant at the 0.05 level (2-tailed).

The correlation results between Simulator Sickness and post-test performance led to an exploratory examination of the relationship between the Kim’s game and control groups’ Simulator Sickness and post-test performances. The correlations revealed that the control group ($n=39$) had a moderate, negative correlation between Nausea ($r=-.36, p<.05$) and post-test detection accuracy. Additionally, the control group ($n=39$) had moderate, positive correlations for Nausea ($r=.44, p<.01$), Oculomotor ($r=.47, p<.01$), Disorientation ($r=.37, p<.05$), and false positive detection.

WM and Training Performance

A series of Spearman’s rank correlation coefficients were computed to determine the relationship between WM and the practice scenario. The results indicated a moderate, positive relationship between the number of letters the participant left blank ($r=.43, p<.01$) and response time in the practice scenario.

Survey Analyses: Multiple Linear Regressions

Engagement as a Predictor of Post-Test Performance

To assess Engagement as a predictor of post-test performance, a series of multiple linear regressions were analyzed to interpret the results. The results listed no statistically significant
Engagement items as a predictor of post-test performance. While Engagement does not contain any statistically significant predictors of post-test performance, the largest unique contributors are explained. Of all the Engagement survey items, Spending More Time in the VE (β=.25) had the largest unique contribution to post-test detection accuracy. Additionally, No Use of VE (β=-.24) had the largest unique contribution to post-test false positive detection. Finally, Challenge Of Using the VE (β=.13) had the largest unique contribution to response time.

The lack of statistically significant predictors of Engagement on post-test performance prompted further investigation into Engagement for the Kim’s game (n=36) and control (n=39) groups’ as a predictor of post-test performance. However, the multiple linear regression did not produce statistically significant predictors for the Kim’s game or control group on post-test performance.

Flow as a Predictor of Post-Test Performance

A series of multiple linear regressions assessed Flow as a predictor of performance. Flow as a predictor of post-test performance did not indicate any statistically significant variables. However, the results indicated the largest unique contributions to post-test performance. Flow state Concentration Task At Hand subscale (β=.36) had the largest unique contribution to post-test detection accuracy. Secondly, Flow state Clear Goals subscale (β=-.31) had the largest unique contribution to post-test false positive detection. Finally, the results suggest that the Flow state Sense of Control subscale (β=.37, p<.05) was a statistically significant contributor for post-test response time as well as the largest unique contribution.

Analyses from the multiple linear regression of Flow as a predictor of performance resulted in the assessment of Flow for Kim’s game (n=36) and control (n=39) group’ as a predictor of post-
test performance. Nevertheless, the results showed no statistically significant predictors for the Kim’s game or control group on post-test performance.

**Simulator Sickness as a Predictor of Post-Test Performance**

A series of multiple linear regressions examined Simulator Sickness as a predictor of post-test performance. The results found Simulator Sickness as a predictor of post-test detection accuracy and suggested that the Simulator Sickness subscales accounted for 16% of the variance for post-test detection accuracy ($R^2=.16$, $F (3, 71) = 4.64, p<.01$). Specifically, Oculomotor ($\beta=1.10$, $p<.01$) and Disorientation ($\beta=-.68$, $p<.01$) were significant predictors of post-test detection accuracy. The largest unique contributor was Disorientation for post-test detection accuracy. Furthermore, the result from multiple linear regression suggested that Nausea ($\beta=.36$) was the largest unique contributor to false positive detection. Lastly, Oculomotor ($\beta=.27$) was the largest unique contributor to response time.

The multiple linear regression results of Simulator Sickness on post-test performance drove an exploratory analysis of Simulator Sickness for Kim’s game ($n=36$) and control ($n=39$) groups as a predictor of post-test performance. The results suggested that Disorientation ($\beta =1.01, p<.01$) reported by the control’s group was a statistically significant predictor for post-test detection accuracy. In addition, the linear regression revealed that Oculomotor ($\beta=.95, p<.05$) noted by the control’s group was a statistically significant predictor for post-test false positive detection.
CHAPTER 5: DISCUSSION

Performance

This research initiative examined Kim’s game as potential strategies for improving pattern recognition training for human behavior cue detection. H1 was not supported when examining the significant difference in post-test performance between Kim’s game and the control group. Next, this research experiment also explored significant differences in Engagement, Flow and Simulator Sickness after completing the practice scenario. The results partially support H2 for Flow and completely supported for Simulator Sickness between the Kim’s game and control group. There was no support for the hypothesis related to the differences in Engagement between the Kim’s game and control group. This research also assessed the relationship between Engagement, Flow, Simulator Sickness, and post-test performance, as well as exploring the relationship between WM and practice performance. H3 was supported for examining the relationship between the Engagement, Flow, Simulator Sickness, WM, and performance. Finally, this research examined Engagement, Flow, and Simulator Sickness as a predictor of post-test performance. H4 was supported for Simulator Sickness, not for Engagement or Flow. The results from examining H2, H3, and H4 provide insight into the performance results for the Kim’s game and control group. Additionally, the results prompt further investigation into the survey data to help explain the performance results in greater detail. In order to examine these results, it is important to revisit the theoretical constructs to understand the relationships. The following paragraphs expand these relationships to include performance, engagement, flow, simulator sickness and working memory.
The primary performance metric examined in this experiment focused on accuracy. The lack of statistically significant findings for performance allowed for an investigation into percent change for post-test performance. An examination of the percent change for the means did provide insight into the post-test performance between Kim’s game and the control group. The results showed that the control group performed better than the Kim’s game group in detection accuracy and was a statistically significant for response time. The results of the percent change for the means also suggested that Kim’s game had a marginally greater decrease in false positive detection.

One reasonable explanation why the Kim’s game group had a greater decrease in false positive detection is that the Kim’s game practice scenario focused the participant’s attention to the change detection task; therefore, placing emphasis on correctly detecting the target cue. This conclusion drawn support the work by Rensink et al. (1997) on the importance of focused attention to examine a visual change.

The control group practice scenario, on the other hand, may have negatively affected their performance for identifying targets in the post-test scenario. One reason this may have occurred is that the control group training instructions informed each participant that there are twice as many targets before completing the practice scenario. The post-test instructions inform the participant to detect targets that appear to exhibit aggressive or nervous kinesics cues. Perhaps, the training instructions carried through to the post-test creating a higher number of false positive detection for the control group. Van Gerven (2003) found that increasing the number of items a person has to attend to in the environment increases complexity, which negatively influences performance. This positive correlation may help explain the high number of false detections for the control group.
An analysis of Kim’s game strategy comparing pre- to post-test performance was statistically significant similar to the control strategy pre- to post-test performance. Upon closer inspection of the pre- to post-test performance for each strategy, the results follow a similar trend to the percent change for post-test detection accuracy (control group scored higher) and false positive detection (Kim’s game group had a greater decrease). However, the Kim’s game group response time from pre-to post-test was significantly less compare to the control group response time from pre-to post-test. A significantly less response time for the Kim’s game group may be explained by the time limit imposed for each scene in the practice scenario. Therefore, participant were able to scan the visual scene faster in post-test.

One limitation drawn from the performance results that helps explain why the control performed better than the Kim’s game group may stem from similarities between the practice scenario and post-test scenario. Both scenes comprised of a dynamic yet continuous examination of the virtual agents and terrain. Therefore, the practice scenario task may have created a sense of familiarity towards the post-test content. Goss (1953) along with Gibson and Gibson (1955) support this assumption that pre-exposure to stimuli improves the ability to later complete the discrimination task. These findings contribute to understanding the differences in performance. To gain further insight into these differences, it is important to examine the role of Engagement on performance.

**Engagement**

While there were no statistically significant findings from the Engagement survey to explain practice performance or post-test results, both groups reported feeling some level of engagement. One possible explanation is that the Engagement survey questions focused on
Engagement in relation to the VE experience and less on the individual perception of Engagement while completing the task. This explanation finds support in the lack of high reliability (Cronbach’s alpha) of the Engagement survey questions.

Another possible explanation why there were no significant findings for Engagement between Kim’s game and the control group is that the Engagement survey may not have been the most appropriate measure for the task. Most studies utilizing the Engagement survey or modified version of the survey are validated using tasks associated with gaming environments (Charlton & Danforth, 2005; Peters & Malesky Jr, 2008). For this research experiment, the Engagement questions may not have been robust to access deeper levels of Engagement. Future research may want to consider a different version of the Engagement measure to examine the real impact on performance.

An examination of the relationship between Engagement and post-test detection accuracy revealed a weak, positive relationship between Total Engagement and post-test detection accuracy, as well as More Time in the VE and post-test detection accuracy. This suggests that as an individual spent more time in the VE, his or her comfort level increases resulting in overall higher levels of Engagement, which positively affected performance. Further, the results indicated a weak, negative correlation between Total Engagement and false positive detection similar to Buzz Of Excitement and false positive detection. These results confirmed individuals were fully absorbed in the post-test detection task, which contributed to fewer mistakes. Additionally, the negative correlation between Buzz Of Excitement and false positive detection may be attributed to practice performing similar tasks earlier in the experiment. As a result, the individual experience increase excitability because of the confidence in making fewer mistakes within the task. Therefore, previous exposure to similar detection tasks improved post-test performance. Finally, a lack of
statistically significant predictors of Engagement on post-test performance may be a consequence of the Engagement survey “not being sensitive” for assessing performance of behavior cue detection. Despite the limited results of Engagement to explain performance, examining the impact of Flow may shed insight into the performance outcomes.

**Flow**

The results of the Flow survey revealed that the control group experienced higher levels of Action Awareness Merging, Clear Goals, and Transformation Of Time than the Kim’s game group after completing the practice scenario. One plausible explanation why the control group exhibited higher levels of Flow may be related to the practice scenario test. The control practice scenario task involved a continuous, uninterrupted sequence of events whereas the Kim’s game practice scenario had a discrete task. Time perception may have been impeded by the Kim’s game discrete task while the seamless Flow of the control practice scenario created a greater sense of involvement of what to do next while losing track of time. This may help explain why the control group had greater improvement in post-test detection accuracy and response time.

Next, the correlation between Flow and post-test performance was analyzed and the results showed that Flow state Concentration At Task subscale had a moderate, positive relationship to post-test detection accuracy. This research finding suggests that as individuals concentrate on the post-test task, this results in greater detection accuracy. It appears that Concentration At Task promotes focused attention which positively impacts performance. The role of focused attention is necessary for processing selective information while discarding unimportant details or events (LaBerge & Samuels, 1974). Future research is needed to investigate the impact of concentration and focused attention on perception training for behavior cue detection research.
As previously stated, the correlations results suggest that the Flow state Concentration At Task is related to focus attention. These results find greater support from the results of the multiple linear regression. Flow as a predictor of post-test performance revealed Concentration At Task as the largest contributor to post-test detection accuracy. These findings warrant further investigation into focused attention as a specific trait attribute of individual who train to identify human behavior cues. The multiple linear regression also revealed the largest contributor to false positive detection is Clear Goals and response time is Feeling of Total Control. These findings support Flow as a state that fosters improved performance. Thus, Clear Goals and mastery of the task motivated individuals, resulting in improved detection accuracy and response time.

A thorough investigation into the correlations between the Kim’s game and control group’s Flow and post-test performance suggested that the control group drove the relationship for Flow subscales Challenge Skill Balance, as well as Concentration At Task and post-test detection accuracy. Further, the control group appeared to have higher sense of Flow, which explains the shortened response time within the post-test. The results support the control as an instructional strategy that promotes a higher sense of Flow than Kim’s game for training. The lack of concentration At Task for the Kim’s game group may be a consequence of flash recognition.

Flash recognition is a technique used by Kim’s game that focuses on improving visual memory recall (Godnig, 2003). Greater recall of visual information is largely dependent on the brain’s ability to process incoming stimuli both quickly and accurately (LaBerge & Samuels, 1974). In addition, previous research on flash recognition has suggested that the duration of flashing time also affects the recall of information (Soule, 1958). The flash duration of event 1a and 1b in Kim’s game appeared for 8 second respectively. Perhaps, the Kim’s game group experienced a loss of Flow because the flash duration was too long. The correlations also showed
the Kim’s game group reported fewer false positive detection associated with Clear Goals. Clear Goals appears to be a driving force for making fewer mistakes in the post-test. The results suggested that the Flow subscales impact performance. Next, an examination of Simulator Sickness may reveal additional findings that may help to explain the performance outcomes.

**Simulator Sickness**

An examination of the Simulator Sickness survey revealed that the Kim’s game group experienced a higher level of Simulator Sickness than the control group post practice scenario. In addition, the survey results also provided insight into the post-test performance outcomes. One reason why Simulator Sickness was higher for the Kim’s game than the control group may be related to the brain’s ability to process incoming visual information. The human eye processes patterns of information during fixation. Redirecting fixation, also referred to as gaze control, focuses on observing specific perceptual and behavioral activities in a scene (Henderson, 2003). In this research experiment, the Kim’s game practice scenario was presented as a series of video clips. The video frame rate was 15 frames per second (or 30 hertz) based on the web standard at the time. The control practice scenario computer display had a refresh rate of 60 hertz. This illustrated that the control had twice as many hertz than the Kim’s game video display. This suggest that an individual’s gaze in the control practice scenario had clearer perceivable images with ‘smooth animations’ due to the higher refresh rates than the Kim’s game practice scenario video with fewer frame rates. Factors such as frame rate and refresh rate have shown to contribute to Simulator Sickness (Kolasinski, 1995). These factors may explain why the Kim’s game and control group experienced symptoms of Simulator Sickness such as eye fatigue, blurred vision, and eye
strain. Because the Kim’s game group viewed the video at a lower frame rate, their gaze may have been less steady and increasingly blurry, contributing to higher levels of Simulator Sickness.

The correlations between Simulator Sickness and post-test performance suggest that Simulator Sickness categories Nausea and Oculomotor negatively affected detection accuracy and false positive detection. One possible explanation for increase Simulator Sickness may be associated with the training platform. Oftentimes, VEs provide user discomfort during and after experimental sessions involving the use of a simulated environment (Kolasinski, 1995). Simulated environments such as the VBS2 platform may have negatively influenced the participant experience (e.g., eyestrain, tolerance, discomfort, drowsiness, etc.) of and affected post-test performance for behavior cue detection. Another explanation for the increase in Simulator Sickness may be the length of time exposed to the post-test scenario. The post-test scenario lasted up to 40 minutes to allow for greater experimental control and randomization purposes. Past research has shown that prolonged exposure to high fidelity simulators and virtual interfaces result in perceived adverse physiological states (Kennedy, Stanney, Compton, & Jones, 1999; McGee, 1998). Laboratory research supports exposure time of approximately 30 minutes or more in a VE to induce symptoms of Simulator Sickness in visually dependent tasks (Jaeger & Mourant, 2001).

Finally, Simulator Sickness Oculomotor and Disorientation subscales were statistically significant predictors of post-test performance. Overall, it appears that Simulator Sickness subscales Oculomotor and Disorientation drove detection accuracy performance. Specifically, the results also showed an increase in Disorientation, positively affected detection accuracy while Oculomotor reported by the control group increased false positive detection. These counterintuitive results may be explained by the control groups’ familiarization to the post-test scenario coupled with coping cognitive demands of the task, guiding their navigation and
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processing of scenario content. Overall, it appears that the Simulator Sickness results drive the problem for lack of statistically significant findings for Engagement and Flow, which ultimately affects performance. Finally, it is important to investigate the role of WM as it impact performance.

Working Memory

An examination of the correlations between working memory and training performance of the Kim’s game group revealed that there was a moderate, positive relationship between the number of letters the participant left blank and response time on the practice scenario. The number of letters the participant left blank refers to the sum of how many letters in the sequence recall were left blank in the participants answer from the OSPAN test. The results suggested that the greater number of letters left blank was related to slower response time for detecting targets. The delay in letter recollection and response time may be driven by the role of maintenance rehearsal. Maintenance rehearsal focuses on repeating information (aloud or secretly) for a short period before it is lost. During the OSPAN test, individuals may have engaged in maintenance rehearsal to recall the letters, a similar process engaged to recall the kinesic training cues for identifying targets. This supports why their response time was slower in the practice scenario and further explains why the Kim’s game group response time was slower in the post-test performance compared to the control group.
CHAPTER 6: CONCLUSION

This research experiment focused on expanding the body of SBT research by identifying strategies that enhance human behavior cue detection skills. Specifically, this study compared the effectiveness of a virtual version of Kim’s game compared to the control instructional strategy by investigating the impact on performance (i.e., detection accuracy, false positive detection, and response time) and survey data (i.e., Engagement, Flow, and Simulator Sickness). This experiment results in five recommendations for the training and education communities, as well as the U.S. Military to consider when selecting effective instructional strategies for behavior cue analysis.

Recommendation #1: The control group outperformed the Kim’s game group; therefore, the effort required to develop Kim’s game for performance improvement may not be necessary.

Firstly, the control instructional strategy performed better than the virtual version of Kim’s game on detection accuracy and response time. The control strategy promotes behavior cue detection by enhancing perceptual skills for increasing visual acuity of target cues. However, the application of this strategy may be better suited for tasks that focus on improving vigilance (e.g., baggage screen or radiology exam) rather than memory recall. The role of Kim’s game has significance to behavior cue detection training; but it is not required to improve performance. Instead exploring research topic areas that affect Kim’s game pattern recognition training such as flash recognition may be the next step for understanding and advancement of human behavior cue detection research.

Recommendation #2: Kim’s game is better suited for reducing false positive detection.

Secondly, the virtual version of Kim’s game supports behavior cue detection training by making fewer errors (false positive detection) in detecting kinesic cues. A decline in false positive
detection relates to the Flow subscale Clear Goals. Clear goals drive focused attention and limits distraction, which would reduce errors in detecting kinesic cues. One implication for future research is to examine the impact of Clear Goals for observational and recall tasks in efforts to reduce false positive detection. Additionally, to enhance recall, it is important to examine the concept of maintenance rehearsal applied to WM for identifying target cues in behavior cue detection training.

*Recommendation #3: Development of new Engagement metrics that advance with new media and evolving technology.*

Additionally, the engagement survey appears to have a gap, which prompts further investigation into the sensitivity of the measure for assessing behavior cue detection. Future design recommendations may benefit from the redesign and validation of a new Engagement survey that focuses on different types of media rather than customized gaming environments. In addition to designing a new Engagement survey, incorporating the use of physiological responses as an objective measure to validate Engagement as well as other survey data is recommended.

*Recommendations #4: Delve deeper into the impact of flow by examining user traits, focused attention, and utilization of an expert comparison group.*

Next, the control group generally experienced greater Flow than the virtual version of the Kim’s game group in performance. This difference in performance requires further investigation into specific user traits. This experiment identifies focus attention as a user trait that warrants further investigation. User trait focused attention is an important characteristic linked to performance, but further research is needed to substantiate focused attention as a user trait for behavior cue detection. Additionally, as behavior cue detection research continues to grow, the
new step would be to consider a planned comparison analysis of experience level (e.g., expert group) to the virtual version of Kim’s game performance and survey data.

Recommendation #5: Consider the impact of VE displays to create new methods to reduce simulator sickness for behavior cue detection training.

Lastly, the Kim’s game and control group both reported symptoms of Simulator Sickness while using the VE. Factors that may have contributed to Simulator Sickness include VE platform, refresh rate, frame rate, and scene content. These factors contribute to the existing literature on Simulator Sickness; but also serve as the foundation upon which future investigation of VE displays affect behavior cue analysis. These findings support the need to explore novel ways to mediate Simulator Sickness when using VEs for pattern recognition training. For instance, one way to improve technology effectiveness for future training systems is to increase the frame rates for the virtual version of the Kim’s game strategy before research experimentation.

Overall, the research initiative has identified key features of Kim’s game that are valuable. The virtual version of Kim’s game is one of many training tools that is dependent upon the performance metrics used. The implementation of VEs to present behavior cue analysis training is vital. The research findings from this experiment suggest that it is important to reduce false positive detection. Therefore, in situations where Soldiers are scanning a visual scene, making fewer mistakes can result in saving lives, not just of the Soldiers, but those around them as well.
APPENDIX A: PRE EXPERIMENT QUESTIONNAIRE
Note to Experimenters: An answer of “No” to one or more of the following three questions must result in immediate dismissal from participation.

<table>
<thead>
<tr>
<th>Question</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are you a U.S. citizen?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are you between 18 and 40 years of age?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do you have normal or corrected to normal vision?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note to Experimenters: The following questions do not contribute to exclusion criteria.

<table>
<thead>
<tr>
<th>Question</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Have you had any caffeine in the last 2 hours?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have you had any nicotine in the last 2 hours?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have you had any alcohol in the last 24 hours?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have you has any aspirin, Tylenol, or similar medications in the last 24 hours?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have you had any sedatives or tranquilizers in the last 24 hours?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have you had any anti-depressants or anti-psychotics in the last 24 hours?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have you had any antihistamines or decongestants in the last 24 hours?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approximately how many hours did you sleep last night?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note to Experimenters: The following handedness questions do not contribute to exclusion criteria.

<table>
<thead>
<tr>
<th>Question</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do you have any impairment of your dominant arm or hand?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are you right handed?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Which hand do you use to write with?</td>
<td>Left</td>
<td>Right</td>
</tr>
<tr>
<td>Which hand do you use to throw a ball?</td>
<td>Left</td>
<td>Right</td>
</tr>
<tr>
<td>Which hand do you hold a toothbrush with?</td>
<td>Left</td>
<td>Right</td>
</tr>
<tr>
<td>Which hand holds a knife when you cut things?</td>
<td>Left</td>
<td>Right</td>
</tr>
<tr>
<td>Which hand holds a hammer when you nail things?</td>
<td>Left</td>
<td>Right</td>
</tr>
</tbody>
</table>

Note to Experimenters: For participants to be included in the study, they must identify at least 10 out of the 12 color plates to pass.

<table>
<thead>
<tr>
<th>Ishihara Color Blindness Test</th>
<th>Pass?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
</tr>
</tbody>
</table>
Age: ________

1. Sex: (Circle one)  FEMALE      MALE

2. Which is your predominate hand? (Circle one)  RIGHT       LEFT

3. Are you color blind? (Circle one)  YES       NO

4. Do you have normal/corrected vision? (Circle one)  YES       NO
   If YES, are you wearing corrected lenses now? (Circle one)  YES       NO

5. Are you in your usual state of health? (Circle one)  YES       NO
   If NO, briefly explain:

6. Approximately, how many hours of sleep did you get last night?

7. What is your major? (If applicable)

8. Have you ever served in the military or ROTC? (Circle one)  YES       NO
   If YES, when and/or what branch?

9. What is your occupation?

10. What is your highest level of education completed? (Circle one)
    High School or equivalent
    Less than 4 yrs of college
    Completed 4 yrs of college
    More than 4 yrs of college
    Other: -

11. When did you use computers in your education? (Circle all that apply)
    Grade School       Jr. High       High School       Technical School       College       Did Not Use

12. Please estimate the number of hours you use a computer per week (If none, write “0”):

13. Where do you currently use a computer? (Circle all that apply)
    Home       Work       Library       Other:_____________       Do Not Use
14. **How would you describe your degree of comfort with computer use?** (Circle one)

   Poor          Fair          Average      Above average      Proficient

15. **For each of the following questions, circle the response that best describes you.**

   How often do you:

   Use a mouse?  Daily, Weekly, Monthly, Once every few months, Rarely, Never

   Use a joystick?  Daily, Weekly, Monthly, Once every few months, Rarely, Never

   Use a keyboard?  Daily, Weekly, Monthly, Once every few months, Rarely, Never

   Use a touchscreen?  Daily, Weekly, Monthly, Once every few months, Rarely, Never

   Use a game controller?  Daily, Weekly, Monthly, Once every few months, Rarely, Never

   Use icon-based program/software?  Daily, Weekly, Monthly, Once every few months, Rarely, Never

   Use graphics/drawing features in software programs?  Daily, Weekly, Monthly, Once every few months, Rarely, Never

   Use email?  Daily, Weekly, Monthly, Once every few months, Rarely, Never

   Operate radio/remote controlled vehicle/device (e.g., RC car, boat, or plane)?  Daily, Weekly, Monthly, Once every few months, Rarely, Never

   Play computer/video games?  Daily, Weekly, Monthly, Once every few months, Rarely, Never

16. **Please estimate the number of hours you play video games per week** (If none, write “0”):__________

    **If you play video games, which types of games do you play?** (Circle all that apply)

    First-person shooters  Strategy  Sports  Racing  Other:__________
APPENDIX C: ENGAGEMENT MEASURE
Instructions: For each statement, circle the number that indicates how much you agree or disagree with the statement.

1. It would not matter to me if I never use a virtual environment for behavior cue detection training in again.

2. I felt happy at the thought of using a virtual environment for behavior cue detection training.

3. The less I have to do with using a virtual environment for behavior cue detection training, the better.

4. I want to spend more time using a virtual environment for behavior cue detection training.

5. It was important to me to be good at behavior cue detection.

6. I experienced a “buzz of excitement” while using the virtual environment for behavior cue detection training.

7. I like the challenge that using a virtual environment for behavior cue detection training provided.

8. I was interested in seeing how the scenario events would progress.
   1 2 3 4 5
<table>
<thead>
<tr>
<th></th>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>9. I was in suspense about whether I would perform well or not in the scenarios.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>10. I sometimes found myself to become so involved with the scenarios that I wanted to speak to the scenarios directly.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>11. I enjoyed the graphics and imagery of the scenarios.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>12. I enjoyed completing the scenarios.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>13. I was unaware of what was happening around me.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>14. I feel that I tried my best during the scenarios.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>15. The scenarios were challenging.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>
APPENDIX D: FLOW STATE SHORT SCALE
**Instructions:** Please respond to the following statements in relation to your experience with this activity. Each statement relates to the thoughts and feelings you may have experienced. Think about how you felt during the scenario and respond by circling the number for how much you agree or disagree with each statement.

<table>
<thead>
<tr>
<th>During the scenario:</th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neither Agree nor Disagree</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. I felt I was competent enough to meet the high demands of the situation.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>2. I did things spontaneously and automatically without having to think.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>3. I had a strong sense of what I wanted to do.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>4. I had a good idea about how well I was doing, while I was performing the task.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>5. I was completely focused on the task at hand.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>6. I had a feeling of total control over what I was doing.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>7. I was not worried about what others may have been thinking about me or my performance.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>8. The way time passed seemed to be different from normal.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>9. The experience was extremely rewarding.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>
APPENDIX E: SIMULATOR SICKNESS QUESTIONNAIRE
Instructions: Please indicate how you feel **right now** in the following areas, by **circling** the word that applies.

<table>
<thead>
<tr>
<th></th>
<th>General Discomfort</th>
<th>None</th>
<th>Slight</th>
<th>Moderate</th>
<th>Severe</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.</td>
<td>Fatigue</td>
<td>None</td>
<td>Slight</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
<tr>
<td>3.</td>
<td>Headache</td>
<td>None</td>
<td>Slight</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
<tr>
<td>4.</td>
<td>Eye Strain</td>
<td>None</td>
<td>Slight</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
<tr>
<td>5.</td>
<td>Difficulty Focusing</td>
<td>None</td>
<td>Slight</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
<tr>
<td>6.</td>
<td>Increased Salivation</td>
<td>None</td>
<td>Slight</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
<tr>
<td>7.</td>
<td>Sweating</td>
<td>None</td>
<td>Slight</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
<tr>
<td>8.</td>
<td>Nausea</td>
<td>None</td>
<td>Slight</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
<tr>
<td>9.</td>
<td>Difficulty Concentrating</td>
<td>None</td>
<td>Slight</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
<tr>
<td>10.</td>
<td>Fullness of Head*</td>
<td>None</td>
<td>Slight</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
<tr>
<td>11.</td>
<td>Blurred vision</td>
<td>None</td>
<td>Slight</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
<tr>
<td>12.</td>
<td>Dizzy (Eyes Open)</td>
<td>None</td>
<td>Slight</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
<tr>
<td>13.</td>
<td>Dizzy (Eyes Closed)</td>
<td>None</td>
<td>Slight</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
<tr>
<td>14.</td>
<td>Vertigo**</td>
<td>None</td>
<td>Slight</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
<tr>
<td>15.</td>
<td>Stomach Awareness***</td>
<td>None</td>
<td>Slight</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
<tr>
<td>16.</td>
<td>Burping</td>
<td>None</td>
<td>Slight</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
</tbody>
</table>

*Fullness of head refers to an awareness of pressure in the head.

**Vertigo is a disordered state in which the person or his/her surroundings seem to whirl dizzily. Vertigo is also described as a loss of orientation with respect to vertical or upright positions.

***Stomach awareness is usually used to indicate a feeling of discomfort which is just short of nausea.

Are there any other symptoms you are experiencing **right now**? If so, please describe the symptom(s) and rate its/their severity below. Use the other side if necessary.
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