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ABSTRACT

Modern gas turbine designs often include lean premixed combustion in order to meet stringent emission requirements. It is widely known, however, that this type of combustion process is susceptible to self-excited combustion instabilities that can lead to increases in heat loads and system vibrations. As a result, the fundamental behavior of these combustion instabilities must be understood and analyzed so that they can be affectively mitigated in the design process.

This study focuses on the flow phenomena related to an unsteady dump combustor and a reacting jet in cross flow, at typical gas turbine operating conditions. The setup provides a relatively simple combustion system that includes self-excited combustion instabilities as well as multiple reaction zones, a common scenario often seen in combustion design, known as staging technology. One of the key objectives of this study is to analyze and understand the flow physics of a reacting jet in cross flow, with specific focus given to the physical mechanisms that drive or damp the instabilities present in the combustion system due to the reacting jet in cross flow.

A three point stability trend was identified in experimental results from a related study where a reacting jet in cross flow was found to strongly drive a moderately unstable mode in the combustion chamber for one configuration, but strongly damp it for a different configuration. It was clear from the experimental results that the unsteady heat release from the JICF was coupling with the pressure waves present in the combustion chamber to either drive the baseline dump combustor mode to a significantly higher unstable point, or damp the baseline dump combustor mode to a nearly stable condition. These stability trends were used as validation data
for a set of self-excited Large Eddy Simulations of the reacting jet in cross flow, with the goal of obtaining an understanding of the physics governing the thermoacoustic stability of this combustion scenario.

The self-excited Large Eddy Simulations, run using the OpenFOAM open source toolbox, were utilized to provide a numerical modeling tool where combustion instabilities are generated solely from the interaction between heat release and acoustics, just as they are in the actual systems being studied. Both head end only configurations and multiple jet in cross flow configurations were run and validated with experimental results. Reduced order acoustic models of the combustion system were also developed and compared with both experimental and numerical results to further validate a hypothesized mechanism of combustion instability for the reacting jet in cross flow.

It was found that the self-excited Large Eddy Simulation methods applied in this study could correctly replicate the stability trends observed in the experiment when appropriate tuning of the combustion model was applied to account for differences in the reaction behavior of a co-flow jet as compared to a reacting jet in cross flow. The need for this tuning would likely be eliminated with the application of a more advanced combustion model. It was found that the frequencies of the dominant modes were captured well with the simulations, however, significant under-prediction occurred in the limit cycle amplitude, attributed to unphysical transmission of the waves at the inlet boundaries.

From an investigation of the natural coherent structures of the reacting jet in cross flow, it was found that these structures occurred at frequencies too high to result in any feedback cycle with the pressure and heat release oscillations that generated combustion instabilities at the
frequencies of interest in this study of less than 500 Hz. By observing experimental and numerical flame behavior, a strong pulsing of the jet was identified to occur at the unstable frequency of interest when the jet was driving the baseline instability present in the combustion chamber. Thus, a mechanism was proposed that included a mass flow fluctuation of reactants as well as an equivalence ratio fluctuation of the mixture that resulted from the pressure oscillations present in the combustion chamber at the point of injection. Time lags were identified from the Large Eddy Simulations and implemented into a 3D thermoacoustic modeling tool as a “jet impedance time lag” and a “flame time lag”. The jet impedance is simply a function of the acoustic properties of the geometry while the flame time lag can be separated into jet velocity, equivalence ratio, and strain fluctuations, depending on the operating conditions and setup. For the specific gas turbine application investigated in this study, it was found that the jet velocity and equivalence ratio fluctuations were important, however, the effect of the strain fluctuations on the heat release were minimal due to the high operating pressure.

The stability trends observed in the experiments were also replicated with the 3D thermoacoustic modeling tool, using a derived heat release model based on the proposed mechanism of instability as a function of the velocity and pressure oscillations present in the system. Using a detailed heat release model that included terms for both the jet velocity and equivalence ratio fluctuations of the jet in cross flow, it was found that the jet velocity fluctuations contributed to damping of the system, while the equivalence ratio fluctuations contributed to driving of the system. A Generalized Instability Model was also used to generate stability maps that demonstrated how a stable system could be achieved based on the two design
parameters of the reacting jet in cross flow that were identified – the jet impedance and the overall flame time lag.

By appropriately utilizing the tools and methodologies presented in this study, a fundamental understanding of some of the key mechanisms of combustion instability in a system with a reacting jet in cross flow was achieved. Using available tools and open source software, methods were developed to model the thermoacoustic behavior of a reacting jet in cross flow that can be further extended to full engine style designs. Limitations of the existing tools were highlighted and recommendations were given on areas where the tools should be improved, mostly in the area of combustion modeling.

In modern gas turbine design, there are two general ways to mitigate the combustion instabilities that arise due to the lean premixed combustion process. The first and simplest way to mitigate these instabilities is through combustion tuning. The more robust and significantly more difficult way is to develop and implement design changes that mitigate the instabilities, without resulting in a detriment to the emissions benefits of lean premixed combustion. This study provides a fundamental understanding of a key feature in combustion design that can provide the information necessary to design for further mitigation of the combustion instabilities that are present in most of the combustion devices used in modern energy and propulsion systems.
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$t$ = Time ($s$)

$u$ = Velocity ($m/s$)

$x$ = Spatial direction ($m$)

$y$ = Spatial direction ($m$)
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$\beta$ = Heat loss coefficient
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$\Phi$ = Equivalence Ratio
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DNS  = Direct Numerical Simulation
FTF  = Flame Transfer Function
GIM  = Generalized Instability Model
GRI  = Gas Research Institute
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HRT  = Helmholtz Resonator Tool
JICF = Jet in Cross Flow
LDV  = Laser Doppler Velocimeter
LES  = Large Eddy Simulations
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ParPM = Partially Premixed
PerPM = Perfectly Premixed
PISO = Pressure Implicit with Splitting of Operators
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RI = Rayleigh Index
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Subscripts

$F$  = Fuel
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$\dot{x}$  = Rate
CHAPTER 1 – INTRODUCTION

Background of the problem

Increasing emissions regulations have been a driving force in modern gas turbine design and have led to the development of lean premixed combustion. It has been found however, that the lean premixed combustion process is susceptible to self-excited combustion oscillations, known as combustion instability (Gentemann, 2004). Combustion instability is a damaging and dangerous phenomenon that is present in most combustion devices, particularly those that undergo lean premixed combustion processes. It occurs when oscillations in the combustion process couple with the acoustics of the combustion chamber. If these oscillations are in phase, strong pressure oscillations may appear in the absence of strong damping mechanisms (Crocco, 1951). This leads to an increase in heat loads and system vibrations that may render an engine inoperative. To avoid this, the combustion system must be analyzed for thermoacoustic stability and solutions must be developed to mitigate any damaging instabilities that may occur.

The general focus of this study is on the combustion instabilities that develop in the combustion chamber of a stationary gas turbine. An example of a modern gas turbine is shown in Figure 1. The basic operation of a stationary gas turbine begins with air entering into the engine at atmospheric conditions (1) and being compressed in the compressor section (2) up to pressures as high as 20 bars. This pressurized air enters the burners where fuel, such as natural gas, is mixed with the air. The mixture is then ignited in the combustion chamber (3) and burned at temperatures as high as 2200 Kelvin. The hot combustion gases then enter the turbine (4) and are expanded back to atmospheric pressure. The rotation of the turbine drives a shaft that is
connected to both the compressor as well as a generator, generating large amounts of electrical power. The exhaust gases (5) are often passed through a heat exchanger to generate steam that can be run through a steam turbine. Such a combined cycle is capable of producing more than 570 MW of power at efficiencies higher than 60% (Siemens, 2011).

Figure 1: Siemens SGT5-8000H Gas Turbine (1-Inlet, 2-Compressor, 3-Combustion Chamber, 4-Turbine, 5-Exhaust) (Siemens, 2011)

One difficulty that arises in designing gas turbine combustion systems for power generation is that the turbines are not always run at the same conditions. Startup conditions, fluctuations in power demand, and even atmospheric changes such as differing inlet temperatures can all have an effect on the operation of the turbine, including both the frequencies and amplitudes of the combustion instabilities that are seen in the engine. These operational conditions also have an effect on the NOx and CO emissions which must be maintained below specific limits. As a result, many combustors typically employ what is known as staging technology. This technology utilizes multiple fuel injection configurations at different locations within the combustor, all of which can be tuned individually depending on the operating
conditions and stability and emissions requirements. It is important to understand, however, that tuning an engine to meet emissions requirements while maintaining operation below stability limits is a complex process, as the emissions and dynamics of a system generally behave with opposite trends. This behavior is shown schematically in Figure 2, which shows a qualitative plot of emissions versus dynamics, or acoustic oscillations.

Figure 2: Competing behavior of emissions and dynamics with effects of tuning and design

It is well known that if an engine is tuned to reduce the emissions, the dynamics will often increase. Conversely, if an engine is tuned to reduce dynamics, the emissions will often increase. These trends are represented by the dashed curve in Figure 2. The only way to reduce the emissions and increase the stability of an engine is to modify the design of the combustion system. This is represented by the solid line in Figure 2, which demonstrates that the dashed curve can be moved to the left with appropriate design changes. In order to effectively implement such design changes, it is important to have a fundamental understanding of how a particular combustion design feature will behave within a particular system and how it will impact both the dynamics as well as the emissions of the engine over the entire operational range.
that it will experience. This fundamental understanding is often achieved through experimental rig tests, as well as complementary numerical simulations and analytical modeling.

While experimental combustion rig tests are often used as a part of the design stage to verify the stability of a particular design, these tests can be very costly and difficult to achieve. As a result, it is also desirable to provide thermoacoustic stability analysis using additional modeling tools so that further studies can be performed without the cost of additional experimentation (Martin, 2006). Each type of tool is useful for different aspects of the combustion system analysis. While low order analytical tools are useful for quick, low cost approximations of the stability of a given system, high fidelity numerical models provide the details necessary to investigate the complex flow physics of the combustion system and can be used to determine the specific mechanisms that are driving the instability in a given scenario. Each type of tool, from low order analytical models, to high pressure experimental rigs, to massively parallel numerical simulations, should be used in combination with each other to understand and quantify a given system.

While investigating specific engine configurations is a necessary step in the design process, it is also important to model and understand more general setups so that the fundamental physics of the flow can be determined. This fundamental knowledge is critical as it provides a general understanding and directly applies to many practical applications. It also aids in developing experimental methods and modeling tools that can be extended to a given engine configuration. The current work seeks to perform such a fundamental study by developing and applying modeling techniques to investigate how a reacting jet behaves when injected into an unstable cross flow at typical stationary gas turbine operating conditions. While this study will
help to understand the general rules for designing staging technologies, its focus is on the flow physics of the problem, and thus, contains many more applications to various engine configurations as each configuration is governed by the general physics of the problem.

**Overview of combustion instabilities**

Combustion instabilities occur in nearly all types of gas turbine combustors, as well as rocket engines and other combustion devices. These instabilities are often referred to as thermoacoustics, where a coupling can develop between unsteady heat release and acoustic waves within the chamber, resulting in oscillatory instabilities. The unsteady heat release generated from a turbulent flame produces acoustic pressure and velocity waves within the combustion chamber. These waves travel downstream through the combustion chamber and can be reflected at the walls and other boundaries of the chamber or turbine. The reflected waves can return to the location of the flame and perturb the flame surface or cause fluctuations in the mass flow of fresh reactants. Both the flame perturbations and the reactant mass flow fluctuations can cause additional oscillations of heat release. Depending on the phase between the acoustic fluctuations and the heat release fluctuations, a feedback cycle can result that causes the amplitude of the acoustic waves to increase. A schematic of this feedback cycle is shown in Figure 3.

![Diagram of Feedback Cycle for Combustion Instabilities]

**Figure 3: Feedback cycle for combustion instabilities**
If the energy driving the combustion instabilities is greater than the energy damping the
instabilities, a growth of the oscillations will occur until a limit cycle is achieved due to non-
linear effects. The phase and energy required to result in growing thermoacoustic instabilities
was quantified by Rayleigh in 1945 (Rayleigh, 1945). According to Rayleigh’s criterion,
thermoacoustic instabilities can grow if the phase between acoustic pressure and heat release
oscillations is between -90 and 90 degrees. If the phase is out of this range, the instabilities will
be damped. Rayleigh also developed an expression, represented by Equation (1), which states
that the integral over volume and time of the pressure fluctuations multiplied by the heat release
fluctuations must be greater than zero for thermoacoustic instabilities to grow.

\[ \int_0^T \int_V p'Q'dtdV > 0 \]  

(1)

As stated above, however, the necessary energy and phase between pressure and heat
release oscillations will only cause the instabilities to increase if this energy driving the
instabilities is greater than the energy damping the instabilities. An extension of Rayleigh’s
criterion, shown in Equation (2), has been developed that adds an additional integration to the
right hand side of the equation to account for losses that can dampen the acoustic waves present
in the system (Poinsot, 2005).

\[ \frac{\gamma - 1}{\gamma P_o} \int_0^T \int_V p'Q'dtdV > \int_0^T \int_A p'udtdA \]  

(2)
In summary, if the correct phase relation exists between pressure and heat release oscillations and if the energy driving the instabilities is greater than the energy damping the instabilities, self-sustained combustion instabilities will grow until a limit cycle is achieved due to non-linear effects. This thermoacoustic limit cycle must be kept within certain limits for the entire operational envelope of the engine.

Due to the detrimental effects that combustion instabilities can have on the operation of gas turbines and other combustion systems, an extensive amount of research has been done on the mechanisms that cause these instabilities as well as practical ways to mitigate their effects and control the instabilities. Several mechanisms have been identified that contribute to the amplification of thermoacoustic instabilities. These include equivalence ratio fluctuations, reactant mass flow rate fluctuations, convective acoustic waves, entropy waves, and vortex shedding (Ibrahim, 2005). Common mechanisms associated with instabilities in dump combustors and other recirculation stabilized flame combustors include vortex shedding and reactant mass flow fluctuations. Details of these mechanisms, specifically how they apply to dump combustors, will be outlined below in the literature review.

**Objectives of the Current Study**

The primary objective of this study is to analyze and understand the flow phenomena related to a reacting jet injected into an unstable cross flow, generated by a specially designed dump combustor. This primary objective is crucial to provide a solid framework on which to base future investigations. A detailed literature review is provided that summarizes the extensive amount of fundamental studies that have been done, investigating areas such as non-reacting sudden expansions flows, reacting dump combustor flows and their relation to combustion
instabilities, non-reacting and reacting jets in cross flow, and forced jets in cross flow. Focus is given to the physics that govern these different flows, including vortex structures and the mechanisms of instability. A review is also included that gives an overview of the self-excited Large Eddy Simulations (LES) that have been performed in recent research, as this is proposed to be an effective tool for investigating the combustion instability issues mentioned above.

Once a solid understanding of the complex flows related to this study is obtained, a baseline model must be setup using the proposed tool. This was achieved by applying a method known as self-excited LES to an experimental dump combustor, focusing on the development of combustion instabilities within the combustor.

The dump combustor modeled in this study was designed at Purdue University to operate at typical gas turbine operating conditions of up to 20 bar and 2100 Kelvin (Sisco, 2011). This experimental rig was developed to allow for the investigation of multiple reaction zones within a simple combustion system, providing the resources for a fundamental understanding of technologies such as combustion staging. The length of the rig was designed so that the longitudinal modeshapes are characterized by frequencies similar to intermediate range engine frequencies, on the order of several hundred to a thousand Hertz. The area ratio of the dump combustor as well as the location of the dump plane was designed to result in the necessary coupling between heat release fluctuations and pressure fluctuations to induce combustion instabilities at specific resonant modes of the combustor. A sketch of the experimental rig, including a description of the key components, is shown below in Figure 4.
Figure 4: Purdue Acoustic Rig (Fugger, 2011)

This dump combustor provides a reliable means for generating both transverse and longitudinal instabilities and acts as an actuator to produce an acoustically unsteady cross flow inside the combustion chamber. Further downstream, a premixed jet is injected transversely into the unsteady cross flow. As soon as the premixed jet injects into the hot combustion products from the head end reaction, it ignites and burns. The response of the jet is studied experimentally using high speed flame visualization for analyzing the heat release fluctuations and multi probe measurements for analyzing the acoustic pressure and velocity fluctuations. Using these measurements and optical diagnostics, the behavior of the flame can be quantitatively analyzed (Fugger, 2011). This rig provides the necessary setup to experimentally investigate the fundamental flow physics associated with a reacting jet injected into an unsteady cross flow. The experimental results will be used to validate the LES modeling of this setup that this study seeks to achieve.

Once a head end only simulation is achieved, it can be compared to experimental results to determine if the expected self-excited instabilities present in the rig are captured using the LES methods. Upon confirming that the proposed methods are valid and obtaining an understanding of their limitations, the next objective of this study is to add the jet injection to the computational domain and develop a simulation that includes a reaction from the head end as
well as the jet reaction. The goal of the JICF simulations will be to correctly capture the stability trends observed in the experimental results for the sake of validating the LES approach, but then to use this data to complement the experimental data in identifying any potential mechanisms of instability of the reacting JICF. The proposed mechanism will then be used to develop 3D and 1D thermoacoustic modeling techniques that can be applied to reduced order modeling tools for further validation of the proposed mechanism and insight into the fundamental parameters that govern the flow.

The overall objective of this study is to first provide a detailed analysis of the physics of a reacting jet in an unsteady cross flow. Special attention will be given to identify a mechanism of combustion instability and the parameters that are important in both the modeling and design of the jet. This study also seeks to develop and validate the necessary tools and methods so that the fundamental study shown here can be extended to more specific engine design studies, such as actual combustor configurations and specific fuel injection nozzles. The objectives of this study are explicitly outlined below in Table 1.

Table 1: Objectives of the current study

<table>
<thead>
<tr>
<th>Objective</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective 1</td>
<td>Analyze and understand the flow phenomena related to a reacting JICF</td>
</tr>
<tr>
<td>Objective 2</td>
<td>Develop self-excited LES simulations of an unsteady dump combustor and reacting JICF and validate with experimental data</td>
</tr>
<tr>
<td>Objective 3</td>
<td>Investigate the interaction between an unsteady cross flow and a reacting jet and identify a mechanism that contributes to the stability of the system</td>
</tr>
<tr>
<td>Objective 4</td>
<td>Identify the necessary tools and methods so that the fundamental study shown here can be extended to more specific engine design studies</td>
</tr>
</tbody>
</table>
CHAPTER 2 – LITERATURE REVIEW

Flow Physics of a Jet in Cross Flow

The flow field associated with a jet injected into a cross flow has been extensively studied experimentally, analytically, and numerically. The large extent of JICF studies is a result of the widespread practical applications where this flow phenomenon is observed. Specific applications are commonly seen in energy and propulsion systems, largely due to the mixing characteristics in the regions near the injected jet.

A sketch detailing the dominant flow and vortical structures associated with the JICF was outlined by Fric and Roshko in 1994 (Fric, 1994). An adaptation of this sketch is shown in Figure 5.

![Figure 5: Dominant flow and vortical structures associated with a jet in cross flow (Karagozian, 2010)](image)

This sketch has been included in numerous studies, as it clearly details the four most dominant vortical structures that have been observed in both experimental and numerical studies.
The most prominent vortex structure observed in a JICF is the counter-rotating vortex pair (CVP) that develops in the cross section of the jet. It has been suggested that these vortices are generated in the nearfield region of the jet through the distortion of vorticity in the evolving shear layer (Kelso, 1996; Smith, 1998; Cortelezzì, 2001).

Another common vortical structure that has been observed in jets that are injected flush from a wall is known as horseshoe vortices. It has been proposed that these horseshoe vortices arise from the displacement effect that the jet has on the wall boundary layer in the cross flow (Baker, 1990). Additional studies have shown that the horseshoe vortex system contains both oscillatory and stationary modes that appear to be a function of the jet to cross flow velocity ratio and the jet Reynold’s number (Kelso, 1995).

According to a smoke visualization study performed by Fric and Roshko (Fric, 1994), the upright wake vortices that appear in the downstream wake region of the jet are initiated within the wall boundary layer and evolve periodically around and beyond the jet. The smoke studies indicated that the wake vortices allow fluid to be drawn from the boundary layer into the actual jet itself.

Many studies have suggested that the instabilities associated with the jets shear layer vortices cause a rollup of the vorticity in the nearfield of the jet, and are a major contributor to the formation of the CVP. Several DNS studies, however, have shown that the CVP forms even in steady 3D flow simulations, indicating that the periodic shear layer rollup is not necessary to initiate the CVP (Muppidi, 2007; Alves, 2006; Bagheri, 2009). This conclusion may agree with studies that have shown that the pressure difference between the upstream and downstream regions of the jet can lead to an accumulation of vorticity that is sufficient to form the CVP in the
downstream region of the jet (Muppidi, 2007). Although the shear layer instabilities of the jet may not be necessary to form the CVP, it is clear that the shear layer vorticity does contribute to the strength of the jet’s structure as well as the manner in which the structure evolves (Karagozian, 2010).

While the majority of fundamental JICF studies relate to non-reacting jets, there have been recent advances in the study of reacting jets injected into cross flow. Optical diagnostics are often used to characterize the jet flame shape and length, based on the luminosity of radicals present in the reacting jet. Fundamental studies have shown that the trajectory of the jet flame follows that of the non-reactive JICF relatively closely when the reactive mixture is injected into an essentially incompressible cross flow of air (Pratte, 1967). Some PIV studies, however, have suggested that the flames penetrate slightly further into the cross flow as compared to their non-reactive counterparts (Hasselbrink, 2001). Experimental studies have also shown that, similar to the non-reacting JICF, the flame cross-section transitions from an elliptic to a kidney-like shape, consistent with the CVP (Kadota, 1990).

A study performed by Noble et al (Noble, 2011) investigated the behavior of a CH₄/H₂ reacting fuel jet injected into a vitiated cross flow at 6 atm. This study concluded that the reaction initiated on the downstream side of the jet. In the near field, the centerline of the reacting jet closely coincided with non-reacting jet correlations. Farther downstream, however, it was found that the reacting jet penetrates much further into the flow than the non-reacting jet. Figure 6 shows a colorized chemiluminescence image (a) of a pure CH₄ jet flame, along with a contour plot of the chemiluminescence intensity (b) and a plot of the vertical chemiluminescence intensity distribution at several axial stations (c).
Figure 6: Chemiluminescence data from a CH$_4$ reacting jet flame (Noble, 2011)

Several points were deduced from these images. First, it is evident that the Holdeman correlation (represented by the blue line) closely tracks the jet core for the first 45 mm past the injector center. This result is consistent with other studies which have shown that the jet trajectory does not change significantly for reacting jets when compared to non-reacting jets. It was also concluded from the figure that the visible reaction initiates near the wall, but approximately 10 mm downstream of the jet centerline. It was suggested that the asymmetric intensity distribution indicates that the flame is initiated on the downstream side of the jet and does not fully wrap around the jet until about 40 mm downstream of the injector.

Yet another aspect of JICF studies includes the behavior of a jet injected into an unsteady cross flow. While these investigations are not as extensive, there are several interesting studies that have analyzed the differences that can occur when the cross flow becomes unsteady. A technique was developed by Lam and Xia in 2001 (Lam, 2001) that produced a method to
experimentally investigate the interaction of a turbulent jet with an unsteady cross flow. The effect of the unsteady cross flow, consisting of a mean flow current and a sinusoidal oscillating component, was incorporated by moving the actual injector back and forth with a controlled sinusoidal motion. Multiple unsteadiness parameters were investigated using experimental and computational studies (Lam, 2004). In general, it was found that in a cross flow characterized by a large unsteadiness parameter (defined as the ratio between the time averaged mean cross flow velocity and the amplitude of the oscillating velocity component), the jet dispersion pattern was significantly different from that of the same jet in a steady cross flow. The jet fluid became organized periodically into large-scale effluent clouds, enhancing the time-averaged mean dilution of the jet. Figure 7 is a sample of the images generated from Lam’s experimental results, showing the phase-locked averaged jet dispersion patterns for various cross flow situations. This particular figure includes unsteadiness parameters of 0.25 and 0.5 and Strouhal numbers (defined by the jet diameter and mean cross flow velocity) of 0.0375, 0.0825, and 0.12.
It was concluded that when the cross flow oscillates and changes its velocity, the vertical penetration of the jet is affected in a quasi-steady manner by the instantaneous cross flow velocity. The effluent clouds formed from the jet were convected downstream during the high-speed phase of the cross flow. Also, when compared with the corresponding width of a jet in a steady cross flow, it was found that the jet width in an unsteady cross flow was increased two to three times, determined by the unsteadiness parameter. The experimental results in Lam’s study were found to agree well with similar computational results. This type of cross flow velocity oscillation likely correlates to the presence of an acoustic velocity wave in a combustion chamber, such as the experimental rig modeled in this study.
A study conducted by Blossey involved DNS and experiments to investigate the structure of a jet injected into a steady cross flow as well as a cross flow undergoing sinusoidal forcing (Blossey, 2002). The simulation results showed substantial entrainment and mixing enhancements with low frequency forcing while forcing at higher frequencies (up to a Strouhal number of 0.64) resulted in a jet which closely resembled the unforced jet in a time-averaged sense. Similar to other studies, it was also found that the forced jets showed a slight increase in penetration as well as greater spreading in the wall-normal direction, when compared to that of the unforced jet. Figure 8 shows instantaneous scalar concentration in an x-y plane through the jet centerline for the unforced jet in cross flow (left) and the jet in cross flow forced at a Strouhal number (based on the jet velocity and diameter) of 0.08 (center) and 0.1875 (right).

Figure 8: Flow visualization from experiments of a jet injected into a steady (left) and unsteady (center, right) cross flow (Blossey, 2002)

It was found that unsteady forcing of the jet, within the appropriate frequency range, can have a substantial impact on both the structure and mixing of the jet in cross flow. The range of forcing frequencies was chosen to enable excitation of a variety of the coherent structures of the flow, including the near field unsteady jet shear layer structures and the far field unsteady CVP structures.
When investigating possible instability mechanisms of the reacting jet in cross flow modeled in this study, it is important to have an understanding of the range of frequencies that each of a non-forced, non-reacting jet’s natural coherent structures is likely to exhibit. This understanding will aid in determining if the frequencies of combustion instability of interest in the combustor are likely to have an effect or interact with the coherent structures of the jet. Smith and Mungal summarized that for jets injected flush with the cross flow wall, the Strouhal number of the wake vortices closely matches the value obtained from a cylinder with the same diameter as the jet. These Strouhal numbers based on the jet exit diameter and velocity have been observed to be approximately 0.15 for velocity ratios below 8 and to fall to about 0.06 for a velocity ratio of 20. Many studies have also shown that the horseshoe vortex system oscillates at the same Strouhal numbers as these wake vortices (Smith, 1998; Kelso, 1996).

The general opinion regarding the formation of the CVP is that it is formed from the jet shear layer, and thus, the vorticity from the jet boundary layer before it is injected into the cross flow is eventually transferred to the vorticity of the CVP (Kelso, 1996). Although the jet shear layer is present with the combustion regime of a reacting JICF and likely effects the reaction or flame surface of the jet, its contribution to the CVP is unlikely to result in a feedback cycle as the CVP forms much further downstream than the typical reaction zone. Thus the necessary feedback coupling between mixture fluctuations and heat release is not expected to develop as a result of the CVP.

The remaining known coherent structure of a non-forced, non-reacting JICF is the shear layer of the jet. There is a wide range of Strouhal numbers reported in the literature, varying from 0.1 (Narayanan, 2003) to as high as 2.0 (Smith, 1998), with commonly accepted
intermediate values around 0.3 to 0.5 for Kelvin-Helmholtz type instabilities (Schlegel, 2013; Megerian, 2007). Depending on the frequency of these shear layer instabilities, they have the potential to participate in the combustion instability feedback cycle as they can have a direct effect on the reacting jet flame surface. Literature from non-reacting jets in cross flow as well as the flow field obtained from the numerical simulations in this study will help to identify if these shear layer structures occur near the frequencies of interest for the configurations that have been run in the experiments.

**Thermoacoustics of Dump Combustors**

Due to their relatively simple geometry, dump combustors are a classical means of investigating thermoacoustic phenomena. The dump combustor consists of a sudden area expansion where the incoming reactant mixture is ignited at the dump plane. Due to the recirculation of the flow in the corners of the sudden expansion, the reacting mixture can become anchored at the dump plane. Many studies have been performed that investigate the flow fields in non-reacting sudden expansion flows and reacting dump combustor flows, as well as the mechanisms of combustion instability that are present in dump combustor flows and how these mechanisms drive the instabilities present in the combustor.

Some of the key parameters of dump combustors that have been studied extensively include the inlet geometry, the step height, and the inlet turbulence and rotation. A study performed by Ronald et al (Ronald, 1989), investigated some of these effects using non-reacting flow in an axisymmetric tube with a sudden expansion. Ronald came to an interesting conclusion, suggesting that the net effect of the step height on the flow in the combustor is relatively small. It was found that the inlet turbulence had a direct and significant effect on the
flow in the combustor by increasing mixing and energizing the separating shear layer, causing it to reattach sooner. Although the studies that have investigated non-reacting dump combustor flows provide valuable insight into the flow physics present in sudden expansion flows, it should be noted here that many key differences have been found when comparing reacting flow to non-reacting flow in a dump combustor.

Many experimental and computational studies have been performed to characterize the differences between non-reacting and reacting flow through a sudden area expansion. One of the most well-known of these studies was conducted by Pitz and Daily in 1983 (Pitz, 1983). By investigating the reacting flow behind a step in a rectangular duct with a 2:1 area ratio, they found that the length of the recirculation zone present in the reacting flow was reduced by 20-30 percent compared to that of the non-reacting case. Another study performed by Ahmed et al (Ahmed, 1992) utilized a two-component laser doppler velocimeter (LDV) to characterize the difference between a premixed propane/air reacting flow and a non-reacting flow using nitrogen instead of propane. Figure 9 shows contours of mean axial velocity for an equivalence ratio of 0.65, compared to the non-reacting case.
Figure 9: Contours of mean axial velocity, comparing non-reacting to reacting flow ($\phi=0.65$) through a sudden expansion (Ahmed, 1992)

In this figure, the boundaries of reverse flow are defined by contour lines of $U/U_{ref}$ of 0.0, indicating that in the presence of combustion, the length of the corner recirculation zone decreased by as much as 44 percent, from 6.7-3.75 step heights. In spite of this reduction in recirculation region length, however, the flow inside the reacting bubble is more active, shown by the higher values of negative velocity.

While much of the dump combustor literature focuses on the flow fields throughout the combustor, many studies are specifically focused on the combustion instabilities present in dump combustors. Especially for premixed cases, these instabilities are commonly attributed to the hydrodynamic behavior of the dump plane, specifically the vortex shedding that occurs off of the sudden expansion. This effect was clearly outlined in a work by Schadow (Schadow, 1991), who stated that the vortex structure has a significant influence on the combustion process. Figure 10 shows a schematic of this vortex structure at the rearward facing step of a dump combustor.
Figure 10: Schematic of vortex structure at the rearward facing step of a dump combustor (Schadow, 1991)

The high speed stream of unburnt reactants is injected into a low speed stream, composed largely of hot combustion products, where the flame-holding recirculation zone is formed behind the dump plane. In the early phase of vortex development, specifically right off of the dump plane, the fine scale mixing and burning between the unburnt mixture and the hot combustion products is limited. The instability waves developed by the initial shear layer, however, are amplified to a higher energy level and begin to roll up into vortices. As these vortices begin to roll up and interact with other vortices and chamber walls, a large interface between the air/fuel mixture and the hot combustion products develops, as outlined in the schematic in Figure 11.
As these larger scale vortices are created, they trap fresh gas in pockets that are convected downstream. These vortices can release the fresh gas when they unwrap at the edges of the main stream or when they collide with a wall of the chamber, for example. This causes a sudden spike in the heat release when the fresh gas is exposed to the hot combustion products and spontaneously burns. This process is repeated during each cycle of the pressure oscillations, resulting in periodic heat release. When a proper phase relationship exists between the periodic heat release and pressure oscillations, as defined by the Rayleigh criterion (Rayleigh, 1945), the pressure oscillations can be excited and the combustor will sustain combustion instabilities.

A fundamental study was performed by Ahmed et al using LDV measurement techniques on a ramjet dump combustor (Ahmed, 1995). The objective of this study was to characterize the pressure oscillations of the flow field for different combustor lengths and inlet flow velocities. The combustor length is known to have a direct effect on the combustion instabilities as it determines what the resonant frequencies of the chamber are. The inlet flow velocity also has a direct effect on the combustion instabilities as it determines the frequency of vortex shedding at
the dump plane, one of the common mechanisms attributed to combustion instabilities in dump combustors. Reacting flow was obtained by using premixed propane and air at an equivalence ratio higher than 0.6 to avoid instabilities associated with lean blow off. The intensity and frequency of oscillations were found to be dependent on the inlet velocity, combustor length, and equivalence ratio. Results showed that pressure oscillations were controlled by both vortex kinematics in the combustor as well as the acoustic response of the inlet section.

Previous studies on dump combustor instabilities have shown that these types of geometries are dominated by vortex flows that are associated with periodic heat release. In order to verify that this periodic heat release is indeed a driving force of the instabilities, however, it is necessary to have a compete knowledge of the spatial and temporal distributions of heat release and acoustic pressure (Schadow, 1991). It has been shown in previous studies that the heat release in a combustion chamber is linearly proportional to the emitted radiation (Smith, 1985). Using this comparison, a quantitative factor based on the Rayleigh criterion can be developed and measured by taking the cross spectra and phase of the pressure and radiation intensity at a given location in the combustion chamber.

This type of analysis was done by Sterling et al (Sterling, 1987) to determine the relative magnitude of the driving of the instabilities at various axial locations throughout the combustor. As shown in Figure 12, Sterling found that the driving of instabilities occurred primarily at the front of the combustor while damping of the instabilities was observed further downstream. The net value of the integral of the curve shown in Figure 12 determines if driving or damping of the instability will occur, where a positive net value implies driving and a negative net value implies damping.
The net value of this Rayleigh index will change based on the parameters of the dump combustor that affect the heat release and the pressure distributions. The heat release depends on dump geometry, the initial condition of the shear layer, fuel type, and local equivalence ratio while the pressure distribution depends on the dominant acoustic modes of the combustion chamber. New research continues to be conducted that explores the effects of these key parameters on combustion instabilities of dump combustors.

There are likely many similarities between the physics governing the combustion instabilities of a dump combustor, compared to those that govern a reacting jet in cross flow like the one investigated in this study. Both scenarios include a basic jet flow of fresh reactants, anchored and self-sustained by recirculating burnt gas, although the co-flow dump combustor flame and the perpendicular jet flame clearly have very different hydrodynamic structures. In both cases, a standing pressure or velocity wave sustained in the combustion chamber can have similar effects on the hydrodynamics of the incoming reactants and the resultant feedback cycle necessary to impact the combustion instabilities. Because dump combustors and their
combustion instabilities have been studied extensively, it is helpful to have an overview of these studies, as there is likely relevance to that of a reacting jet in cross flow where little to no research on reacting JICF combustion instabilities has been conducted.

**Self-Excited LES of Combustion Instabilities**

A powerful modeling tool for combustion systems is the use of high fidelity numerical simulations that can capture both the complex physics of unsteady heat release oscillations as well as the acoustic phenomena represented by the compressible fluid mechanics equations. This allows for the simulation of the coupling between the unsteady heat release and the acoustics of the flow, known to be the source of combustion instabilities. Self-excited LES provides one of the most accurate numerical modeling tools, as no artificial forcing is applied to the flow. Instabilities are generated solely from the interaction between heat release and acoustics, just as they are in the actual system being studied.

It is well known that LES simulations, in general, require relatively fine meshes in order to obtain useful results as well as small time steps to maintain the stability of the solver. This combination results in computationally expensive simulations that have been largely impractical until even the most recent advances in computational systems. The large computational resources that are required for LES are significantly increased when the goal of the simulation is to obtain self-excited combustion instabilities. In order to accurately model the coupling between the heat release fluctuations and the acoustic phenomena within the domain, it is necessary to include enough of the domain so that clean acoustic boundary conditions can be specified at the inlets and exits of the computational domain. These boundary conditions must properly reflect the acoustic waves traveling within the domain so that a minimal amount of artificial damping or
reflecting of waves is present. This often requires geometrically large computational domains, adding to the computational expense of the simulations. As a result of the high computational cost of self-excited LES studies, there are only a limited number of studies that have been done. As computational resources are continually being improved, however, it is becoming more feasible to complete these simulations.

As stated above, the acoustics of compressible flows are naturally captured by compressible LES, provided that the proper boundary conditions are applied. How to model the combustion and chemistry, however, remains a critical issue for complex applications. Roux, et al (Roux, 2010) performed a study using LES of a side-dump ramjet combustor to investigate how the combustion and chemistry modeling affects the numerical predictions of the problem. The first simulation was based on a one-step chemistry model that is known to overestimate the laminar flame speed in fuel rich conditions. The second simulation was based on the same scheme, but with a correction of reaction rates for rich flames. The laminar flame speed is fitted to provide the proper behavior at rich equivalence ratio values.

The configuration in this study, shown in Figure 13, was acoustically choked and consisted of a choked air intake by specifying a constant mass flow rate and stagnation temperature, and a choked nozzle exit.
Figure 13: Computational domain for self-excited study performed by Roux (Roux, 2010)

This allowed for the comparison between the results found from the simulations and experimental results. The computational domain included a minimum grid size of approximately 1mm, resulting in a mesh of 5 million tetrahedral elements. The acoustic CFL number was maintained at 0.7 and the time step was 3E-07 seconds. The chamber walls were assumed to be non-slip and adiabatic. It was noted, however, that the impact of adiabatic walls as compared to fixed temperature walls did not show significant impact on the two LES limit cycles. Gaseous propane was the fuel used in both the experiment and numerical study. Two simplified one-step chemical schemes were used, both accounting for 5 species and a global one-step irreversible reaction. The parallel LES code solved the fully compressible Navier Stokes equations using an explicit cell-vertex approximation. This provided third-order accuracy on hybrid meshes, adequate for the low dissipation requirements of LES.

Roux found that one key difference between the two LES simulations was the position of the flame. The fitted one-step scheme matched the experimental results closely, showing a stabilized flame in the main chamber and away from the air inlets. The standard one-step scheme
incorrectly produced combustion in the head end region of the combustor, attributed to the fact that this standard scheme allows combustion to proceed, even for high equivalence ratios. This difference in flame position resulted in different thermoacoustic coupling mechanisms for each simulation. Pressure spectra for both cases are shown below in Figure 14.

Figure 14: Pressure spectra for two chemical schemes used by Roux (Roux, 2010)

Results obtained with the standard one-step chemistry exhibited high frequency self-sustained oscillations, however, those high frequencies were damped with the fitted scheme. When compared to the experiment, the fitted one-step scheme yielded better predictions than the standard scheme. For the standard one-step chemistry scheme, combustion proceeded, even for high equivalence ratios; however, because of the rich side corrections introduced in the fitted one-step scheme, flow speeds in the head-end zone were large enough to prevent combustion in this region, as observed experimentally. Roux concluded that the chemical scheme for this ramjet burner exhibited a strong impact on the predicted stability. Roux suggested that approximate chemical schemes, even in a limited range of equivalence ratios, can lead to the occurrence of non-physical combustion oscillations. However, it was noted that this strong role that the
chemistry plays on the stability of the combustor may only apply to these ramjet combustors due to the absence of the flame holder in the combustion chamber. While the slight differences in flame location in this study altered the thermoacoustic coupling mechanism that was present, the same effect may or may not be observed for different geometrical scenarios.

Wolf et al (Wolf, 2009) investigated full Large Eddy Simulations of two annular helicopter combustors, each with a different swirler design. A fully compressible unstructured explicit code was used to solve the reactive multi-species Navier Stokes equations. A third order finite element scheme was used for both time and space and subgrid scales were modeling using Smagorinsky turbulence modeling. The chemistry in the simulations was computed by a reduced one-step mechanism for JP-10 and air flames, and to better capture flame/turbulence interactions, the dynamic thickened flame model was used. To avoid uncertainty in the boundary conditions, the whole chamber was computed, including the casing. The computational domain started immediately after the compressor’s outlet, where the inlet profiles were known, and extended to a choked nozzle, corresponding to the throat of the high pressure distributor. A 1/15th sector is shown in Figure 15.
Figure 15: Computation domain of the sector rig studied by Wolf (Wolf, 2009)

This computational domain resulted in mesh sizes between 37-42 million elements. Time steps were between 5.9E-8 and 7.5E-8 seconds and 0.1 seconds of physical solution time was achieved, after nearly 400,000 CPU hours. This massive computational expense is typical of self-excited LES simulations.

Both cases (differing only by the geometry of the swirler) showed different thermoacoustic responses and limit-cycles for the self-excited rotating azimuthal modes that were captured by the LES. The pressure and temperature fluctuation levels for one of the cases are represented by the cylindrical cut surfaces shown in Figure 16.
As can be seen from the pressure fluctuation, a clear azimuthal acoustic mode developed in the domain, demonstrating the potential of LES as a much needed design tool relating to gas turbine combustion instabilities.

Results found that both swirlers revealed self-excited azimuthal acoustic modes and the resulting rotating pressure waves perturbed the flame axially and azimuthally. This study clearly exhibited that with sufficient computational resources, LES is an invaluable tool for full scale analysis of combustion systems. It not only provides the thermoacoustic analysis of a system in terms of frequencies and limit cycles amplitudes, but also can be used to investigate the physics of the flow, including how flames are perturbed and interact with each other in a particular chamber.

Another study performed by Roux et al (Roux, 2005) investigated the turbulent flow within a complex swirled combustor using compressible LES, acoustic analysis, and experimental results. To allow for a more direct evaluation of the capabilities and limitations of
the LES and acoustic analysis, the boundary conditions were kept simple: a constant mass flow rate was imposed at the inlet while an atmospheric pressure was specified far away from the exhaust. Adding a part of the exhaust atmosphere to the computational domain was computationally expensive, but Roux claimed that it was necessary so that the acoustic waves reaching the chamber exhaust were properly transmitted or reflected without having to specify an acoustic impedance at the exhaust section. This atmospheric pressure region was meshed with progressively larger elements to damp perturbations. Characteristic methods were used to specify boundary conditions. The boundary conditions used in this study are detailed in Figure 17.

Figure 17: Computational domain and boundary conditions used by Roux (Roux, 2005)

The walls of the combustor were treated as adiabatic in the simulation. Subgrid stresses were modeling using the Wale model and a thickened flame efficiency function model was used with 6 species and 2 reactions for the methane/air combustion. The computational domain consisted of 3 million elements and time steps for the simulation were approximately $1.5\times10^{-6}$ seconds. The mesh size near the walls was not refined enough to correctly resolve the turbulent boundary layer, however, it was found that this had limited effects on the results, as shown by
comparing the LES results to the experimental LDV results. Most of the turbulent activity was generated by velocity gradients inside the chamber, which were well resolved on the grid.

In conjunction with the LES, an acoustic solver was used that solved the Helmholtz equation applied to the same unstructured grid. The acoustic boundary conditions were matched to those of the LES by treating the inlet as a velocity node and the boundary of the atmospheric region as a pressure node. For the reacting flow, two self-excited modes were present in the experimental study, around 300 and 570 Hz. Using the Helmholtz solver, these two modes were identified as the $\frac{1}{4}$ wave and $\frac{3}{4}$ wave modes of the combustor. The frequency of the self-excited mode from the LES simulations was determined to be 500 Hz. This slight deviation from the experimental and analytical results is attributed to inaccuracies in the acoustic boundary conditions of the LES.

The comparison of the LES results with experimental LDV confirmed the remarkable predictive capacity of LES methods and also highlighted the need for well-defined boundary conditions. In this study specifically, the computation had to include the swirler vanes and could not start at the chamber inlet plane.

Similar to the study performed by Wolf, Staffelbach et al (Staffelbach, 2009) presented an LES simulation of a full helicopter annular combustion chamber in which a self-excited azimuthal mode developed naturally. A strong oscillation of the transverse velocity component appeared at 740 Hz. This frequency matched with the frequency of the first azimuthal mode of the chamber which was also obtained using a Helmholtz solver, assuming the mean temperature distribution in the combustor. Transfer functions were measured for each individual burner in the chamber.
Similar to other studies, the Smagorinsky turbulence model was used for modeling the subgrid scales. The combustion of the JP10/air flames was modeled using an Arhenius type reaction with a one-step scheme. The turbulence flame interaction was modeled using a dynamic thickened flame approach. The inlet of the 42 million tetrahedral mesh was specified as a non-reflective boundary while the outlet was choked. The time step was 6.7E-8 seconds.

By observing the temperature field on a cylindrical plane through the chamber, Staffelbach concluded that the flames oscillated azimuthally, moving from left to right at a frequency near 740 Hz. This azimuthal motion was accompanied by an axial displacement of the flames. Figure 18 shows an instantaneous temperature and pressure field, demonstrating how the distance between the flames and the burner exit planes changes. The pattern oscillated at the frequency of the azimuthal mode.

Figure 18: Instantaneous temperature and pressure field solved by Staffelbach (Staffelbach, 2009)
From the results of this study it was concluded that for this particular setup, the burners reacted only to axial flow rate perturbations and did not interact with neighboring burners when a limit cycle was induced by the azimuthal mode. It was claimed that this finding confirms that models based on simple quasi-dimensional networks of the annular chamber are adequate to study the stability of annular combustion chambers, assuming that the burners transfer function is known. This conclusion, however, is specific to the particular setup considered here and could not have been verified without the self-excited LES simulations. Also, while the flame transfer function for this particular geometry could be computed from LES or experimental results on a single sector, this may not always be the case for geometries where the flames from adjacent burners interact with each other.

Recent studies at Purdue University employ the use of an in-house hybrid RANS/LES, or detached eddy simulation (DES), code to numerically investigate combustion instabilities and compare with experimental results. Xia et al (Xia, 2011) studied self-excited combustion instabilities present in an axisymmetric dump combustor fed by separate fuel (JP-8) and oxidizer (H2O2) streams. The General Equation and Mesh Solver (GEMS) code used in this study solves the Navier Stokes equations, in conjunction with species equations and a relevant turbulence model. 2nd order accurate methods in space and time are employed and a finite volume solution method allows for the use of unstructured grids.

The computational domain of the combustor included choked oxidizer slots, fuel inlet passages, and a converging diverging nozzle at the exit of the chamber that exhibited choked flow at the throat of the nozzle. Figure 19 shows details of the computational grid used in the
study. Comparative studies were performed to determine the effect of mesh resolution and the chemical kinetic modeling on the frequencies and amplitudes of the self-excited instabilities.

The grid resolution comparison consisted of a two-dimensional simulation with a coarse grid of 195,000 cells and a fine grid of 495,000 cells. From observing the pressure traces as well as the corresponding PSD’s of the pressure signals, it was found that the first dominant mode, corresponding to the 1L mode of the combustor, was weaker in the coarse grid results. The second and third modes were barely visible from the pressure traces. The frequency of the first mode was 1875 Hz for the coarse grid, compared to 2000 Hz for the fine grid. These effects were attributed to the fact that the fuel burns faster and the oxidizer is consumed more completely in the fine grid case. It was also found that the heat release is stronger in the fine grid case, which, when coupled with the pressure oscillation at the head end of the combustor (located at a pressure anti-node), results in a stronger instability. The peak value of the Rayleigh index was
found to be nearly twice as high in the fine grid case as compared to the coarse grid case, as shown in Figure 20.

![Rayleigh index from coarse grid and fine grid cases](image)

**Figure 20**: Rayleigh index from coarse grid and fine grid cases (Xia, 2011)

For this particular study, it was found that the single step and multiple step reactions gave close results. The first longitudinal mode peaked slightly higher with the multistep reaction and the frequency was slightly lower, and actually further from the frequency observed in the experiment. This is attributed to a relatively shorter cold region of reaction and overall hotter chamber temperature for the single step reaction. The Rayleigh index for the multistep reaction was also found to be slightly higher than that of the single step reaction. PSD’s of the pressure traces comparing the single step reaction with the multistep reaction are shown below in Figure 21.
Figure 21: PSD’s of pressure traces from single step and multi-step reaction cases (Xia, 2011)

While a limited number of self-excited reacting LES studies have been performed with the goal of studying combustion instabilities, they typically have been done using custom solvers developed by the research organization performing the study. There are only a few studies, at most, that have performed self-excited LES simulations using a commercial or open source CFD code that is available to the public. One such study was recently performed by Lorstad et al (Lorstad, 2010), who modeled a Siemens combustor rig equipped with an SGT-800 DLE burner using experimental and LES calculations. The LES model was based on OpenFOAM’s unstructured finite volume framework and solved the filtered compressible reactive Navier Stokes equations. The methane/air combustion was modeled using a three-step combustion model. Both an atmospheric case and a higher pressure case were investigated, where high pressure effects were considered by incorporating pre-exponential factors scaled by the pressure ratio to the power of -0.92. A representation of the LES boundary conditions is shown in Figure 22, where velocity and temperature were specified for the pilot and main air and fuel inlets. Wall
temperatures were set according to the measured rig wall temperatures and the outlet of the domain utilized a wave-transmissive boundary condition to minimize reflection.

Figure 22: Computational domain and boundary conditions used by Lorstad (Lorstad, 2010)

The atmospheric case predicted strong combustion dynamics and indicated the existence of a strong axial mode. The increase in pressure from atmospheric to the full load gas turbine operating conditions significantly affected the dynamics. Good agreement was found between the dominant frequency obtained in LES and the frequencies detected during combustion tests, again verifying that LES is a promising tool for predicting combustion dynamics.

This review of self-excited LES studies has shown the capability of high fidelity numerical modeling tools that can capture both the complex physics of unsteady heat release oscillations as well as the acoustic phenomena represented by the compressible fluid mechanics equations. This review has shown that such studies can provide a much needed designed tool for modeling of gas turbine combustion systems. As each specific geometry and flow configuration has a direct effect on the flow physics of combustion instabilities present in the combustor, one
solution to the general problem cannot exist. Rather, detailed models must be made specific to each case. While some general guidelines can be implemented, it is apparent that some techniques may prove useful for one particular case while causing significant discrepancies in other cases. Consequently, care should always be given to understand how each technique or method will affect the specific case being studied.

An additional conclusion that can be drawn from this review is that while several self-excited combustion instability studies have been performed relating to specific geometries, fundamental studies are lacking that investigate the coupling between the heat release and pressure oscillations using high fidelity numerical models. Also, while there are a limited number of studies on reacting and non-reacting jets injected into unsteady cross flows, there are no numerical studies that incorporate both the full physics of the self-excited unsteady cross flow with the response of a reacting jet at high pressure conditions. This study will begin to fill these gaps by investigating full, self-excited LES simulations of a reacting jet injected into an unsteady cross flow. The unsteady cross flow is naturally generated by modeling a dump combustor, designed to be unstable at the longitudinal frequencies of the geometry. The simulations are run at typical gas turbine operating conditions, including similar temperatures, high pressures, and frequencies of combustion instability. This will provide detailed insight into the fundamental mechanisms of combustion instability at the head end reaction and at the reacting jet, with direct application to the gas turbine industry. All of the simulations will be validated against experimental and analytical results.
CHAPTER 3 – METHODOLOGY

Overview of Proposed Tools and Methods

When presented with a problem in industry that needs to be solved or analyzed, there are a broad range of tools and methods that can be used, many of which can provide valuable results with varying levels of required time and resources. As a result, it is important to focus on the objectives of a particular study and determine what tools have the most potential to provide a complete solution to the problem being investigated, within the required time frame and available resources.

As this study seeks to analyze and understand the flow phenomena related to a reacting JICF with application to combustion instabilities, a tool is necessary that can capture the physics of the flow as well as the source of the combustion instability. Whenever practically possible, one of the most widely used tools for this type of analysis is LES. This is because LES can capture both the complex physics of unsteady heat release oscillations as well as the acoustic phenomena represented by the compressible fluid mechanics equations. As mentioned earlier, this allows for the simulation of the coupling between the unsteady heat release and the acoustics of the flow, known to be the source of combustion instabilities. A specific type of LES modeling is known as self-excited LES, where the combustion instabilities present in the system develop naturally from the accurate calculation of the flow physics, as well as the correct implementation of boundary conditions. Self-excited LES provides one of the most accurate numerical modeling tools, as no artificial forcing is applied to the flow. Instabilities are generated solely from the interaction between heat release and acoustics, just as they are in the actual system being studied. For fundamental studies, this type of analysis can provide a significant amount of insight that
other tools may lack. As the combustion system modeled in this study is relatively simple, these self-excited LES simulations can be run in a reasonable length of time, given a sufficient amount of computational resources.

**Background of OpenFOAM**

The simulations in this study are run using the OpenFOAM library (SGI, 2011), specifically the v1.7.x release. OpenFOAM (Open Field Operation And Manipulation) is a C++ based open source CFD toolbox for the numerical simulation of complex fluid flows including chemical reactions, turbulence, and heat transfer. OpenFOAM constructs matrix equations separately for each equation using the finite volume method applied to arbitrary shaped cells. OpenFOAM contains a variety of discretization schemes, generally limited to second-order accuracy, to enable reliable solutions. The source code for OpenFOAM is completely open source and can be utilized in parallel on an unlimited number of processors without any licensing costs. This makes it highly desirable from an economic standpoint, especially for computationally expensive simulations that would require an extensive amount of commercial licenses to run in parallel.

**Background of LES**

Numerical modeling of turbulent flow is typically achieved using one of three general methods, all of which solve some form of the Navier Stokes equations. The most computationally expensive method is to use Direct Numerical Simulations (DNS) where no turbulence modeling is used and all turbulent scales are solved explicitly. This requires extremely fine meshes, however, as the mesh resolution has to be lower than the characteristic
length of the smallest scales present in the flow. Even with recent computational advances, DNS studies are difficult to achieve and are often not practical for specific engineering applications.

Currently the most often used method of numerical modeling involves what are known as the Reynold’s Averaged Navier Stokes (RANS) equations. These equations describe the mean flow field and include some type of turbulence model for closure of the Reynold’s stress term. The benefit of such modeling is that the computational cost is relatively low and the RANS methods provide useful predictions of the mean flow field. However, these models are limited by the averaging procedures and turbulence models that must be used and do not solve the equations in the temporal domain.

Large Eddy Simulations (LES) are becoming increasingly popular as they provide somewhat of a compromise between the extensive computational resources required by DNS and the limited results that are generated from RANS. LES simulations solve for the large scale structures of the flow, but model the smaller scale structures of the flow that are more isotropic and easier to accurately model. The smaller scales also contain less energy and thus, any potential inaccuracies involved in modeling them have less of an effect on the overall flow. Figure 23 shows a representation of the typical approaches to numerical modeling, in terms of the energy and wavenumber of the structures that are modeled and computed. For LES, the critical wave number is often defined by the mesh size and should be within the self-similar range of turbulence.
Figure 23: Turbulence energy spectrum as a function of wavenumber, representing typical approaches to numerical modeling (Poinsot, 2005)

An LES solver, FSDFOAM (Beck, 2009; Di Domenico, 2011), is used for the simulations run in this project that solves the fully compressible Navier Stokes Equations. FSDFOAM uses a standard Pressure Implicit with Splitting of Operators (PISO) algorithm (Versteeg, 1995). This same PISO algorithm is used by the standard supersonic solvers that are provided with OpenFOAM. Based on discussions with Aleksandar Jemcov, an OpenFOAM developer with Wikki Ltd, it was concluded that pressure based solvers, like the one used for this project, are sufficient to model flows with Mach numbers less than 3, as long as high resolution in flow discontinuities is not required (such as highly resolved shocks). For flows greater than Mach 3, or for highly resolved discontinuities, it would be necessary to upgrade to a density based solver (Jemcov, 2011).

The solutions are initiated using first order discretization schemes for time (Euler) and the divergence of velocity (upwind). This allows for a stable approach until the solution converges to
a stationary solution from the specified initial condition. Once this stationary solution is
achieved, second order discretization schemes are implemented for time (Crank Nicholson) and
the divergence of velocity (Gauss linear).

A total of seven transport equations are solved, including mass, momentum, total enthalpy,
mixture fraction, and reaction progress variable. For LES, each of the variables represented by
the transport equations are filtered in physical space, where the filtered quantity, $\tilde{f}$, is defined in
Equation (3) as:

$$
\tilde{f}(x) = \int f(x')F(x-x')dx'
$$

where $F$ is the LES filter. For this project, the common approach is used that averages over a
cubic box of size $\Delta$. The LES filter then becomes:

$$
F(x) = F(x_1,x_2,x_3) = \begin{cases} 
1/\Delta^3 & \text{if } |x_i| \leq \Delta/2 \\
0 & \text{otherwise}
\end{cases}
$$

where $\Delta$ is defined as the cubic root of the local cell volume. This resulted in an approximate
filter width of 0.5 to 1.8 mm, depending on the refinement level in each region of the domain. At
the dump plane, this equated to a filter width of less than one-tenth of the step height. At the exit
of the jet in cross flow (JICF), this equated to a filter width of approximately 1/30th of the jet exit
diameter.

For variable density flow, a mass-weighted Favre filtering is used, given by Equation (5):

$$
\tilde{\rho} \tilde{f}(x) = \int \rho f(x')F(x-x')dx'
$$

(5)
This implies that LES solves for the mean value over a given cell. The filtered quantity, $\tilde{f}$, is resolved in the numerical simulation while the $f' = f - \tilde{f}$ term corresponds to the unresolved part. This is the subgrid scale term due to unresolved flow motions that must be modeled using a specified subgrid model.

Filtering the instantaneous Navier Stokes Equations leads to the following result for the conservation of mass (Poinsot, 2005):

$$\frac{\partial \bar{\rho}}{\partial t} + \frac{\partial (\bar{\rho} \bar{u}_i)}{\partial x_i} = 0$$

(6)

and momentum:

$$\frac{\partial (\bar{\rho} \bar{u}_i)}{\partial t} + \frac{\partial (\bar{\rho} \bar{u}_i \bar{u}_j)}{\partial x_j} = -\frac{\partial p}{\partial x_i} + \frac{\partial \tau_{ij}}{\partial x_i} + \frac{\partial T_{ij}}{\partial x_j}$$

(7)

Here the unresolved part of the convection term, $T_{ij} = -\bar{\rho} \overline{u_i u_j}$, must be modeled by a subgrid scale turbulence model. For this study, the Smagorinsky turbulence model is used to model these flow characteristics below the size of the filter width. This model represents the unclosed term as (Poinsot, 2005):

$$T_{ij} - \frac{\delta_{ij}}{3} T_{kk} = -\mu_T \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right) = -2 \mu_T \tilde{S}_{ij}$$

(8)

The turbulent viscosity is modeled as:

$$\mu_T = \bar{\rho} (C_s \Delta)^2 |\tilde{S}| = \bar{\rho} (C_s \Delta)^2 \left( 2 \tilde{S}_{ij} \tilde{S}_{ij} \right)^{\frac{1}{2}}$$

(9)
where \( C_s \) is model constant and \( \Delta \) is the filter width, defined as the cubic root of the local cell volume. The value of \( C_s \) is taken as 0.202, the estimated value for homogeneous isotropic turbulence (Poinsot, 2005). Caution should be taken when using the Smagorinsky model, as some research has suggested that it is too dissipative (Poinsot, 2005).

The turbulent viscosity at the walls of the domain is modeled using the Spalart-Allmaras turbulence model (Spalart, 1994). This model determines the turbulent viscosity using the following equation:

\[
\mu_T = \rho v_T \frac{\chi^3}{\chi^3 + c_{vl}^3}
\]

where \( \chi = \frac{v_T}{\nu} \) and \( c_{vl} \) is a model constant, commonly taken as 7.1 (Spalart, 1994).

**Background of Combustion Modeling**

The combustion model in this study was based off of the approach used by Weller and Tabor et al (Weller, 1998; Tabor, 2004) and was applied by Di Domenico et al (Di Domenico, 2011). For the energy equation, it is assumed that the energy of the viscous stresses can be neglected compared to the heat release of combustion and that thermal diffusion can be ignored (Derksen, 2005). These assumptions simplify the transport equation for total enthalpy to the following form:

\[
\frac{\partial \bar{\rho} \bar{h}}{\partial t} + \frac{\partial}{\partial x_i} \left( \bar{\rho} \bar{u}_i \bar{h} \right) = \frac{D \bar{\rho}}{D t} - \frac{\partial}{\partial x_i} \left( - \bar{\rho} u_i' h' \right)
\]

The unclosed term, \(- \bar{\rho} u_i' h'\), is modeled using a gradient assumption:
\[-\bar{\rho}u_i'h' = \bar{\rho}D_i \frac{\partial \bar{h}}{\partial x_i} = \frac{\mu_T}{Pr} \frac{\partial \bar{h}}{\partial x_i}\]

(12)

where $D_\lambda$ is the thermal diffusion coefficient (Derksen, 2005) and $Pr$ is the Prandtl number.

The species mass fraction transport equation is given as:

\[
\frac{\partial (\bar{\rho} \bar{Y}_k)}{\partial t} + \frac{\partial (\bar{\rho} \bar{u}_i \bar{Y}_k)}{\partial x_i} = \frac{\partial}{\partial x_i} \left( \bar{D}_k \frac{\partial \bar{Y}_k}{\partial x_i} \right) + \frac{\partial \Psi_{kj}}{\partial x_j} + \bar{\omega}_k
\]

(13)

Here the $\Psi_{kj} = -\bar{\rho}u_j' \bar{Y}_k'$ term describes the sub grid fluctuations of the species mass fractions and must be modelled by a sub grid scale model.

Assuming a single step, two species reaction (fuel and oxidizer), the species mass fraction transport equation can be rewritten as a function of the mixture fraction, $f_T$, and the reaction progress variable, $b$, which are defined as:

\[
f_T = \frac{Y_k - Y_{kO}}{Y_{kF} - Y_{kO}}
\]

(14)

\[
b = \frac{Y_k - Y_{k,unburnt}}{Y_{k,burnt} - Y_{k,unburnt}}
\]

(15)

where $Y_k$ represents the species mass fraction of species $k$ and the subscripts $F$ and $O$ represent the fuel and oxidizer, respectively.

As seen from the definitions above, the mixture fraction indicates the ratio between fuel and oxidizer while the reaction progress variable is a non-dimensional parameter that represents
the degree of completeness of the reaction. The reaction progress term varies from one in the unburnt reactants to zero in the fully burnt products (note that this is opposite of the standard definition of what is commonly called the regress variable). Again, modeling the unclosed terms using a gradient assumption, the following form of the final two transport equations can be derived:

\[
\frac{\partial (\bar{\rho} \tilde{f}_r)}{\partial t} + \frac{\partial (\bar{\rho} \tilde{u}_i \tilde{f}_r)}{\partial x_i} = \frac{\partial^2}{\partial x_i \partial x_i} \left( \frac{\bar{\rho} \bar{D} + \frac{\mu_r}{S_c} \tilde{f}_r}{\tilde{f}_f} \right)
\]

(16)

\[
\frac{\partial (\bar{\rho} \tilde{b})}{\partial t} + \frac{\partial (\bar{\rho} \tilde{u}_i \tilde{b})}{\partial x_i} = \frac{\partial^2}{\partial x_i \partial x_i} \left( \frac{\bar{\rho} \bar{D} + \frac{\mu_r}{S_c} \tilde{b}}{\tilde{b}_f} \right) + \tilde{\omega}_k
\]

(17)

where \(D\) and \(S_c\) represent the mass diffusivity and Schmidt number, respectively.

Closure of the source term present in the reaction progress transport equation is obtained using a turbulent flame speed closure (TFC) combustion model. This gives the following relation for the reaction source term (Poinsot, 2005):

\[
\tilde{\omega}_k = \bar{\rho}_u S_f |\nabla \tilde{b}| = \bar{\rho}_u S_L |\nabla \tilde{b}|
\]

(18)

The ratio between the turbulent and laminar flame speed, or wrinkling factor, is determined from the Bradley correlation (Beck, 2010) which gives the following relation for the wrinkling factor, \(\Sigma\), where \(A\) is a constant (Bradley, 1992):

\[
\Sigma = 1 + \frac{(0.95A)}{Le} \left( \text{Re}_f \text{Pr} \right)^{0.5}
\]

(19)
For this study, the constant $A$ was taken as 0.5 for the head end flame, while a value of 0.3 was applied for the JICF flame. Studies have shown that for co-flow methane/air jet flames it is recommended to use a value between 0.25 and 0.5 (Govert, 2011). The sensitivity of the simulation results to this constant was investigated and is detailed below.

**Implementation of strain and heat loss models**

Recent extensions to turbulent flame speed type combustion models have included additional factors in the equation for the reaction rate that account for strain and heat loss effects on the laminar flame speed. A model developed by Tay et al (Tay, 2009) was implemented into the current combustion model to allow for the investigation of strain and heat loss effects in the simulations. The model provides improvement to the calculation of the reaction rate in regions of large strain and regions close to non-adiabatic walls where heat loss can increase the sensitivity of the flame to strain.

An effective strain rate is defined as the ratio of the strained laminar flame speed to the unstrained laminar flame speed. This parameter is a 3D field that is calculated during simulation run time, and varies from 0 (fully quenched) to 1 (unstrained). The strain rate is applied to the equation for the reaction rate, as shown below, where $\rho_u$ is the density of the unburnt gas, $S_{L0}$ is the unstrained laminar flame speed, $\Sigma$ is the stretch factor (ratio of turbulent to laminar flame speed), $\sigma$ is the effective strain rate, and $b$ is the reaction progress variable.

$$\dot{\omega}_b = \rho_u S_{L0} \Sigma \sigma |\nabla b|$$

(20)

As is evident from this relation, the effective strain rate, shown below, has a direct impact on the reaction rate.
\[
\sigma = \frac{S_L}{S_L^0} = \exp(- KaMa - Ka\chi)
\]

(21)

where the Karlovitz number, \(Ka\), represents the non-dimensional strain,

\[
Ka = \frac{\alpha \kappa}{S_L^0}
\]

(22)

and \(Ma\) and \(\chi\) represent the Markstein number and a heat loss parameter, respectively. A common procedure used to determine the Markstein number is to run counter-flow flame simulations, using a 1D kinetics tool such as Cantera, to obtain data for the strained laminar flame speed as a function of strain. The Markstein number in the model is then tuned to obtain the best fit between the model curve and the Cantera data (Doost, 2013; Krediet, 2012). Applying this method to the high pressure and preheat temperature conditions present in this study resulted in a fitted Markstein number of approximately 0.1, as shown below in Figure 24.
Figure 24: Cantera 1D counterflow data without heat loss (beta=1.0) and with heat loss (beta=0.92), compared to Tay’s model (Tay, 2009) with fitted Markstein number.

Because the combustion model source term is a direct function of the gradient of reaction progress variable, it was found that the reaction rate is over predicted in the region immediately after JICF injection where the gradient of reaction progress is very high. This is a known drawback of using a simplified combustion model that includes a limited amount of kinetics in the model. It should be noted, however, that this region immediately after injection is also a high strain region, resulting in a reduction of the reaction rate in this region when the strain model is applied, assuming that the Markstein number is high enough.

The heat loss parameter, $\chi$, is defined by Tay as,

$$
\chi = \left[ \frac{Ze}{2} \left( 1 - \frac{\beta}{\beta^3} \right) \right]
$$

(23)

where the Zeldovich number, $Ze$, is defined as,
\[
Z e = \left( \frac{E_a}{2RT_{ad}} \right) (T_{ad} - T_{unburn})
\]

(24)

with \(E_a\) and \(R\) representing the activation energy and the universal gas constant, respectively. The heat loss coefficient, \(\beta\), is defined as:

\[
\beta = \frac{(T_{product} - T_{unburn})}{(T_{adiabatic} - T_{unburn})} \approx 1 - \frac{(h_{product} - h_{unburn})}{H_f Y_f}
\]

(25)

This heat loss parameter is calculated as a full three-dimensional field during run time.

While the strain and heat loss model discussed above includes a term to account for heat loss in the strained laminar flame speed, it does not account for heat loss in the unstrained laminar flame speed. To determine the effect of heat loss on the unstrained laminar flame speed, multiple premixed 1D flame simulations were run using Cantera and the GRI3.0 mechanism over a range of equivalence ratios and heat loss parameters, at a pressure of 8 bars. The unstrained laminar flame speeds from these calculations were normalized by their corresponding adiabatic unstrained laminar flame speeds and plotted against the heat loss coefficient, \(\beta\), defined above in Equation (25). The results from these calculations are shown in Figure 25, along with an exponential curve fit of the data.
Figure 25: Normalized unstrained laminar flame speed as a function of the heat loss coefficient, taken from 1D premixed flame simulations run using Cantera and the GRI3.0 mechanism at 8bar.

From the 1D premixed flame data, it is evident that even small percentages of heat loss (or an enthalpy reduction from adiabatic conditions) can result in a significant reduction in the unstrained laminar flame speed. In the particular JICF setup investigated in this study, a sufficient amount of heat loss is expected through the walls of the combustor between the head end flame and the JICF flame that could play an important role in the behavior of the JICF reaction.

Several simulations were run to investigate this effect on the JICF flame by implementing the exponential curve fit shown in Figure 25 into the equation for the reaction rate source term, similar to the approach used by Tay et al (Tay, 2009). This resulted in an additional factor that was equal to one when no heat loss was present, but decreased exponentially for values of $\beta$ less than one. This expression was defined as
\[
\frac{S_{L,\text{adiab}}^0}{S_{L,\text{adiab}}^0} = a_1 \exp(a_2 \beta)
\]  

(26)

where \(a_1\) and \(a_2\) are constants, defined from the curve fit as 0.0016 and 6.4339, respectively.

The addition of both the strain and heat loss models results in a final expanded expression for the reaction rate, or source term in the combustion model:

\[
\dot{\omega}_r = \rho_e S_{L,\text{adiab}}^0 \left( \frac{S_{L,\text{adiab}}^0}{S_{L,\text{adiab}}^0} \frac{S_L^0}{S_L^0} |\nabla b| \right)
\]

(27)

The unstrained, adiabatic laminar flamespeed required by the reaction rate source term equation is assumed to be only a function of equivalence ratio for the preheat temperature and pressure of each case run in this study. For a given simulation, the laminar flame speed is tabulated based on these conditions of the methane/air flame using a Cantera based network reactor modeling tool.

Table 2 summarizes the various flame speeds used in Equation (27), as well as the correlations used for each of the flame speed ratios.
Table 2: Summary of flame speeds used in expanded expression for the reaction rate

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Expression</th>
<th>Source</th>
<th>Validity Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{L,adiab}^0$</td>
<td>Unstrained, adiabatic laminar flame speed</td>
<td>NA</td>
<td>1D premix flame (Cantera, GRI 3.0)</td>
<td>GRI3.0 mechanism developed using data at 1-19.7 atm, 300-400K</td>
</tr>
<tr>
<td>$\frac{S_{L,adiab}^0}{S_{L,adiab}^0}$</td>
<td>Ratio of unstrained diabatic to unstrained adiabatic laminar flame speed</td>
<td>$a_1 \exp(a_2 \beta)$</td>
<td>Current study</td>
<td>Correlation developed using data at 8bar, 468-786K</td>
</tr>
<tr>
<td>$\frac{S_T}{S_L}$</td>
<td>Ratio of turbulent to strained laminar flame speed</td>
<td>$1 + \frac{0.95A}{Le} (Re_T Pr)^{0.5}$</td>
<td>(Bradley, 1992)</td>
<td>Correlation developed using data at 0.1-1 atm, 290-583K</td>
</tr>
<tr>
<td>$\frac{S_L}{S_{L,adiab}^0}$</td>
<td>Ratio of strained to unstrained diabatic laminar flame speed</td>
<td>$\exp(-KaMa - Ka\gamma)$</td>
<td>(Tay, 2013)</td>
<td>Correlation developed using data at 1 atm, 293K</td>
</tr>
</tbody>
</table>

**Numerical Procedure**

The seven transport equations shown above are discretized in time and space and then solved using the PISO algorithm, as mentioned above. Various temporal and spatial discretization schemes were applied to determine their effect on the simulation results, however, the selected discretization schemes included a Crank-Nicholson scheme for the temporal derivatives and linear Gaussian scheme for the spatial derivatives. Further details on the discretization scheme investigations are provided in Appendix A.

The PISO algorithm is a semi-implicit method that first solves the momentum equations to obtain a velocity field. Next, the transport equations for mixture fraction, reaction progress variable, enthalpy, and pressure are solved within the PISO loop. Each equation is solved
sequentially, but multiple times within one time step, until the desired convergence is achieved.

Figure 26 shows a schematic of the PISO algorithm as it is utilized in a finite volume code.

![Figure 26: Schematic of the PISO algorithm in a Finite Volume Code](image)

The time step for the simulations is based on the Courant number \((Co)\) as well as the Courant-Frederich Lewis number \((CFL)\). The Courant number is given by Equation (28) and is based on the convective velocity, while the CFL number is given by Equation (29) and is based on the speed of sound. For a stable numerical solution using the PISO algorithm, the \(Co\) number must be less than 0.3. Although the value of the CFL number is not restricted when using the PISO algorithm, it has been found to have an effect on the dissipation of acoustic waves (Krediet, 2012). As a result, the CFL number must be chosen based on the frequency range of the instabilities that are to be resolved.

\[
Co = \frac{|u|\Delta t}{\Delta x}
\]  

(28)
\[ CFL = \frac{(|u| + c) \Delta t}{\Delta x} \]  

(29)

**Computational resources**

Parallel processing was performed on up to 296 processors at the Stokes High Performance Computing Center located at the University of Central Florida (Stokes, 2014). Run times vary from approximately 0.2 to 1.5 seconds per iteration, depending on the number of processors used as well as the domain being solved. As of May 2014, the Stokes computing center contains 3450 processors that are interconnected using QDR (40GB/s) and DDR (20GB/s) Infiniband interconnection. The system contains over 7.5 TB of RAM and over 144 TB of configured storage space. For more information on the UCF Stokes Computing Center, see reference (Stokes, 2014).

**Computational domain and meshing**

One of the objectives of the LES modeling for this project is to obtain simulations that are self-excited, allowing for direct validation with the experimental rig which was designed to exhibit specific self-excited combustion instabilities. In order to achieve this goal, it is necessary to include the entire experimental combustor geometry in the computational domain to ensure that physically accurate boundary conditions can be implemented into the model. These boundary conditions must correctly represent both the acoustic and hydrodynamic boundaries that are seen in the experimental rig. Figure 4, shown previously, shows a schematic of the experimental rig.

The computational domain includes the entire combustor geometry, from the inlet choke plate through the exit nozzle. As will be discussed in detail below, it was also necessary to add
an expansion section to the computational exit nozzle, which is not present in the experimental rig. This ensured that the flow in the throat of the nozzle remained choked, representing the choked acoustic boundary condition found in the experimental rig.

The flow parameters of the baseline head end simulation are matched as closely as possible to one of the experimental runs to allow for direct validation. The head end experimental run chosen for comparison was test E-0-2-x, as labeled by Purdue University. This test was run during the June 2009 test campaign and used pure methane gas as the fuel. An equivalence ratio of 0.62 was achieved and the total mass flow rate of premixed fuel and air was approximately 0.4 kg/s. Based on these testing parameters, the mass flow rate of the premixed fuel and air in the simulation is set to 0.4 kg/s and the thermodynamic properties are determined for a methane/air mixture at an equivalence ratio of 0.62. Similar head end conditions were used for the JICF cases, however, the specific details of these cases will be given in the corresponding results section.

The meshing of the computational domain is performed using snappyHexMesh (SGI, 2011), an unstructured, hex dominant meshing tool that is a part of the OpenFOAM package. Refinement regions are included at critical locations such as the dump plane, the JICF injection region, the exit nozzle, and the wall boundaries.

The first step in the meshing process was to create a CAD model with dimensions that corresponded to the experimental rig. This was done using the Pro Engineer software where an STL file is generated that is required by the snappyHexMesh utility. The baseline CAD drawing is shown in Figure 27, detailing the dimensions that correspond to the experimental rig.
Additional geometries that include the reacting JICF will be given in the corresponding results section.

Based on procedures in the literature and industry, baseline refinement levels are chosen within the snappy utility such that the inlet of the domain includes 18 cells per inlet height, the dump plane includes 36 cells per chamber height, and the exit nozzle included 14 cells per exit diameter. A mesh refinement study was conducted to determine the effects of mesh resolution on the results of the simulation. The details of the study are included in the Appendix A, however, it was concluded that for the objectives of this work, the baseline mesh resolution described here was sufficient for the majority of the simulations. Note that further refinement was added in the JICF region for the simulations that included the reacting jet in cross flow, typically ensuring that the diameter of the incoming jet included approximately 30 cells.

Originally, three to five cell layers were added at the wall boundaries such that each cells thickness increased uniformly from the wall by 20-30% until the original cell size was reached. The goal was to ensure that the $y+$ values were typically between 30 and 100 (Versteeg, 1995), however, due to deficiencies in the meshing tool, this wall refinement resulted in several skewed cells throughout the mesh that would not allow 2nd order discretization schemes. Consequently, no wall refinement was used in the final meshes. The effect of the inlet mesh on the head end
flame was investigated and details are provided in Appendix A. Since no additional refinement near the walls was included, the $y+$ values near the wall were typically larger than 30. As a result, the near wall profile assumed a curve fit of the log law profile in the wall region. Because the objectives of this project do not require detailed results in the boundary layer region, it was concluded that removing wall refinement would not negatively impact the validity of the solutions found in this study. This assumption also agrees with similar studies found in the literature (Roux, 2005). It should be noted however, that in cases where it is proposed that the shear layer of an anchored flame or a jet in cross flow can contribute to the mechanisms of combustion instability, it is important to include enough boundary layer refinement to sufficiently capture the shear layer. Although no specific boundary layer refinement was included in the simulations run in this study, it was found that the baseline mesh was refined enough to generate the known instabilities in the chamber, and thus further boundary layer refinement was not used.

Figure 28 shows the entire mesh of the head end only model. Figure 29 and Figure 30 show the mesh in the region of the dump plane and the exit nozzle, respectively. Figure 31 shows the mesh detail around the JICF region.
Figure 28: Entire mesh for head end only model (flow in z direction)

Figure 29: Mesh refinement at the dump plane (flow in z direction)
Figure 30: Mesh at the exit nozzle (flow in z direction)

Figure 31: Mesh at JICF region (cross flow in z direction, jet flow in negative y direction)
OpenFOAM’s checkMesh utility was run on all of the meshes used in this project to ensure that important parameters such as the skewness and non-orthogonality of the mesh are not outside the desired limits. The max skewness was kept below 3 while the max non-orthogonality was kept below 65 degrees. Note, however, that the average non-orthogonality was as low as 1.5 degrees throughout the mesh. Cell counts for the meshes were typically between 1.8 and 4.7 million cells with the actual cell lengths ranging from approximately 0.5 to 1.8 mm.

**Boundary Conditions**

**Head End and JICF Inlets**

In the experimental rig, premixed, preheated air and fuel pass through a choke plate before entering the head end injector tube. This choke plate consists of nine 4.5 mm diameter holes that the mixture is forced through, ensuring that a clean acoustic boundary condition is achieved at the inlet of the rig. To avoid the computational expense of meshing the small features of the inlet choke plate, the inlet boundary condition for the computational domain was imposed on an inlet section area similar to the combined area of the nine choke plate holes. The inlet area in the computational domain had to be slightly increased to avoid choking at the inlet that resulted in numerical instability due to supersonic jet flow. The inlet area jumped to the actual injector tube dimensions a few cells downstream of the inlet. A similar setup was applied to the air line that supplied the flow to the JICF plenum and the same approach was used to model this boundary in the computational domain. The only difference is that the JICF inlet only consisted of preheated air, as the fuel was introduced through a specially designed nozzle downstream of the JICF plenum. The JICF fuel in the simulations was not applied as a boundary condition, but was modeled as a source term, described in the corresponding results section.
The hydrodynamic inlet boundaries of the experiment consist of a constant specified mass flow rate of air or premixed air and fuel entering at constant preheat temperatures. This is represented in the simulation by specifying a constant mass flow rate at the inlets as well as a constant total temperature. The gradient of pressure at the inlet of the computational domain is set to zero. The acoustic inlet boundary condition of the experiment is choked, due to the orifice holes of the injector plate. By specifying a constant mass flow rate and total temperature at the inlet of the computational domain, an acoustically choked condition is approximated, as no mass flow fluctuations are present at the inlet of the domain. This setup for the inlet boundary condition has also been successfully used in similar studies (Smith, 2006). It was unnecessary to specify any turbulence boundary condition at the inlet as it was assumed that any turbulent kinetic energy resulting from the choke holes in the experiment would be dissipated by the time the flow reached the dump plane or passed through the JICF plenum. This assumption was based on the relatively long injector tube (1.4 m) and the path through the JICF plenum. Any potential random fluctuations and unphysical acoustic waves were also avoided by not specifying turbulence at the inlet.

It was found that the constant mass flow and total temperature inlet boundary condition did not provide as high a reflection coefficient as would be expected for a theoretical choked inlet. The impact of this boundary condition on the acoustics within the simulation is detailed in Appendix A. Because the actual values of the limit cycle amplitude are not expected to be accurately predicted, the additional acoustic losses at the inlets of the domain are acceptable, given the objectives of these simulations. It must be understood, however, that these unphysical losses are present.
The experimental rig consists of a short nozzle exiting to atmospheric conditions, with no expansion downstream of the choke point. Due to non-uniformities in the flow at this exit plane, however, it is not feasible to apply a boundary condition at the exit of the throat in the computational domain. Instead, a small expansion section was added to the nozzle, causing the flow to become supersonic after it chokes at the throat. For an arbitrary exit to throat area ratio, if the pressure at the exit of the expansion section is permitted to be low enough, the flow will exit from the converging-diverging nozzle with no internal shock waves. OpenFOAM’s waveTransmissive boundary condition was applied at the exit of the nozzle for the pressure, while the velocity and temperature boundary conditions were set to a gradient of zero. The waveTransmissive boundary condition utilizes an eigenvalue analysis to separate out decoupled waves. Based on the speed of the wave at the boundary, determined by summing the component of the velocity normal to the boundary and the speed of sound, the waveTransmissive function then determines whether to use an upwind method at the boundary or to specify an appropriate condition based on the parameters given by the user (shown in Table 3). Note that the variables \( l_{\text{Inf}} \) and \( \text{fieldInf} \) represent a measure of how far away the far field condition should be and the value of the pressure at this far field location, respectively (MediaWiki, 2011). This allows any pressure waves that pass through the throat to exit the domain, while still partially imposing a pressure low enough to ensure that the flow remains choked at the throat.

The hydrodynamic exit boundary condition of the experiment is governed by the diameter of the throat. The throat diameter in the computational domain identically matched with that of the
experiment to ensure that the same chamber pressure would be achieved in the simulation. This throat diameter was designed to choke the flow, providing an acoustically choked exit boundary condition in the experiment. The acoustic exit boundary for the simulation is also choked, as long as the back pressure at the exit nozzle is low enough to allow the flow to become supersonic through the exit of the computational domain.

Although both the inlet and exit boundaries were theoretically choked, corresponding to the experimental rig, it was unknown how the boundaries would actually reflect acoustic waves, given the numerical errors that can arise in the simulations. A detailed study was performed to quantify the acoustic properties of the inlet and exit boundary conditions to determine the effect of the numerical procedures on the boundaries. It was found that the choked exit nozzle behaved closely to what would be expected from theory, reflecting approximately 90% of acoustic waves over all frequencies. The constant mass flow inlet, however, only reflected approximately 60% of the acoustic waves for all frequencies. This is a limitation of the numerical procedures used in this study and could not be corrected within the scope of this project. However, it is understood that this effectively can add artificial damping of the acoustic waves in the simulation and must be considered when analyzing the results. Further details of this boundary condition study are shown in Appendix A.

**Walls**

The air in the experiment is preheated to 400-450°C before it enters the injector tube and JICF air supply line. Once the air is preheated, it is run through the rig for several hours, with nitrogen purging the fuel lines, until all of the chamber walls have reached a steady state temperature equal to the preheat temperature. Fuel is then added and, after ignition, the reaction
occurs for approximately 12-14 seconds while data is being taken. For the purpose of these simulations, it is assumed that the walls remain at the preheat temperature due to this short run time. In reality, the inside wall temperature would certainly rise upon ignition, resulting in a slightly decreasing amount of heat loss through the walls of the chamber. Using simple heat transfer calculations, it can be shown that this effect was negligible for the purposes of these simulations, and thus, all of the walls of the computational domain were set to a fixed value equal to the preheat temperature. This is an approximation that will result in slightly lower than actual chamber temperatures and it may be beneficial in a future work to run a comparative simulation with adiabatic walls. This would provide an upper limit to the solution and would demonstrate how much of an effect the heat loss has on the results of the simulations. The pressure boundary condition at the walls is set to a gradient of zero, representing an acoustically perfectly reflecting wall, while the velocity is set to a no slip condition.

Monitor Points and Outputs

Monitor points (MP) are placed at locations corresponding to the pressure taps in the experimental rig. This allows for direct comparison between the pressure signals from the simulations and the experiment. At each axial pressure tap location one monitor point was placed adjacent to the wall and one was placed along the center line of the combustor. An additional monitor point was also placed in the center of the throat, at the center of the JICF exit, and inside the JICF manifold (for the JICF simulations). A sketch of the monitor point locations throughout the baseline computational domain is shown in Figure 32. The probes are labeled in the figure according to the nomenclature used in the experiment. Note that PT-TA-07 and PT-TA-08 were swapped in the experimental tests, depending on the rig configuration. For the head end only
runs, Figure 32 shows the correct locations, while they were swapped for the JICF runs discussed in this study.

![Figure 32: Monitor point locations in chamber (baseline)](image)

Pressure, temperature, heat release, mixture fraction, and x, y, and z components of velocity were output at every timestep, or approximately every 0.1-0.3 microseconds. This provides an upper frequency limit above 1.5 MHz, which is significantly higher than the desired upper frequency limit of less than 1000 Hz. Full data sets of all variables were also output every millisecond, providing a 500 Hz upper frequency limit for any additional data, as determined from the Nyquist criterion. Once a stationary solution was achieved for a given simulation, approximately 0.3 seconds of simulation time was solved, corresponding to nearly five flow-through times through the computational domain. This gives a lower frequency limit of approximately 3 Hz. Table 3 summarizes the boundary conditions (using OpenFOAM v1.7.x syntax) and outputs of the simulations used in this project.
Table 3: Summary of Boundary Conditions for OpenFOAM Simulations

<table>
<thead>
<tr>
<th></th>
<th>Pressure</th>
<th>Temperature</th>
<th>Velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet</td>
<td>zeroGradient</td>
<td>totalTemperature</td>
<td>flowRateInletVelocity</td>
</tr>
<tr>
<td>Exit</td>
<td>waveTransmissive</td>
<td>zeroGradient</td>
<td>zeroGradient</td>
</tr>
<tr>
<td>Walls</td>
<td>zeroGradient</td>
<td>fixedValue</td>
<td>fixedValue</td>
</tr>
<tr>
<td>MP locations</td>
<td>Axial locations correspond to rig pressure taps (1 centered, 1 at wall); additional MP located at center of throat, JICF exit, and manifold</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Intervals</td>
<td>p, U, T, ft, omegaLoc at every time step; full data set every 0.001 seconds</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Validation with experimental results**

Each of the simulations run in this study were chosen to correspond with experimental tests run at Purdue University. This allowed for a direct comparison between numerical and experimental results, providing the necessary data for validating the modeling methods and setup. Because no optical measurements were taken from the head end only cases, the validation for these simulations will be done using the pressure measurements and corresponding spectral analysis. Pressure probes for each simulation are located as close as possible to the locations of pressure transducers in the experimental rig for the corresponding test. Key parameters that will be validated with experimental results include the mean chamber pressure as well as the amplitude and dominant frequencies of the pressure oscillations in the chamber. 1D mode shapes of the pressure waves through chamber can also be determined from the pressure probes for each of the dominant modes. Further confirmation of these modes shapes was done using the full pressure field and a Discrete Fourier Transform, providing 3D pressure mode shapes throughout the computational domain. These mode shapes were compared with similar results from the pressure transducers in the experiment. Accurately capturing all of these parameters within
reasonable accuracy will serve to confirm that the general physics of the flow, as well as the thermoacoustics of the problem, are properly determined from the simulations.

The JICF simulations require an additional set of validation methods, as optical measurements are taken of the reacting jet in the region of injection. Qualitative comparison can be made between the LES results and the images of filtered combustion light; however, line-of-sight effects and the lack of radical species in the simulations will prevent any quantitative comparison between the data. These qualitative comparisons will provide a method of validation for the length, shape, and location of the jet flame that will help to validate the combustion model used in the simulations and determine any limitations of the model.

One of the most important validation techniques, however, is to compare the stability trends observed in the experiments and the simulations. As with any self-excited LES, it is important to observe stability trends in the simulation, and not necessarily quantitative values of the limit cycle amplitudes. This important concept is demonstrated by the sketch shown below in Figure 33, which plots the energy gains and losses versus limit cycle amplitude for two different systems.
Figure 33: Representative plot showing the energy gains and losses in a system versus the limit cycle amplitude

By observing the representative systems in Figure 33, it is apparent that the same limit cycle amplitude can be reached by two systems that have completely different levels of damping and gain. In a self-excited simulation, there are many sources of both losses and gains that cannot be quantitatively analyzed, some that are physical (such as viscous effects) and some which are not physical (such as numerical damping or boundary losses). Because the relation between the gains and losses is what determines the limit cycle amplitude of the system, it is possible to have completely arbitrary levels of damping and gain in a given simulation that are physically unrealistic, but still predict a limit cycle amplitude that matches with experimental data. Or, it is possible to correctly predict the gain in a given system, but due to numerical losses, be unable to match the limit cycle amplitude from experimental data. Because of this difficulty with any numerical simulation, it is important for self-excited LES to be able to predict trends, such as modeling both a stable and unstable point and matching the trends between these two points.
Because the main objective of this study is to identify a mechanism of instability for the reacting JICF, this proposed mechanism must be shown to accurately replicate the stability trends seen in the experiments. This will be done by comparing the relative amplitudes of the unstable modes of interest between stable and unstable cases, as well as by quantifying the phases between the pressure, velocity, and heat release in the JICF region.

*Selection of Validation Cases from Experiment*

Because predicting stability trends is a critical aspect of this study, it is ideal to identify a two or three point stability trend from experimental results that can be replicated by the simulations and modeling, either by a change in operating conditions or a change in the JICF geometry. During experimental testing, a three point stability trend was identified between the baseline head end only configuration and two JICF configurations.

The reference design, or baseline configuration for this study, included a head end only test run at the baseline operating conditions of the Purdue experimental studies. The baseline head end experimental run chosen for comparison was test E-0-2-x, as labeled by Purdue University, corresponding to data files 160006 and 160541. This test was run during the June 2009 test campaign and used pure methane gas as the fuel, with an equivalence ratio of 0.62. The total mass flow rate of premixed fuel and air was approximately 0.4 kg/s. Based on these testing parameters, the mass flow rate of the premixed fuel and air in the simulation was set to 0.4 kg/s and the thermodynamic properties were determined for a methane/air mixture at an equivalence ratio of 0.62, a preheat temperature of 768 Kelvin, and a pressure of 8 bars. Using the GRI3.0 mechanism, implemented into a network reactor modeling tool, the laminar flame speed at these conditions was calculated to be 0.531 m/s. The key flow conditions for the baseline head end
only simulations are summarized below in Table 6. Note that the target adiabatic flame temperature for the JICF cases is the same as that of the head end reaction, resulting in a temperature rise between the head end and reacting JICF very close to zero.

Table 4: Flow conditions for head end only reference design, taken from experiment.

<table>
<thead>
<tr>
<th></th>
<th>$m_{total}$</th>
<th>$\varphi$</th>
<th>$T_{ox}$</th>
<th>$S_{L,0}$</th>
<th>$P$</th>
<th>$P'/2\pi/pBar$</th>
<th>$T_{adiab}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline head end simulations</td>
<td>0.4 kg/s</td>
<td>0.62 (methane/air)</td>
<td>768 K</td>
<td>0.531 m/s</td>
<td>8 bars</td>
<td>0.0130</td>
<td>2050 K</td>
</tr>
</tbody>
</table>

Figure 27 shows the baseline head end configuration modeled in this study, including critical dimensions. Note that the expansion section after the throat of the exit nozzle is added to the computational domain and is not included in the experimental rig. This is necessary to maintain choked conditions at the throat and ensure a numerically stable specification of the exit boundary condition.

Figure 34: Dimensions of baseline HE only geometry, inlet and outlet are choked (moderately unstable).

The two additional geometries that were considered in this study were known from experiment to provide this clear, three point stability trend (including the reference design). The geometrical difference between the reference design and the additional configurations was the
addition of the JICF geometry. The only geometrical difference between the JICF1 and JICF2 configuration was the location of the choke point in the air supply line to the JICF manifold. This choke point, achieved by a choke plate in the actual test rig, defines the location of the acoustic boundary and thus the inlet of the computational domain. This alters the acoustic impedance of the JICF configuration, and results in a significant change to the overall stability of the system, as will be shown below. The critical dimensions of these additional geometries are shown below in Figure 35 and Figure 36, referred to as JICF1 and JICF2, respectively.

Figure 35: Dimensions of JICF1 geometry, inlets and outlet are choked (very unstable).
Figure 36: Dimensions of JICF2 geometry, inlets and outlet are choked (stable).

The dynamic pressure spectra for each of these cases are shown below in Figure 37, taken from dynamic pressure measurements near the exit of the combustor (pressure anti-node). Note that there is a slight frequency shift for the mode in the JICF1 case due to the three-dimensional behavior of the mode shape in the JICF geometry, however, the unstable mode is still the 2nd longitudinal mode of the dump combustor.
Figure 37: Dynamic pressure spectra from experimental pressure measurements for the three cases investigated in this study.

This three point stability trend is summarized below in Table 5, showing results from the experimental rig.
Table 5: Summary of 3-point stability trend from experimental results, used to validate the acoustic modeling techniques described in this study. Dynamic pressure measured near the exit of the combustor (pressure anti-node).

<table>
<thead>
<tr>
<th>Nomenclature</th>
<th>Cross section</th>
<th>$P'_2/p\text{Bar}$</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>HE only</td>
<td></td>
<td>0.0130</td>
<td>Moderately unstable</td>
</tr>
<tr>
<td>JICF1</td>
<td></td>
<td>0.0432</td>
<td>Very unstable</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0112</td>
<td>Moderately unstable (JICF reaction off)</td>
</tr>
<tr>
<td>JICF2</td>
<td></td>
<td>0.0020</td>
<td>Stable</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0044</td>
<td>Stable (JICF reaction off)</td>
</tr>
</tbody>
</table>

In the simulation results, a direct comparison could not be included with the HE only simulation, as the JICF domains resulted in a much higher level of acoustic boundary losses than the HE only domain (discussed in Appendix A). Thus, for the sake of the JICF validation, only the JICF1 and JICF2 configurations were used, as these domains were characterized by very similar levels of acoustic boundary losses and could be compared directly with each other. The significant change observed in the stability of the HE only geometry compared to the JICF1 and JICF2 geometries occurred over a wide range of HE equivalence ratios and JICF equivalence ratios. These data points are plotted in Figure 38. The three points selected to define the stability trend used in this study were chosen at the nominal conditions where the HE and JICF equivalence ratios were approximately equal, near 0.62.
Figure 38: Normalized pressure amplitude measured from experiment for HE only, JICF1, and JICF 2 configurations at varying HE equivalence ratios. Note that the JICF points include additional variation in the jet equivalence ratio.

The test procedure for the experimental rig typically included a period of HE only reaction where the JICF fuel line was purged with nitrogen, allowing for a direct comparison between the JICF geometry with and without reaction. This test procedure is demonstrated in the following plot of the dynamic pressure measurement from one of the sensors during a complete test cycle.
Figure 39: Dynamic pressure trace over one complete test cycle

From approximately 0-4 seconds, preheated air is flowing through the head end and JICF with nitrogen purge in place of the fuel. Just before 4 seconds, the nitrogen to the HE is replaced with fuel and the HE flame is ignited. The rig is run for just under 2 seconds before the JICF nitrogen purge is replaced by fuel and the JICF spontaneously ignites. After approximately 4 seconds of JICF reaction, the JICF fuel is switched back to nitrogen purge and another 3-4 seconds of data is taken. Finally, the HE fuel is replaced with nitrogen to end the HE reaction and complete the test sequence. This procedure provides a direct comparison between operation with and without the JICF reaction, with data taken from the two regions highlighted in Figure 39.

It was found that the strong driving of the chamber mode from the JICF1 configuration was a direct result of the JICF reaction, as adding inert purge flow (nitrogen) in place of the
reacting mixture did not have any noticeable effect of the baseline instability from the head end flame. This is demonstrated in Figure 40, which shows pressure spectrum taken from the transducer measurements during JICF1 fired operation compared to JICF1 purge operation. A spectrum from the corresponding transducer during HE only operation is included to provide a reference of the level of the instability during HE only operation (no JICF geometry installed).

Figure 40: Pressure spectrum comparing JICF1 fired operation to purge operation. Spectrum from HE only operation (no JICF geometry) included for reference.

This figure makes it clear that the strong driving of the first dominant chamber mode is a direct result of the JICF reaction and not simply a phenomenon of the JICF geometry. This suggests that a positive feedback mechanism between the JICF heat release and chamber pressure is present, as required by Rayleigh’s Criterion to drive a given mode. If the components of this feedback mechanism can be understood and quantified, a design could theoretically be
achieved that provides a negative feedback between the JICF heat release and chamber pressure and damps a mode that would otherwise be driven by the HE flame. Identifying and modeling this mechanism is one of the key objectives of this study, as listed above in Table 1. Part of this analysis is based on experimental results with additional analysis based on the simulation data. The proposed mechanism is then verified using reduced order acoustic modeling techniques.

**Comparison to Thermoacoustic Modeling**

**3D Thermoacoustic Solver**

Thermoacoustic modeling was performed using a three-dimensional acoustic modeling tool implemented into OpenFOAM to identify if the trends observed in the experimental data and numerical simulations could be predicted using a reduced order tool. The successful use of this tool could potentially allow for parametric studies on full geometries, without the expense of LES. The tool used in this study, referred to as TA3D, solves the linearized Euler equations on arbitrary three-dimensional meshes where linear and non-linear heat release models can be applied to account for the interaction between acoustics and heat release (Johnson, 2013). Mean fields taken from the LES simulations, which utilized a hex-dominant mesh of approximately 2.54 million cells, were interpolated onto purely hexahedral acoustic meshes of approximately 180,000 cells that were developed of the JICF1 and JICF2 geometries investigated in this study. TA3D solves for the pressure and velocity fluctuations throughout the domain, as well as the contributing effect of a modeled heat release “field” through the implementation of various heat release models.

The heat release modeling is the key parameter to successful predictions using TA3D. The generic form of the heat release modeling in TA3D is given as
where $q$ represents the unsteady heat release, $n$ represents the gain, $R$ is the receiver field (0 or 1), $\phi_s$ is the sender-field averaged acoustic quantify (such as pressure or velocity), and the bar and prime accents represent the mean and fluctuating components, respectively. The sender and receiver regions are specified based on the proposed origination of acoustic instabilities (sender regions) and resultant location of heat release perturbations (receiver regions). Separate sender and receiver regions can be defined for each heat release model implemented into the TA3D simulation. It is evident from Equation (30) that if the receiver field encloses the mean heat release profile (as is always the case in this study), the resultant heat release fluctuation will only occur at the cells where the mean heat release field is non-zero. The calculated unsteady heat release from the model is then applied as the source term in the energy equation in TA3D’s governing equations. For more details on the background and approach of TA3D, refer to Johnson (Johnson, 2013). Details on the heat release models developed for this study, including the proposed sender and receiver regions, will be given in the corresponding results section.

**Generalized Instability Model**

An additional component of this study included the development and analysis of an instability model directly based off of the experimental and numerical setups. This instability model was created using the Generalized Instability Model (GIM), a low-order acoustic modeling tool developed in cooperation with Purdue University, InSpace LLC, and Siemens Energy, Inc. (Portillo, 2007). GIM allows models to be created using geometric properties and flow effects along with unsteady heat response functions to parametrically study the
thermoacoustic stability of a given system. GIM solves an unsteady, inhomogeneous wave equation for the acoustic pressure perturbation, $p'$, of the gas phase inside a combustion chamber:

$$
\nabla^2 p' - \frac{1}{c^2} \frac{\partial^2 p'}{\partial t^2} = h
$$

(31)

with wall boundary conditions:

$$
\hat{n} \cdot \nabla p' = -f
$$

(32)

where $c$ is the sonic velocity, $n$ is the unit normal vector, and $h$ and $f$ are inhomogeneous terms that include all other effects, among them the unsteady combustion processes, damping mechanisms, mean flow variations, and nonlinear effects such as higher order acoustics, mean flow, and acoustic interactions.

For the solution of the pressure wave equation, a modified Galerkin method is used that splits the perturbation variables into temporal and spatial modes (Portillo, 2006). This approach decouples the wave equation into two ordinary differential equations, one dependent only on the spatial coordinate and one dependent on time. The forcing due to unsteadiness in the combustion process can be added as a forcing term in the temporal differential equation, along with boundary conditions and other forcing terms.

In deriving the equations used in GIM, it is assumed that the acoustic fluctuations are linear. This is a valid assumption for acoustic pressures that are small compared to the mean pressure, as is the case for many of the applications that can utilize GIM. For more detailed
derivations of the equations used by GIM for the calculation of cylindrical geometries, refer to Portillo et al (Portillo, 2007).

The boundary conditions for the GIM model were specified as closed, to correspond as closely as possible to the acoustically choked inlet and exit boundary conditions found in the experiment and the simulations.

An analytical model was developed that included the geometric features of the experimental rig, including the length and area, as well as the flow properties such as temperature, pressure, and specific heat ratio. The acoustic mode shapes and frequencies of each dominant mode were determined and compared with the experimental results. Figure 41 shows a representative plot of the 2\textsuperscript{nd} and 4\textsuperscript{th} longitudinal mode shapes determined from a preliminary analytical model. Note that several solutions are shown to represent how the pressure modes oscillate as a function of time. The bold lines represent the axial locations of the dump plane and JICF injection.
An unsteady heat release model was developed and implemented into the analytical model, based on the mechanism of instability proposed from experimental and numerical results. This heat release model allowed for a linear stability analysis of the dominant modes and included terms that represent the unsteady heat release that occurs at the reacting JICF. The total heat release that is implemented into the model was determined from the heating value and mass flow rate of the fuel. The fuel mass flow rate is calculated from the equivalence ratio and the known air mass flow rate. Equation (33) gives the relationship between the total heat release and the equivalence ratio.
\[ \bar{Q} = H_{fuel} \dot{m}_{air} \varphi \left( \frac{m_{fuel}}{m_{air}} \right)_{stoich} \]

where \( H_{fuel} \) is the lower heating value of the fuel in J/kg. Additional parameters required for the unsteady heat release model included the time lags, which were determined from experimental and numerical results. Finally, a linear stability analysis was performed by sweeping through the parameters determined to govern the system and generating stability maps for each mode of interest. Approximated operational points were determined from numerical results to understand where each flow condition lies on the stability maps and what the effect of varying the different parameters were, in terms of the stability of each mode.
CHAPTER 4 – RESULTS

RANS Head End Only Simulations

The first simulations run for this project were cold flow and reacting RANS cases. These were used to verify that the selected computational domain and boundary conditions would result in a solvable problem with physically realistic results. The reacting RANS solution is also used as the initial condition for reacting LES cases. A standard k-epsilon turbulence model is used for the RANS solution and the same combustion model presented above is used for the reacting flow. The mesh and boundary conditions are identical to those used for the LES simulations, as detailed above.

Figure 42 shows the reaction progress variable at the dump plane for a reacting RANS simulation. The inset of Figure 42 shows the Mach number at the exit nozzle, verifying that the flow is indeed choked at the throat and becomes supersonic through the expansion section.
As expected, it can be seen from the plot of reaction progress variable that a symmetric “flame” develops that is anchored at the dump plane. Note that based on the definition of the reaction progress variable, a value of one represents fresh gas and a value of zero represents burnt gas.

Figure 43 shows a plot of the pressure and temperature throughout the computational domain.
It can be seen from the pressure plot that the chamber pressure is close to the experimental results that show an expected mean chamber pressure of around 8 bars. The maximum temperature given from the RANS solution was 2096 K, very close to the calculated adiabatic flame temperature of 2100 K, for the specified equivalence ratio. It is apparent from the temperature plot that the burnt products within the chamber begin to cool slightly towards the exit of the domain due to the heat loss through the walls. The temperature increases again as the flow is accelerated through the converging-diverging nozzle. It is important to note that because the main purpose of the RANS simulations is to achieve a reasonable initial condition for the LES simulations, it was not necessary to ensure that the RANS solution was completely converged in order to obtain an accurate final LES solution. However, it is certainly advantageous to achieve a converged RANS solution before beginning LES so that the computationally expensive LES simulation will not be needed to converge to the “stationary” solution that can be obtained from RANS. Note that RANS solutions were not obtained of the JICF configurations, but rather, these simulations were initialized using LES fields and assumed jump conditions.
**LES Head End Only Simulations**

The first LES simulations run in this study included only the head end reaction and no JICF injection, referred to as “head end only” simulations. The purpose of these initial head end only simulations was to verify that the modeling approach detailed in the preceding chapters would be able to capture the self-excited combustion instabilities present in the experimental rig. As with every simulation run in this study, a corresponding set of experimental data was available to be used for validation of the simulation results. As stated above, the baseline head end experimental run chosen for comparison was test E-0-2-x, as labeled by Purdue University, corresponding to data files 160006 and 160541. This test was run during the June 2009 test campaign and used pure Methane gas as the fuel. An equivalence ratio of 0.62 was achieved and the total mass flow rate of premixed fuel and air was approximately 0.4 kg/s. Based on these testing parameters, the mass flow rate of the premixed fuel and air in the simulation was set to 0.4 kg/s and the thermodynamic properties were determined for a methane/air mixture at an equivalence ratio of 0.62, a preheat temperature of 768 Kelvin, and a pressure of 8 bars. This resulted in a calculated laminar flame speed of 0.531 m/s. The important flow conditions for the baseline head end only simulations are summarized below in Table 6.

<table>
<thead>
<tr>
<th>Baseline head end simulations</th>
<th>$\dot{m}$</th>
<th>$\phi$</th>
<th>Tox</th>
<th>SL</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.4 kg/s</td>
<td>0.62</td>
<td>768 K</td>
<td>0.531 m/s</td>
<td>8 bars</td>
</tr>
</tbody>
</table>

For the first LES simulations, the RANS solution was typically used as the initial conditions. Depending on the available initial conditions, the transient simulation time required
to achieve a stationary solution was generally found to be 0.1 to 0.2 seconds in the head end simulations. Figure 44 shows a representative pressure trace acquired from the head end only simulation, demonstrating the initial transient portion of the simulation.

![Figure 44: Initial transient pressure trace from head end simulation](image)

Before any data was taken for post-processing, it was ensured that approximately five flow through times of data with a stationary mean pressure was achieved at all monitor points. This corresponded to about 0.3 seconds of simulation time, which was taken as a general guideline for the window of data used for post-processing. Figure 45 shows a raw pressure trace from the head end simulation compared to the corresponding experiment pressure transducer, PT-TA-08 (Refer back to Figure 32 for the axial location of these measurements). It should be noted here that the time vector used in the raw pressure plots is always re-set to zero for post-
processing, and thus should not be always be considered to represent the simulation time from the beginning of the solution.

![Graph showing pressure trace comparison](image)

Figure 45: Head end simulation raw pressure trace compared to corresponding experimental pressure transducer, sampled at 1800 Hz (PT-TA-08)

It is apparent from the figure that both the mean chamber pressure and the overall pressure oscillations are lower in the simulation. The discrepancy in the mean chamber pressure is attributed to an increase in the effective choked area at the throat of the exit nozzle in the simulations. Because an expansion section after the throat was required in the computational domain for the sake of numerical stability at the exit boundary, the simulation resulted in a convex choked surface at the throat, as opposed to a flat plane. Although the actual throat area in the mesh corresponded to the throat area in the experimental rig, this increase in the effective choked area caused a drop in the mean chamber pressure. It was determined that the mean chamber pressure in the simulations was generally only 3-4% lower than that observed in the
experiments, and thus, it is not expected to significantly affect the overall stability of the system. This conclusion is based on experimental data which showed a negligible change in stability for small changes in chamber pressure. Further details on the effective choked area are provided in Appendix A.

Once a sufficient amount of stationary data was achieved from the head end simulations, spectral analysis of the raw pressure data could be taken to determine the frequency and amplitude of any oscillations seen in the combustion chamber. Figure 46 shows a plot of the peak-to-peak amplitude of the PT-TA-08 pressure transducer compared to the corresponding monitor point in the simulation.

![Spectral data from experiment and baseline head end simulation, taken from 0.3 seconds of data from PT-TA-08](image)

Figure 46: Spectral data from experiment and baseline head end simulation, taken from 0.3 seconds of data from PT-TA-08
The frequencies of the excited modes in the simulations match almost identically with those seen in the experiment. The two clearest modes in the simulation are seen at 193 and 383 Hz, with another slight peak at 580 Hz. It was found that the higher frequency modes, near 600 and 800 Hz, typically became stronger if the simulation was continued beyond the standard 0.3 seconds, however, because the focus of this study is on the mode near 200 Hz, the simulation was not continued to avoid the extended run time.

As expected from the raw pressure data, the peak-to-peak amplitudes seen in the simulation are significantly lower than those in the experiment. The simulation predicted an amplitude of approximately 33 mbars for both the 200 and 400 Hz modes, compared to the experimental amplitudes of approximately 145 and 148 mbars for the 200 and 400 Hz modes, respectively. This under predicted amplitude is attributed to a combination of numerical damping as well as acoustic losses from the boundaries of the computational domain. If the mesh was not sufficiently refined, the numerical damping could be high, however, a mesh resolution study did not show consistent improvements in the amplitude prediction for the modes observed here. The details of this mesh resolution study are provided in Appendix A.

It was found that another source of acoustic losses in the simulation comes from the inlet boundary. Specific boundary simulations determined that the magnitude of the reflection coefficient at the inlet of the domain was at least 30% lower than the expected theoretical value. The exit of the domain, through the choked throat, was found to allow very little acoustic loss, and is not considered to be a contributor to the under predicted amplitudes. The details of the calculations used to determine the acoustic losses through the boundaries are provided in Appendix A.
Although the frequencies of the unstable modes were predicted very well by the simulations, it is necessary to verify that these frequencies indeed correspond to the standing pressure waves measured in the experimental rig. This verification was done by calculating pressure mode shapes from the monitor point data as well as performing a 3D discrete Fourier transform (DFT) of the pressure field and filtering at the appropriate frequencies. The pressure mode shapes from the monitor point data, referred to as 1D mode shapes, were calculated by filtering the raw pressure signal at the frequency of interest, and plotting the pressure values from each chamber measurement location through a minimum of one period of oscillation of the mode of interest. This provided the filtered peak-to-peak pressure amplitude at each axial location of the monitor points through the combustor. The 1D mode shapes for the second longitudinal mode are shown in Figure 47, comparing the experimental data to the simulation data for the measurement points located within the combustion chamber.
Figure 47: 2L mode shapes from experimental and simulation data, calculated from raw pressure data filtered at 190 Hz

It is apparent from the experimental data that a pressure node for the 2L mode is located inside the chamber at approximately 2.4 meters from the inlet choke plate. This node lines up almost identically with the pressure node observed in the simulation data, demonstrating that the peak near 200 Hz seen in the simulation corresponds to the 2L standing wave in the rig. It should be noted here that the pressure data from the simulation was normalized with only the simulation data, and thus, the maximum normalized amplitude for both the experimental and numerical data is equal to one, even though their real amplitudes differ significantly. Also, it can be seen in Figure 47 that the locations of the monitor points in the simulation do not correspond identically to the pressure transducer locations. This resulted from incorrect drawings of the experimental rig that were not discovered until after the simulations had been run. While the monitor point
locations were updated for future runs, it was determined that the head end simulations would not be re-run as the general conclusions would not be affected by the re-located monitor points.

The 1D mode shapes for the fourth longitudinal mode are shown in Figure 48, comparing the experimental data for the measurement points located within the combustion chamber.

![Graph showing 1D mode shapes for the fourth longitudinal mode](image孚)

Figure 48: 4L mode shapes from experimental and simulation data, calculated from raw pressure data filtered at 400 Hz

For the 4L, it is apparent from the experimental data that a pressure node exists in the chamber at approximately 1.9 meters and then again at 2.8 meters downstream of the inlet choke plate. Again, the corresponding nodes from the simulation data line up almost identically, verifying that the peak near 400 Hz seen in the simulation corresponds to the 4L standing wave in the rig.
A three-dimensional DFT utility was applied to the entire pressure field output at every 0.001 seconds by the simulation. This utility reads the pressure field at each cell within the mesh and stores this information for each timestep. A DFT is then taken of each data point, and both the amplitude and phase of pressure at each cell is calculated from the DFT information. From this data, three dimensional mode shapes can be identified for modes with frequencies below 500 Hz. Clip planes colored by the normalized pressure amplitude and pressure phase are shown Figure 49, filtered at 192 Hz. These three-dimensional amplitude and phase fields clearly show a 2L standing wave within the domain, where a pressure node is located in both the ox-post and the combustion chamber. As expected, the pressure between these nodes is 180 degrees out of phase with the pressure on the outside of the nodes.

![Normalized Pressure Amplitude](chart1)

**Figure 49**: 2L mode shape from simulation pressure field data, calculated using 3D DFT, filtered at 192 Hz

Clip planes colored by normalized pressure amplitude and pressure phase are shown in Figure 50, filtered at 385 Hz. These three-dimensional amplitude and phase fields clearly show a 4L standing wave within the domain, where two pressure nodes are located in the ox-post and
two pressure nodes are located in the combustion chamber. Again, the pressure between nodes is 180 degrees out of phase.

![Normalized Pressure Amplitude](image1)

![Pressure Phase](image2)

Figure 50: 4L mode shape from simulation pressure field data, calculated using 3D DFT, filtered at 385 Hz

The head end results verified that the modeling approach presented in this study was able to capture the self-excited combustion instabilities present in the experimental rig, with an accurate prediction of the frequencies and mode shapes, but with significantly under-predicted amplitudes. The discrepancy in amplitude is largely attributed to the acoustic losses through the inlet boundary. Although the implementation of higher order discretization schemes and a more acoustically accurate inlet boundary condition would likely result in simulations that match the experimental amplitudes better, such an effort is outside of the scope of this study. It was concluded that the 2L and 4L standing waves that clearly developed from the head end simulations would serve their purpose as the driving source to excite the JICF injection system.
Two criteria were used to determine the combustion model parameters that best matched the trends observed from experiments. These model parameters were then used in the simulations to develop and validate a mechanism of instability for the reacting JICF. The first, and most important parameter, is that the LES simulations match the experimental trends, specifically that the JICF1 configuration is shown to drive the unstable mode while the JICF2 configuration is shown to damp the unstable mode. The second parameter is the mean reacting JICF flame shape, with respect to its location, length, and distribution. Due to the limited experimental data, as well as a partially ambiguous correlation between the experimental line-of-sight CH\* chemiluminescence and the numerical planar heat release, the mean JICF flame shape is considered to be more of a qualitative parameter. However, it still provides valuable information on the physical accuracy of the applied combustion model and some insight on the limitations of the modeling techniques applied here. There are techniques that have been developed to attempt to alter the line-of-sight view of the camera to two-dimensional planar data, or to estimate a line-of-sight view from the three-dimensional simulated data. Both of these approaches would allow for a direct validation comparison between the simulated flame and the experimental flame, assuming that the radical captured through the filtered camera lens was also a variable calculated in the simulation. Otherwise, this results in an additional layer of complexity, where the intensity of the radicals in the chemiluminescence imaging is not directly available as a variable in the simulated results. For the purposes of this study, however, it was found that the qualitative comparison between the line-of-sight CH\* chemiluminescence intensity from experiment and the 2D contours of heat release from the simulation was sufficient to provide the information.
necessary to understand the behavior of the simulated flame and what the limitations of the combustion model were. More quantitative analysis of the smaller scale structures of the jet flame would potentially require more direct validation techniques between experiments and simulation.

It was found that the simulations matched the experimental trends observed in the experiments for two specific combustion model setups. The first, and possibly the most physically accurate, was to apply a Markstein number of 0.1, based on the counterflow results, and include the correction term for heat loss in the unstrained laminar flame speed as developed from the 1D premixed flame results. This setup was found to be marginally unstable and did not require any additional tuning of the JICF “A factor” in the turbulent flame speed correlation (i.e., a constant value of 0.5 was applied to both the head end and JICF reaction zones).

The second setup that was observed to match the experimental stability trends was to include only the strain model developed by Tay, but increase the Markstein number from the fitted value of 0.1 to a fitted value of 0.9, determined from counterflow simulations run at 8 bar and 1 bar, respectively. This setup was of particular interest as it locally reduces the reaction rate in regions of high strain near the injection point of the JICF. The basic TFC combustion model was found to over-predict the reaction rate in this region where the gradient of the reaction progress variable is high, as experimental data has consistently shown that the jet does not ignite immediately and burn in this region, but rather ignites on the downstream surface of the jet and burns mostly in the recirculation region of the JICF. This setup was found to be strongly unstable when an A factor of 0.3 was applied locally to the JICF reaction (note that the head end A factor was always maintained at 0.5). It should be noted here that the A factor applied to the JICF
combustion region was always tuned to obtain the best possible match with the experimental stability trends and only the best tuned values are shown in this section. A representative discussion of these tuning results is provided below.

As stated above, an additional criterion used to quantify the physical accuracy of the combustion model parameters was the mean JICF flame shape. This qualitative validation is shown in Figure 51 and Figure 52, which show the mean CH* chemiluminescence intensity of the JICF flame from Test 191343 and the normalized heat release contours from the simulations, respectively. Note that the simulation data is taken on a 2D plane while the experimental data is taken from a camera line of sight. The experimental test was run at Purdue University on 01/24/2013 using the JICF2 configuration and was relatively stable (P’/pBar < 0.0025) at the mode of interest near 200 Hz.

Figure 51: Mean normalized CH* chemiluminescence intensity of JICF flame from Test 191343 on 01/24/2013 using JICF2 configuration. White line represents Holdeman scalar trajectory for a non-reacting JICF.
Figure 52: Normalized heat release contours from LES simulations with strain model off (left), strain model on (middle), and strain and heat loss models on (right). White corresponds to maximum heat release, black corresponds to zero heat release. Black or grey isolines represent reaction progress variable of 0.1, white line represents Holdeman trajectory for a non-reacting JICF.

In Figure 52, the mean flame shape from the basic TFC combustion model with no strain or heat loss is shown for reference (left plot). This reference simulation utilized Equation (18) for the reaction rate source term in the combustion model. The middle and right plots represent extended TFC cases that utilized Equations (20) and (27), respectively, for the reaction rate source term. Also, note that the two extended TFC cases shown in this figure (middle and right plot) include the different $A$ factors required to match the experimental stability behavior.

It is evident from the mean heat release contours that both of the extended TFC models help to lengthen the flame and distribute the reaction over an area that is more consistent with the experimental image, as compared to the basic TFC model. It is also clear, however, that significant discrepancies still exist in both extended model cases, mainly in the jet shear layer region where the reaction rate is largely over-predicted due to the dependence of the source term on the gradient of the reaction progress variable. The most reduction in this over-predicted reaction rate is observed when the strain model is applied with a Markstein number of 0.9. This significantly reduces the upstream shear layer reaction rate and results in a longer, more
distributed flame. While this reduction in the shear layer reaction rate is not observed as strongly in the case with heat loss and a Markstein number of 0.1, it is interesting to note that the distribution of the flame is lengthened and shifted just above the Holdeman trajectory, consistent with the shift observed in the experimental flame image.

Figure 53 shows normalized 1D plots of CH* intensity (for the experimental results) and heat release (for the simulation results) to provide a more quantitative look at the location and distribution of the flame shape. Note that the values must be normalized individually, as there is no direct correlation between the intensity and heat release.

![Normalized 1D plots of CH* intensity (EXP) and heat release (LES)](image)

Figure 53: Normalized 1D plots of CH* intensity (EXP) and heat release (LES)

This figure shows the same trends observed previously with the 2D contour plots, although, it shows even more clearly how much more localized the heat release distribution is in the simulations as compared to the experiment. It should be noted that while the mean distribution of heat release is significantly different in the simulations, the combustion instability
trends still have the potential to be captured, as long as the phase between the unsteady heat release and pressure correctly satisfies Rayleigh’s Criterion.

Because the objective of the LES simulations in this study is to develop and validate a mechanism of instability for a reacting JICF, the extended combustion model with strain and a Markstein number of 0.9 was applied for the remainder of the simulations performed in this study. This setup was chosen as it resulted in distinct unstable operation for the JICF1 configuration, consistent with experiment. It also resulted in a mean JICF flame that was closer to the mean flame image from experiment, as the reaction rate was reduced in the shear layer immediately downstream of the injection point, forcing a delay in the reaction and a more distributed flame, consistent with the experimental flame image.

While this required “tuning” of the combustion model is expected based on the simplicity and reduced kinetics of the model, it does raise the question as to the actual physical effect that is delaying and distributing the flame in the experimental rig. Because the strain model only improves the behavior of the simulations when the Markstein number is increased above the fitted value from the Cantera data, it is concluded that the physical effect on the flame is not actually strain. Some of the most probable causes of premixed flame liftoff or reaction delay include mixing effects (if the mixture is too lean or too rich to burn) and local extinction effects due to strain and heat loss (Lyons, 2007). The full effect of these localized effects on the reaction rate cannot be properly captured with the applied combustion model and would require more detailed kinetics to be included in the combustion model. This combustion model development is outside the scope of this study as the current combustion model can be utilized with tuning parameters based on experimental results.
An evident shortfall of the existing combustion model is the ignition point of the JICF flame, which according to the simulation results, occurs immediately upon injection into the hot gas cross flow. The experimental data, however, shows that the mean region of heat release is delayed until about 0.2 chamber heights downstream of the injection location. While the addition of the strain model certainly moves the simulation results in the right direction for a reacting JICF combustion scenario, the combustion model is still limited and should only be used with a complete understanding of the model limitations. For the objectives of this study, the combustion model with strain was found to be acceptable for this application, as will be discussed in more detail below.

**Qualitative combustion model tuning for Reacting Jet in Cross Flow**

As detailed above, the combustion model that was utilized in this study assumes a single step, 2 species reaction (fuel and oxidizer). The reaction progress is tracked through a reaction progress transport equation where the closure for the source term is obtained using a turbulent flame speed closure combustion model. Again, the basic form of the source term, or reaction rate, is calculated from the following relation, where \( b \) represents the reaction progress variable:

\[
\dot{\omega}_R = \rho_u S_f |\nabla b| = \rho_u S_{l0} \Sigma |\nabla b|
\]

(34)

This relation requires a ratio between the turbulent and laminar flame speed to calculate the reaction rate of the mixture at every cell and timestep during the simulation. The ratio between the turbulent and laminar flame speed, or wrinkling factor, is determined from the Bradley correlation, which gives the following relation for the wrinkling factor, \( \Sigma \), where \( A \) is a constant (Bradley, 1992):
Various studies have shown that the value of $A$ for methane/air flames should be set between 0.25 and 0.5 (Goevert, 2011). For the head end flame in this study, a value for $A$ of 0.5 was found to provide the best validation with experimental results, as detailed in Appendix A. However, there have been no investigations to determine if this value can also be assumed for a reacting JICF. A three-point sweep was performed of the $A$ factor applied to the JICF reaction region, and compared to the mean flame shape derived from experimental results. Note that the HE $A$ factor was maintained constant at 0.5 while the JICF $A$ factor was varied between 0.5, 0.3, and 0.1. Mean heat release contours for the simulation JICF flame (Figure 54) were compared to the mean CH* chemiluminescence intensity from experimental test 191343, run at Purdue University on 01/24/2013 (Figure 51).

It is evident from these heat release contours that the standard $A$ factor of 0.5 that has typically been used for premixed methane/air co-flow jet flames cannot be used for the reacting
JICF based on the extended combustion model with strain. This is shown by the left-most heat release contour that is much more compact than the representative experimental flame shown above in Figure 51, suggesting that the $A$ factor needs to be decreased to reduce the reaction rate. The effect of decreasing the $A$ factor is clear in Figure 54 where the flame lengthens and the heat release contours become more distributed. The same trends are observed from a more quantitative view by plotting normalized 1D plots of the heat release compared to a normalized 1D plot of the CH* intensity obtained from experiment, shown in Figure 55.

![Figure 55: Normalized 1D plots of CH* intensity (EXP) and heat release (LES) for varying combustion model constants.](image)

Due to an incorrect prediction of stability trends and an unlikely amount of unburnt reactants downstream of the $A=0.1$ case, it was determined that an $A$ factor of 0.3 provided the most physical results that best matched the experimental data. As discussed in the preceding section, the existing combustion model does not accurately predict the ignition point of the JICF.
flame, however, for the objectives of this study, the combustion model with strain and an $A$ factor of 0.3 was found to be acceptable for this application.

**Dynamic Pressure Results**

The dynamic spectrum for the stable and unstable cases is shown below in Figure 56, taken from a probe near a pressure anti-node of the dominant chamber mode. As expected, the JICF1 configuration results in a strong peak near 200 Hz while the JICF2 configuration reduces this peak almost to the level of the signal noise.

![Dynamic spectrum for unstable (JICF1) and stable (JICF2) configurations.](image)

Figure 56: Dynamic spectrum for unstable (JICF1) and stable (JICF2) configurations.

It should be noted here that the actual values of the peak-to-peak amplitude observed in the experimental JICF1 case were much higher than those observed in the simulations (300-400mbars). A comparison between representative filtered signals from the experiment and simulation are shown below in Figure 57.
Figure 57: Representative filtered signals from experiment and simulation for unstable (JICF1) and stable (JICF2) configurations.

The discrepancy between the experimental and simulated limit cycle amplitude is largely attributed to unphysical damping at the computational domain boundaries, as described in Appendix A. However, due to the somewhat arbitrary nature of the damping present in numerical simulations, it is important to be able to predict stability trends, and not necessarily the actual limit cycle amplitude of a given mode. Although the unphysical boundary losses are quite significant and should be resolved for future applications, there was enough of a clear trend between the unstable and stable geometries to be able to further investigate the mechanism of
instability. This trend observed in the simulation is made more apparent through Figure 58, which shows the filtered signals from the LES simulations with a reduced vertical axes range.

![Figure 58: Representative filtered signal from LES simulations for unstable (JICF1) and stable (JICF2) configurations.](image)

The trend seen here agrees well with that seen in the experimental results, where the JICF1 configuration strongly drove the dominant chamber mode, while the JICF2 configuration added significant damping to this mode.

It is important to note here that the JICF flame behavior is a complex result of hydrodynamic and chemical kinetics effects. Thus, a CFD tool is required to model these effects, at least with a high enough fidelity to capture the effects that contribute to the volume integrated velocity and heat release signals. The LES modeling of turbulence clearly provides an accurate method of capturing the hydrodynamic effects, while the chemical kinetics effects were modeled using the turbulent flame speed closure combustion model. It was found that this simplified model only resulted in accurate flame time lags when extensions to the model for strain and heat loss were applied. As discussed previously, these effects were found to distribute the reaction
rate of the reacting JICF. Consequently, these improvements to the combustion model delayed the flame time lags to the point where the stability trends matched those observed in the experimental rig. These time lags will be quantified in the following chapter.

**Rayleigh Index calculations**

A method was developed based on Rayleigh’s criterion (Rayleigh, 1945) to identify if any spatial regions of the reacting JICF contributed to driving or damping of the chamber mode, and what the specific contribution of the JICF was to the stability of the overall system. This method utilized 3D fields of pressure and heat release fluctuations to calculate a filtered Rayleigh Index field over the computational domain. This enabled a means to observe positive or negative contributions to the system stability, specifically at a frequency of interest. Normalized contours of this Rayleigh Index field, filtered at the frequency of the dominant chamber mode, are shown below in Figure 59.

![Rayleigh Index contours](image)

**Figure 59:** Normalized Rayleigh Index contours for unstable (JICF1) and stable (JICF2) cases, white line represents Holdeman trajectory for a non-reacting JICF.

Positive (white) values represent regions where the jet is driving the mode while negative (black) values represent regions where the jet is damping the mode. It is evident that a structure is consistent between both cases where the upper region of the jet is contributing to the driving of
the mode while the lower region of the jet is contributing to the damping of the mode. It is also evident that the size of the damping region in the JICF2 case is much larger than that observed in the JICF1 case. These results agree well with the experimental trends, where the JICF1 configuration drove the mode while the JICF2 configuration damped the mode.

A similar Rayleigh’s Index analysis was performed using a transient video of the CH* chemiluminescence from the experimental rig and the dynamic pressure signals obtained from the unstable JICF1 test. This analysis was completed using a Proper Orthogonal Decomposition (POD) technique (Hallum, 2012) to determine the dominant structures of the transient flame images, their frequency of oscillation, and their Rayleigh’s Index contours, given the corresponding dynamic pressure field measured during the test (assumed to be uniform in the region of the jet flame, in this case). The results of this analysis, performed using 500 transient flame images (taken at 4000Hz), are shown in Figure 60.
Figure 60: Normalized Rayleigh’s Index contours of Test 174826 on 08/18/2011 using JICF1 configuration, calculated using a POD technique. White line represents Holdeman trajectory for a non-reacting JICF.

While the experimental data is limited, due to over-saturation of the CH* intensity, a clear structure is observed that agrees with that seen from the simulation data where a driving region (white) is observed above a damping region (black). From the experimental data, both regions are localized in the upper region of the jet. However, there is not sufficient data to comment on how these locations correlate to the simulation data, other than that the majority of the contribution to the Rayleigh’s Index occurs in the recirculating region of the JICF.

A normalized jet Rayleigh Index quantity was developed to correlate the contribution of the reacting JICF to the overall stability of the system. This quantity is defined as:
where \( RI \) corresponds to the filtered Rayleigh Index field (as described above), and \( V_{jet} \) and \( V_{HE} \) represent specified volumes that enclose the jet and head end flames, respectively. This normalized jet Rayleigh Index was calculated to be 0.324 for the JICF1 configuration and -1.127 for the JICF2 configuration. These values suggest that the reacting JICF is adding an additional 32\% of driving to the existing head end instability for the JICF1 configuration and adds an additional 113\% of damping to the existing head instability for the JICF2 configuration. These results agree well with the experimental and numerical data that has shown that the JICF1 configuration drives the existing chamber mode above the baseline instability observed from the head end flame while the JICF2 configuration almost completely damps this baseline instability. A similar type of analysis can be used in more complex cases to identify the contribution of multiple reaction zones to the overall system stability.

With the extended combustion model, it was found that the LES simulations could correctly replicate the stability trends observed between the experimental JICF1 and JICF2 configurations. While the limit cycle amplitude of the dominant unstable mode was significantly under predicted in the simulations, largely due to unphysical losses through the computational domain boundaries, the results could still be used to hypothesize the mechanism that causes the difference in stability between these two cases.
CHAPTER 5 – FLOW PHYSICS AND ACOUSTIC MODELING

Development of Mechanism Hypothesis

Investigation of jet in cross flow coherent structures

An important step in understanding the behavior of the reacting JICF and its effect on the combustion instabilities of the system was to investigate the natural coherent structures of the JICF and identify if any coupling between these structures and the system dynamics is possible. As highlighted previously in the literature review section, there has been an extensive amount of research on the hydrodynamics of a non-reacting JICF, as well as several more recent studies on reacting jets and the effects of forcing the jet or the cross flow. The fundamental JICF research has provided a good understanding of the four main coherent structures of a JICF, including the shear layer, horseshoe, and wake vortices, as well as the counter-rotating vortex pair (CVP) in the downstream region of the jet. Literature has shown a wide range of frequencies, or Strouhal numbers, associated with the coherent structures of the JICF. This range includes Strouhal numbers based on the jet diameter as low as 0.125 for the wake vortices to Strouhal numbers as high as 1.7 and 2.0 for the jet near field shear layer vortices (Fric, 1994; Smith, 1998). Given the velocities and jet diameters investigated in this study, this Strouhal number range corresponds to a frequency range of approximately 500-6000 Hz, however, it is difficult to provide a direct comparison as important quantities such as the jet momentum ratio, cross flow Reynolds number, and jet reaction are widely varied. The horseshoe and wake vortices are typically the lowest frequency structures in the near field region of the jet and exhibit similar Strouhal numbers, on the order of 0.125 to 0.17. These frequencies are likely still too high to result in any feedback with the dominant chamber mode, with a corresponding Strouhal number near 0.05. The shear
layer vortices typically occur at a higher frequency, with Strouhal numbers as high as 2.0. The CVP develops in the far field region of the jet, much further downstream than the region of heat release, and thus, no feedback between this structure and the system stability is expected.

Based on the information that is available in the literature, it was determined that the natural frequencies of the jet would be too high to result in any significant coupling with the combustion instability modes investigated here. This proposal was also reinforced with experimental data that shows that any variation of the parameters that have an impact on the frequency of the coherent structures of the jet, such as flow rates and jet diameter (excluding resonance effects), had a negligible impact on the unstable modes present in the chamber.

To confirm this proposal, however, an estimation of the near-field shear layer Strouhal numbers was calculated from a baseline JICF LES simulation by approximating the distance between vortices in the shear layer region of the jet. The mean velocity of the jet was divided by this distance to estimate a frequency and finally a Strouhal number associated with the jet shear layer. A representation of the data used for this calculation is shown below in Figure 61, where instantaneous contours of mixture fraction were used to identify the shear layer rollup and a spline was created to measure the physical distance between the vortices.
Figure 61: Instantaneous contours of mixture fraction used to measure the physical distance between vortices in the jet shear layer.

The distance between vortices was measured to be approximately 0.012 meters, and given the mean jet velocity of 60 m/s, the jet shear layer Strouhal number for this case was estimated to be 0.83. This frequency is in the middle of the range expected from literature for the natural frequencies of the JICF coherent structures, and also confirms that any coupling between the shear layer vortices and the dominant chamber mode is unlikely.

Based on the reasoning above that the coherent structures of the jet occur at too high of a frequency to effect the dominant chamber mode, it was proposed that a more global mechanism is likely in the region of the jet, as opposed to a localized mechanism. In one of the preliminary JICF simulations, an unexpected frequency in some of the monitor points was found near 120 Hz, a frequency too low to be related to the dominant chamber’s second longitudinal mode. Further investigation showed that the velocity of the premixed reactants flowing to the JICF was strongly fluctuating at this frequency and a frequency response function (FRF) analysis showed that the JICF manifold and injector was behaving like a Helmholtz resonator. This FRF, taken
between a plenum probe and a chamber probe just downstream of the jet, is shown in Figure 62. The peak frequency of a Helmholtz resonator with corresponding dimensions to the JICF geometry is shown by the vertical black line, as predicted by a Helmholtz resonator tool (HRT).

![Frequency Response Function](image)

Figure 62: FRF of preliminary LES simulation, showing the Helmholtz resonator behavior of the JICF geometry.

This discovery resulted in an investigation of the resonant frequencies of all of the JICF geometries tested to determine a possible correlation between system stability and the resonant frequency of the geometries. It was found, however, that due to the three-dimensional nature of the majority of the JICF supply setups, these configurations could not always be assumed to simply be Helmholtz resonators, although the effective physics (i.e., an oscillating flow within the “resonator” neck, or jet) were similar. In a typical Helmholtz resonator setup, the flow within the neck oscillates at the resonant frequency. If you replace the purge flow with a reacting mixture, this oscillatory behavior will potentially result in an oscillatory heat release. While a non-reacting purge flow could have a damping effect on a resonant mode, a reacting “purge” flow could theoretically have a driving effect on a resonant mode, depending on the phase
between they pressure, velocity, and heat release oscillations. This was the thought process that began to provide the clues to identifying a mechanism of instability of the reacting JICF.

As discussed previously, it was found during experimental testing that a modification to the JICF air supply line choke point resulted in a drastic change in the stability of the dominant chamber mode, even when the operating conditions were kept nearly constant. While one particular setup was found to actually drive the instability much higher than the baseline head-end only instability, another setup was found to nearly completely damp this instability out. With the additional clues from the LES simulations that this stability change could be a result of “resonator-like” behavior of the JICF, a mechanism was proposed to quantify this behavior for a reacting JICF.

**Proposed Mechanism of Instability**

For the unstable case (JICF1), transient data from the experimental rig showed a strong pulsing behavior of the reacting JICF at the frequency of the dominant chamber mode. Pixel-by-pixel analysis of the chemiluminescence images further suggested that a pulsing motion occurred when the jet was injected at an anti-node of a chamber pressure mode, while a flapping motion occurred when the jet was injected at an anti-node of a chamber velocity mode (Fugger, 2011). For the JICF configurations considered in this study, the jet is injected near a pressure anti-node of the dominant chamber mode, and thus, the incoming jet is exposed to a largely fluctuating pressure field in the chamber. This effect becomes clear in Figure 63 where the normalized mode shape of the dominant chamber mode is superimposed over the JICF2 geometry. This mode shape was calculated using the Generalized Instability Model (Portillo, 2007).
Figure 63: 200Hz acoustic pressure mode shape distributed along JICF2 geometry.

Because the incoming jet is exposed to the fluctuating pressure field in the chamber, a coupling can occur between the incoming jet reactants and this fluctuating pressure field, resulting in a fluctuation in the reactant flow at the point of injection. This mechanism is similar to an “injector coupling” that has been observed in the context of transverse modes, where it has been documented that “the oscillating pressure field over the nozzle exit creates fluctuations in mass flow through the nozzle…” (O’Connor, 2011 and 2012).

The transient behavior between the pressure, jet velocity, mixture fraction, and heat release is clearly illustrated by observing instantaneous contours of each of these quantities over one period of oscillation of the dominant chamber mode. These contours were extracted from LES animations and are shown below in Figure 64 (pressure), Figure 65 (Y-velocity), Figure 66 (mixture fraction), and Figure 67 (heat release).
Figure 64: Instantaneous pressure contours in the JICF region over one cycle of oscillation (timestep is $1/20^{th}$ of a period, red=max, blue=min, approximate range = 815,000 to 830,000 Pa).

Figure 65: Instantaneous Y-velocity contours in the JICF region over one cycle of oscillation (timestep is $1/20^{th}$ of a period, red=max, blue=min, approximate range = -70 to 30 m/s).
Figure 66: Instantaneous mixture fraction contours in the JICF region over one cycle of oscillation (timestep is 1/20\textsuperscript{th} of a period, red=\text{max}, blue=\text{min}, approximate range = 0 to 0.05 kg\textsubscript{fuel}/kg\textsubscript{mixture}).

Figure 67: Instantaneous heat release contours in the JICF region over one cycle of oscillation (timestep is 1/20\textsuperscript{th} of a period, red=\text{max}, blue=\text{min}, approximate range = 0 to 100 kg\textsubscript{fuel}/m\textsuperscript{3}s).

These contours help to illustrate the mechanism that occurs between the JICF and the unstable cross flow. It is evident from the first row of pressure images that the chamber pressure starts relatively low at the beginning of the cycle and begins to increase towards the end of the
first row of images in Figure 64. Consequently, the high jet velocity that occurs at the beginning of the cycle begins to decrease towards the end of the first row of images in Figure 65. This decrease in jet velocity (and air flow) causes an increase in the mixture fraction within the scoop (first row of images in Figure 66) as well as a decreasing penetration of the JICF heat release contours, seen in the first row of images in Figure 67.

In the middle row of images in Figure 64, the chamber pressure continues to increase to its maximum value in the middle of the period of oscillation. This produces a minimum jet velocity and air flow rate (Figure 65), and consequently a maximum mixture fraction in the scoop (Figure 66) and a significantly decreased penetration of the JICF heat release contour (Figure 67).

Finally, as observed in the final row of images in Figure 64, the chamber pressure begins to decrease to another minimum at the end of the period of oscillation. The jet velocity and air flow rate begins to increase again (Figure 65), forcing the rich mixture that had built up in the scoop out into the combustion chamber (Figure 66). This results in an increase in the penetration of the JICF heat release contour, back to its maximum point in the period of oscillation (Figure 67).

Depending on the delays between the chamber pressure fluctuation, the jet mass flow fluctuation, and the heat release that occurs from the reacting JICF, a feedback cycle can potentially develop, and based on Rayleigh’s criterion, contribute to the overall system stability. This feedback cycle is shown schematically in Figure 68 where the delays between each component can be represented by effective time lags.
Figure 68: Schematic representing the proposed mechanism with effective time lags.

Here, the first time lag occurs between the pressure fluctuation in the chamber and the resultant mass flow (or velocity) fluctuation in the jet reactants. This time lag is a function of the JICF configuration and will be referred to as the “jet impedance”. The next time lag occurs between the fluctuation of the jet reactants and the resultant heat release fluctuation in the chamber. Depending on whether the jet reactants are perfectly or partially premixed and the kinetics of the system, this time lag can be split up into a velocity, equivalence ratio, and strain/heat loss component, forming what will be referred to as the “flame time lag”. Finally, the combined delay of each of the previous time lags results in an overall time lag between the chamber pressure fluctuation and the heat release fluctuation that occurs in the chamber due to the reacting JICF. This combined time lag will be referred to as the “Rayleigh Index time lag”, as it is this total delay that will determine whether the reacting JICF will drive or damp the mode present in the chamber.

While quantifying the actual values of each of the time lags would be difficult with experimental diagnostics, (and not possible based on the currently available results), it is straightforward to calculate these values from the 3D fields available from self-excited LES. A
process was developed during solver run time that calculates the volume integral of pressure, velocity, and heat release in pre-specified domains at a given time interval throughout the simulation. For example, a chamber pressure and heat release integration domain was setup around the jet flame while a jet velocity integration domain was setup at the location of jet injection. By integrating the respective fields in each of these domains at each timestep, a 1D signal was calculated as a function of time for each of the variables of interest. By taking the transfer function between each of these signals, the phase (or time lag) can be quantified between each variable, providing the values for the time lags necessary to validate the proposed mechanism. Note that this volume integration sampling assumes that the jet flame is acoustically compact, compared to the modes present in the chamber. This is a valid assumption as the jet flame length is less than 1% of the length of the dominant acoustic mode in the chamber.

The corresponding time lags for the JICF1 and JICF2 cases investigated here are shown below in Figure 69 where the phase values (in degrees) were calculated at the frequency of the dominant mode. Note that the flame time lag (u-q) is represented by the gray symbol, the jet impedance (p-u) is represented by the hollow symbol, and the Rayleigh Index time lag (p-q) is represented by the black symbol. Due to the physically realistic nature of the self-excited simulations, it is not possible to separate the velocity and equivalence ratio components of the flame time lag, and thus they are shown here as a combined time lag.
Figure 69: Time lags calculated from self-excited LES simulations for unstable (JICF1) and stable (JICF2) cases, shown on a pressure-heat release stability map.

The time lags are shown super-imposed on a cosine curve so that the combined Rayleigh Index time lags indicate driving of the instability when the cosine curve is positive and damping of the instability when the cosine curve is negative, based on Rayleigh’s criterion (Rayleigh, 1945). Note that the location of the flame and jet impedance time lags on the cosine curve is not representative of driving or damping. It is evident from the data that the difference in the jet impedance time lags between the JICF1 and JICF2 cases (43 degrees) is what pushes the unstable Rayleigh Index point over the stability boundary into the stable domain. The difference in the flame time lags (26 degrees) is due to small deviations in the jet reactant mass flow rate and equivalence ratio between the two cases.
**Derivation of a Heat Release Model**

A mathematical heat release model was developed from the governing equation for the unsteady heat release at the flame front of the jet. For the purposes of this study, the effects of strain and heat loss are not included explicitly in the model, as they can be assumed to be implicitly accounted for through the time lags. An additional term for strain is derived in Appendix C, based on the strain and heat loss model included in the combustion model, however, it was not included in the implemented heat release model as strain was found to have a minor effect on the combustion at the high pressures considered here (see Figure 24).

Thus, the relation for the instantaneous heat release at the flame front of the jet is defined as:

\[
q(t) = Y \cdot \dot{m} \cdot H_f
\]

(37)

where \(Y\) represents the fuel concentration, \(\dot{m}\) represents the jet mass flow rate, and \(H_f\) represents the lower heating value of the fuel.

Three regions of importance were defined for the derivation of the local heat release fluctuation: the location of the fuel injection, the exit of the jet, and the flame front, as shown in Figure 70.
The instantaneous heat release is divided into a mean and fluctuating component and then linearized about the mean value to develop a function for the fluctuating heat release as a function of the fluctuating fuel concentration and mass flow rate:

\[
q'(t) = [\bar{m}H_f Y'] + [\bar{Y}H_f \bar{m}']_z
\]

(38)

Here, the subscripts listed for each of these terms represents the location where the quantities are to be evaluated, as defined above in Figure 70. Each of these terms are then expanded about their mean values and related to acoustic quantities.

The first term on the right hand side in Equation (38) is expanded by defining the fuel concentration as a function of the fuel and air mass flow rates, but for simplicity, neglecting the contribution of the fuel mass flow to the total mass flow:

\[
Y = \frac{\dot{m}_f}{\dot{m}_f + \dot{m}_{air}} \approx \frac{\dot{m}_f}{\dot{m}_{air}} = \frac{\dot{m}_f}{\rho_{air}u_{air}A_{air}}
\]

(39)
Here, the fuel mass flow rate is assumed to be constant due to the minor contribution that it has to the overall equivalence ratio fluctuations. Based on the measured pressure drop across the fuel lines, it was calculated that the air fluctuations contributed to more than 85% of the equivalence ratio fluctuations. It may be necessary for practical cases, however, that future work be done to account for these fuel flow fluctuations by defining the fuel source term as a function of the fuel line impedance, or by actually resolving the fuel line and orifices within the computational domain.

With this approximation, and by linearizing about the mean air density and velocity, an expression for the fluctuating fuel concentration can be defined as a function of acoustic quantities:

\[
Y' = \frac{-\dot{m}_f}{\bar{\rho}_{air} \bar{u}_{air} A_{air}} \left( \frac{u'_{air}}{\bar{u}_{air}} \right) - \frac{\dot{m}_f}{\bar{\rho}_{air} \bar{u}_{air} A_{air}} \left( \frac{\rho'_{air}}{\bar{\rho}_{air}} \right) = -\bar{Y} \frac{u'_{air}}{\bar{u}_{air}} - \bar{Y} \frac{\rho'_{air}}{\bar{\rho}_{air}}
\]

(40)

Assuming isentropic flow, the density fluctuations can be related to the pressure fluctuations, giving the following expression for the fluctuating fuel concentration:

\[
Y' = \frac{-\bar{Y}}{\bar{u}_{air}} u'_{air} - \frac{\bar{Y}}{\bar{\rho}_{air} c_{air}^2} p'_{air}
\]

(41)

It is assumed that the second term in Equation (40) can be neglected, as this term is several orders of magnitude lower than the velocity term (this assumption will be verified below). Thus, an expression for the fluctuating fuel concentration can be substituted into the first term in Equation (38),
\[
\bar{m}H_f Y' = \frac{-\bar{m}H_f Y}{\bar{u}} u(t - \tau_{injection})
\]  

(42)

where these terms are evaluated at the location of fuel injection, or region 1 in Figure 70.

The second term in Equation (38) is expanded by linearizing the mass flow rate about its mean value to develop an expression for the fluctuating mass flow rate:

\[
\bar{Y}H_f \bar{m}' = \bar{Y}H_f \left( \rho\bar{u}A_{jet} + \bar{\rho}u' A_{jet} \right)
\]  

(43)

Assuming isentropic fluctuations, the density fluctuation can again be related to the pressure fluctuation, resulting in a relation for the fluctuating mass flow rate as a function of acoustic quantities:

\[
\bar{m}' = \left( \frac{p'\bar{u}A_{jet}}{c^2} + \bar{\rho}u' A_{jet} \right)
\]  

(44)

Again, the pressure term in Equation (44) is several orders of magnitude lower than the velocity term, and thus, the fluctuating mass flow rate can be approximated as:

\[
\bar{m}' \approx \bar{\rho}u' A_{jet}
\]  

(45)

The second term in Equation (38) then becomes:

\[
\bar{Y}H_f \bar{m}' = \bar{Y}\bar{\rho}A_{jet} H_f u(t - \tau_{jet})
\]  

(46)

Substituting Equations (42) and (46) back into Equation (38) produces a final expression for the instantaneous heat release fluctuation of the JICF, as a function of acoustic quantities:
\[
q'(t) = \left[ -\frac{ar{m} H_f}{u_{air}} \bar{F} u'(t - \tau_{injection}) \right] + \left[ \bar{F} \cdot \bar{p} A_{jet} \hat{H}_f u'(t - \tau_{jet}) \right]
\]

(47)

Note that the subscripts listed for each of these terms represent the location where the quantities are to be evaluated, as defined above in Figure 70. A summary of the assumptions made in deriving this model is provided below. Note that these assumptions are case specific and should be re-evaluated for additional configurations.

- The reacting JICF can be assumed to be a “thin” flame, with respect to the chamber acoustic wavelengths of interest (jet flame length is less than 1% of 2L wavelength)
- Isentropic fluctuations
- Density/pressure terms can be neglected (see Table 9)
- The contribution of the jet fuel mass flow to the total jet flow can be neglected (fuel mass flow is ~ 3% of total jet flow)
- Jet fuel mass flow is constant (based on the pressure drop across the nozzle orifices)

**Application to Acoustic Modeling**

As mentioned above, a three-dimensional acoustic modeling tool was used to identify if the trends observed in the experimental data and numerical simulations could be predicted using a lower-order tool. The successful use of this tool could potentially allow for parametric studies, without the expense of LES. The tool used in this study, referred to as TA3D, solves the linearized Euler equations on arbitrary three-dimensional meshes where linear and non-linear heat release models can be applied to account for the interaction between acoustics and heat release (Johnson, 2013).
A baseline non-linear heat release model for the head end flame was developed by Johnson (Johnson, 2013) and applied to the JICF1 and JICF2 configurations. The first set of TA3D simulations was run using only this head end heat release model to determine the potential damping effect that the non-reacting JICF has on the overall system. By first understanding the behavior of the non-reacting JICF, the effect of the JICF heat release model on the system stability would be able to be distinguished when this model was added to the baseline head end heat release model. Because a non-linear head end model was used, a limit cycle was achieved, and is shown below in Figure 60 for the JICF1 and JICF2 configurations.

![Figure 71: Filtered acoustic pressure signals for baseline JICF1 and JICF2 cases from TA3D, no JICF heat release model.](image)

As expected, the dominant mode (near 200Hz) is driven to a limit cycle in the JICF1 case; however, it is apparent that this mode is basically non-existent in the JICF2 geometry. This suggests that the JICF2 geometry adds a significant amount of damping at 200Hz to the system. This is likely due to the fact that the geometry of the JICF2 configuration is such that it exhibits a resonant Helmholtz mode very close to the frequency of the dominant chamber mode. This results in a resonator effect that damps the signal near 200 Hz when a reaction is not occurring in
this region. If desired, it would be feasible to re-tune the head end heat release model such that enough driving of the 200Hz mode occurred from the head end that it would overcome the damping due to the JICF2 geometry and still achieve a limit cycle. However, for the sake of consistency, and because the desired stable/unstable trends can be predicted without matching the actual value of the limit cycle amplitude, this head end heat release model tuning was not further investigated in this study.

**Basic Heat Release Model**

Because the objective of this basic TA3D model was to predict the stability trends observed in the experiment and modeled in the simulations, a linear model was applied to the JICF while the non-linear model was left for the head end flame. Based on the proposed mechanism demonstrated in Figure 68, the two “time lags” that need to be accounted for are the time lag between the chamber pressure fluctuation and the resultant jet velocity fluctuation (jet impedance) and the time lag between the jet velocity fluctuation and the resultant heat release fluctuation (flame time lag). As stated above, the jet impedance is implicitly accounted through the TA3D solver, and thus, only the flame time lag needs to be included in the heat release model. From the LES simulations, this time lag was found to be approximately 285 degrees, or 3.958 ms for the 200 Hz mode. For this basic analysis, a gain factor of unity was applied, as no further insight on this parameter is currently available. The mean fields for heat release and velocity were mapped onto the acoustic mesh from the LES simulations and the fluctuating velocity field was averaged over the sender field, as described by Johnson (Johnson, 2013).

The flame time lag was introduced by assuming a simple \( q' - u' \) time lag model, where the heat release at the reacting JICF is calculated from the following relation
\[ q'(x, y, z, t) = n\bar{q}(x, y, z)r(x, y, z)\frac{u'(x, y, z, t-\tau)}{\bar{u}} \]

(48)

where \( q' \) and \( \bar{q} \) represent the fluctuating and mean components of heat release, respectively, \( n \) represents the gain, \( u' \) represents the acoustic velocity field, \( \tau \) represents the time lag between the heat release fluctuation and the velocity fluctuation, and \( r \) and \( s \) represent the sender and receiver regions respectively (as described previously). The time lag was taken directly from the simulation results discussed previously and shown in Figure 69 as the gray symbols. The sender and receiver regions were defined using OpenFOAM’s setFields utility based on the proposed mechanism that the acoustic perturbation originates at the exit of the jet and causes a fluctuation in heat release at the reacting JICF flame front. The sender and receiver regions for the basic heat release model are shown in Figure 72.

Figure 72: Sender and receiver regions for basic TA3D heat release model for the JICF
Because neither the gain nor the time lag in the heat release model are a function of the acoustic velocity fluctuation amplitude, the model is linear and will cause an unstable mode to grow unbounded while causing a stable mode to damp completely.

The same heat release model for the reacting JICF was applied to both the JICF1 and JICF2 configurations. The corresponding filtered pressure signals for each case are shown below in Figure 73.

![Filtered acoustic pressure signals for JICF1 and JICF2 cases from TA3D, with basic JICF heat release model (note the different axes for clarity).](image)

Figure 73: Filtered acoustic pressure signals for JICF1 and JICF2 cases from TA3D, with basic JICF heat release model (note the different axes for clarity).

The results clearly show that the dominant mode is strongly driven by the JICF1 case and completely damped by the JICF2 case, a difference that is solely due to the change in geometry between the two cases. This trend predicted by TA3D agrees well with the results observed in both the experimental rig and in the LES simulations, as discussed previously. This further validates the proposed mechanism and suggests that a lower order tool, like TA3D, can be used to further investigate the contributions to the mechanism of instability proposed here. It should be noted here that it was found that an incorrect JICF heat release model (for example, an
incorrect time lag) can result in the JICF2 geometry also strongly driving the dominant mode. Thus, it is evident that although the JICF2 configuration is known to provide significant damping to the system, an incorrect JICF heat release model can still result in the JICF2 geometry driving the dominant chamber mode and incorrectly predicting the trends observed in experimental data.

**Detailed Heat Release Model**

The detailed JICF heat release model derived above was implemented into the TA3D setup by adding two additional heat release models to the existing head end heat release model developed Johnson (Johnson, 2013). These additional heat release models relate the fluctuating heat release field to the fluctuating velocity field by applying an n-tau model based on Equation (47) to replace the basic JICF heat release model that was discussed previously.

**Time lag calculations**

The two time lags required for the JICF heat release model defined in Equation (47) were preliminarily determined from specific LES simulations. These specific simulations were run in an effort to identify the individual components that make up the JICF “global” flame time lag, calculated from the full, self-excited LES simulations. The individual time lags that were found to be important from the derivation of the heat release model shown in the preceding section include a fuel injection time lag (defined as the time from the fuel injection location to the corresponding heat release fluctuation at the flame front), and a burner, or jet time lag (defined as the time from the jet exit to the corresponding heat release fluctuation at the flame front).

These individual time lags were determined by running simulations that removed the contribution of individual effects. For example, the jet time lag was calculated directly by running a simulation where a constant mixture fraction boundary was applied to the jet flow.
(perfectly premixed, PerPM). This resulted in a simulation with no equivalence ratio fluctuations, providing an accurate representation of the jet time lag.

An attempt to calculate the fuel injection time lag was initially done by subtracting the jet time lag from a time lag calculated from a partially premixed (ParPM) simulation. This requires the assumption that the fuel injection and jet time lags can be linearly superimposed. This assumption was found to be invalid, as the resultant injection time lag produced an incorrect prediction of the stability trends known from experimental and numerical results (i.e., both the JICF1 and JICF2 cases were unstable at 200 Hz with this time lag, instead of the JICF2 case being stable at 200Hz as is observed in the experimental results). Alternatively, a model to determine the injection time lag was proposed by defining this time lag as a function of the jet time lag and the mean velocity and length of the scoop, or mixing passage, between the fuel injection and the jet exit. This relation for the injection time lag becomes:

$$\tau_{injection} = \tau_{jet} + \frac{\ell_{scoop}}{u_{scoop}}$$

(49)

The resultant time lags for the detailed heat release model defined in Equation (47) are summarized below in Table 7. Here, both methods used to calculate the injection time lag are shown for reference, however the acoustic modeling discussed below utilizes the injection time lag calculated from the 2nd method.
Table 7: Time lag calculations from LES simulations.

<table>
<thead>
<tr>
<th>Time lag</th>
<th>Simulations/equation used</th>
<th>Value (@ 190Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel injection (method 1, found to be invalid)</td>
<td>ParPM – PerPM</td>
<td>$\tau_{injection} = 4.304 \text{ms}$</td>
</tr>
<tr>
<td>Fuel injection (method 2)</td>
<td>$\tau_{injection} = \tau_{jet} + \frac{\ell_{scoop}}{U_{scoop}}$</td>
<td>$\tau_{injection} = 1.349 \text{ms}$</td>
</tr>
<tr>
<td>Jet exit</td>
<td>PerPM</td>
<td>$\tau_{jet} = 0.505 \text{ms}$</td>
</tr>
</tbody>
</table>

**Gain factor calculations**

The relative gains of each of the terms in the JICF heat release model are determined using the constants in front of the perturbed variable terms in Equation (47). The quantities for each of these constants are approximated from the mean fields in the LES simulations (as necessary), and are summarized below in Table 8.

Table 8: Constants used to calculate the gain terms in the JICF heat release model.

<table>
<thead>
<tr>
<th>Constants (mean quantities)</th>
<th>Region 1: fuel injection</th>
<th>Region 2: jet exit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air density</td>
<td>4 kg/m$^3$</td>
<td>3.5 kg/m$^3$</td>
</tr>
<tr>
<td>Volume flow</td>
<td>0.010775 m$^3$/s</td>
<td>-</td>
</tr>
<tr>
<td>Fuel fraction</td>
<td>0.036636</td>
<td>0.036636</td>
</tr>
<tr>
<td>Heating value</td>
<td>5e7 J/kg</td>
<td>5e7 J/kg</td>
</tr>
<tr>
<td>Velocity</td>
<td>25 m/s</td>
<td>60 m/s</td>
</tr>
<tr>
<td>Area</td>
<td>-</td>
<td>0.000201 m$^2$</td>
</tr>
<tr>
<td>Sound Speed</td>
<td>535 m/s</td>
<td>535 m/s</td>
</tr>
</tbody>
</table>

Because only the relative gain between each of the terms in the heat release model is important, a gain of unity was assumed for the jet exit term and the injection component was
normalized with respect to this value. The expressions for each of the gain terms, along with their relative values, are provided below in Table 9. For reference, the gains of the neglected density fluctuation terms (or p’ terms, assuming isentropic flow) are included to verify that they are indeed negligible. Also included in Table 9 are the values of the phase for the velocity gain terms, as calculated from the time lag information obtained from LES (shown in Table 8). It should be noted that because these terms can contribute to either driving or damping of a given mode, they should be included in the analysis of the system regardless of the phase, assuming the gains are of sufficient magnitude. Thus, the phases for the pressure gain terms are not included, as the relative gains for these terms are nearly two orders of magnitude smaller than the velocity gain terms.

Table 9: Gain expressions and relative values applied to JICF heat release model. Phase values are shown for reference and are calculated from the time lags shown in Table 8.

<table>
<thead>
<tr>
<th>Term</th>
<th>Mathematical Expression</th>
<th>Relative value</th>
<th>Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel injection – u’</td>
<td>$-\frac{\bar{m}H_f \bar{Y}}{\bar{u}_{air}}$</td>
<td>-2.450</td>
<td>97°</td>
</tr>
<tr>
<td>_jet exit – u’</td>
<td>$\bar{Y} \cdot \bar{\rho}<em>{A</em>{jet}} H_f$</td>
<td>1.000</td>
<td>36°</td>
</tr>
<tr>
<td>Fuel injection – p’</td>
<td>$\frac{-\bar{m}H_f \bar{Y}}{\bar{\rho}_{air} c^2}$</td>
<td>-0.0535</td>
<td>N/A</td>
</tr>
<tr>
<td>Jet exit – p’</td>
<td>$\frac{\bar{Y} \cdot \bar{u}<em>{A</em>{jet}} H_f}{c^2}$</td>
<td>0.0599</td>
<td>N/A</td>
</tr>
</tbody>
</table>

It is interesting to note from these results that the sign in front of the fuel injection term is negative, while the sign in front of the jet term is positive. This agrees with a fundamental
understanding of the flow physics, where an increase in the acoustic velocity results in a decrease in the heat release due to equivalence ratio fluctuations but an increase in the heat release due to the jet mass flow or velocity fluctuations.

These results also suggest that each of the velocity fluctuation terms have a similar contribution to the overall JICF heat release, as they are of the same order of magnitude. The pressure fluctuation terms are two orders of magnitude lower than the velocity terms when scaled by the acoustic impedance, which was estimated from the acoustic velocity and pressure fluctuations in the scoop. This confirms our initial assumptions that each of the velocity terms are important in constructing a model for the JICF heat release while the pressure terms can be neglected. It is important to note, however, that this assumption may not be valid for additional configurations. Each assumption made in this report should be re-evaluated before applying to additional configurations.

To validate the detailed heat release model that was developed, two additional TA3D cases were run, applying the detailed JICF heat release model to the jet flame while utilizing the same meshes and head end heat release model used previously for the cases with the basic JICF heat release model. Similar to the basic heat release modeling study, the only difference between the JICF1 and JICF2 detailed heat release model cases was the geometry, other than slight differences in the mean fields. This provides the most accurate comparison with experimental trends.

For the JICF heat release model, two sender regions were defined for each of the terms in Equation (47). The fuel injection sender region was defined at the location of the fuel nozzle and the jet sender region was defined at the exit of the jet. The receiver region for each of the two
modeled JICF terms was defined as a region enclosing the mean heat release field of the reacting JICF. These three regions are illustrated below in Figure 74.

![Diagram of sender and receiver regions for detailed JICF heat release modeling in TA3D.](image)

Figure 74: Sender and receiver regions used for detailed JICF heat release modeling in TA3D.

Filtered acoustic pressure signals for both cases with the detailed heat release model are shown below in Figure 75. Note that the only difference between the baseline head end only cases (Figure 71), the basic JICF heat release model cases (Figure 73), and these detailed JICF heat release model cases shown in Figure 75, is the heat release model that is applied for the JICF.
Figure 75: Filtered acoustic pressure signals for JICF1 and JICF2 cases from TA3D, with detailed JICF heat release model.

It is evident from these results that the trends observed in the experiments are correctly reproduced by TA3D with the implementation of the detailed JICF heat release model. The JICF1 geometry significantly drives the dominant head end mode above its baseline limit cycle amplitude when the JICF heat release model is applied, while the JICF2 geometry completely damps the head end mode. Because the detailed JICF heat release model is only linear, the unstable case grows unbounded. A non-linear JICF heat release model could be developed in the future with additional experimental data.

Figure 76 shows a summary of the filtered pressure signals from experimental results, compared to the corresponding TA3D cases that include the detailed JICF heat release model. The first column represents the JICF1 geometry, but with a baseline heat release model only applied for the head end reaction. This corresponds to experimental data that was taken with the same geometry but no fuel included in the jet flow (and therefore, no jet reaction). Here it is evident in both cases that the dominant mode near 200 Hz is driven to a limit cycle amplitude between 1 and 2% of the chamber pressure. The limit cycle amplitude in the experimental results
shows some variation due to transient effects that are not resolved in the TA3D model, however, the general behavior agrees well.

The second column also represents the JICF1 geometry, but now, with the detailed JICF heat release model turned on in the TA3D model and fuel added to the jet flow in the rig. Here a strong driving of the dominant mode is observed, to a limit cycle nearly three times higher than that observed with the HE only in the experimental data, and unbounded growth in the modeled data. Again, the unbounded growth in the modeled data is a result of a linear heat release model being applied for the reacting JICF, as opposed to a non-linear model where a limit cycle would be achieved.

Finally, the third column represents the JICF2 geometry, with the same detailed JICF heat release model applied to the TA3D model and fuel included in the jet flow in the rig. Here it is evident that the JICF reaction couples with the dominant mode in such a way that it nearly damps the dominant mode entirely. This trend is captured well with the modeled results.
Generalized Instability Model

Additional reduced order modeling was done using the Generalized Instability Model (GIM) (Portillo, 2007) to develop stability maps for the two dominant modes present in the lab scale combustor. The purpose of this model was solely to investigate the effect of the JICF on the stability of the chamber modes, independent of the head end forcing. The model setup was based on the proposed mechanism that the combination of the jet impedance and the jet flame time lag contribute to the driving or damping of the JICF, as shown schematically in Figure 68.

Because the GIM tool is only quasi-3D (i.e., longitudinal and transverse modes are solved separately), it cannot capture the effect of the jet impedance implicitly, as was the case with TA3D. Thus, a p’-q’ n-tau model was imposed at the location of the JICF and a stability map was generated by assuming that the p’-u’ time lag plus the u’-q’ time lag combine to form an overall p’-q’ time lag. A sweep of the overall p’-q’ time lag was performed for a total of two
periods of the selected mode and the results plotted on a stability map as a function of the $p'\cdot u'$ time lag (jet impedance) and the $u'\cdot q'$ time lag (flame time lag). No heat release model was applied for the head end flame, as the objective of this analysis was to investigate the effect of the JICF, independent of the head end forcing. The GIM model is represented schematically in Figure 77, which shows the 200 and 400 Hz mode shapes in the chamber and the location where the heat release model was applied, corresponding to the location of the JICF injection for the configurations investigated in this study.

Figure 77: Schematic representation of the GIM model with the location of the applied heat release model shown relative to the 200 and 400 Hz pressure mode shapes.

Figure 78 shows a stability map for both the 200Hz and 400Hz normalized growth rates, as a function of the jet impedance and the flame time lag. Note that the growth rates calculated by the instability model are defined by the exponential factor that best fits the curve developed from the maximum points in the time series of the unsteady pressure signal. The heat release model applied in this study assumed that the combination of the jet impedance and flame time lags results in an effective time lag between the chamber pressure fluctuation and the reacting JICF heat release fluctuation. The location of the JICF1 and JICF2 configurations on the stability
maps, based on the calculated time lags from the LES simulations, are shown by the red and green points, respectively. Note that a growth rate of positive one represents the most unstable regions and a growth rate of negative one represents the most stable regions. These stability maps demonstrate how the proposed mechanism can be implemented into a low-order 1D acoustic tool and provide an understanding of the design parameters that can be used to develop a stable system.

Figure 78: Normalized growth rate for 200 and 400 Hz modes using a 1D linear heat release model in GIM. Red and green points represent the JICF1 and JICF2 configurations, respectively, as calculated from SELES. Black lines represent stability boundaries.

The 200Hz stability map provides similar results to what was shown previously in Figure 69, where the JICF1 and JICF2 points bound the neutral stability line. This plot is also helpful in understanding the design space available for a stable system as a function of the jet impedance and flame time lag.

Because the color scale between the 200Hz and 400Hz stability maps is the same (scaled by the maximum of the absolute value of the growth rate in both plots), the relative growth rate can be compared between the two stability maps. Thus, it is evident that the 400Hz mode is not
nearly as sensitive to the JICF heat release as the 200Hz mode, and is actually close to neutrally stable throughout all operating regimes. This difference is due to the JICF injection location with respect to the pressure mode shape of each mode. It is important to note that the growth rate on these stability maps represents the effect of only the JICF reaction on the system stability, and thus, a neutrally stable system implies that the JICF will not have an effect on the mode already present from the head end reaction.

Experimental results agree with this trend, showing that the 400Hz mode is relatively insensitive to the JICF configuration, i.e., its amplitude was minimally affected between the HE only, JICF1, and JICF2 configurations. This is shown in the experimental pressure spectrum plotted in Figure 79, below.

![Experimental spectrum comparing the first two dominant modes in the HE only, JICF1, and JICF2 configurations.](image)

**Figure 79:** Experimental spectrum comparing the first two dominant modes in the HE only, JICF1, and JICF2 configurations.
CHAPTER 6 – CONCLUSIONS AND RECOMMENDATIONS

Summary and Conclusions

The overall objective of this study was to develop and validate a mechanism of instability that describes how a reacting JICF behaves when injected into an unstable cross flow at gas turbine operating conditions. There are many practical applications for this problem definition but specific focus was given to combustion staging in stationary gas turbines where the JICF is often used to promote mixing of fuel and oxidizer for combustion.

As a part of a related study, a lab scale dump combustor has been developed at Purdue University that provides an environment to inject a reacting jet into a cross flow that is made unstable by the head end flame. Experimental diagnostics include dynamic pressure measurements and high speed chemiluminescence imaging of the reacting jet to quantify the unsteady pressure and heat release, respectively. From the experimental tests, a three-point stability trend was identified, where a moderately unstable 2L mode in the combustion chamber during head end only operation was strongly driven by the reacting JICF for one configuration and strongly damped for another configuration. It was clear from the experimental results that the unsteady heat release from the JICF was coupling with the pressure waves present in the combustion chamber to either drive the head end only mode to a significantly higher unstable point, or damp the head end only mode to a nearly stable condition. These stability trends were used as validation data for a set of self-excited LES simulations of the reacting JICF, with the goal of obtaining an understanding of the physics governing the thermoacoustic stability of this combustion scenario.
The self-excited LES simulations were run using a solver implemented into OpenFOAM, an open source CFD toolbox for the numerical simulation of complex fluid flows including chemical reactions, turbulence, and heat transfer. A typical LES turbulence modeling setup was applied, with boundary conditions that were chosen to match the hydrodynamic and acoustic boundary conditions present in the experimental rig with as much accuracy as possible, given the available tools. A simplified combustion model was applied, using a 1-step chemical reaction and a turbulent flamespeed closure based reaction rate. This combustion model was applied under the assumption that it would provide modeling of the chemical kinetics that was accurate enough to capture the level of heat release oscillations necessary to drive the combustion instabilities at the frequencies of interest in this study.

A Rayleigh Index post-processing tool was developed in combination with a 3D DFT tool to calculate a three-dimensional Rayleigh Index field from the pressure and heat release fields generated by the self-excited LES simulations. These results provided a three-dimensional Rayleigh Index field as a function of frequency, and thus could be used to identify regions of driving or damping within the system at a specific frequency of interest. This post-processing technique was found to be especially useful when multiple reaction zones are present within the system, serving to clearly identify which reactions are driving the system and which are damping it. It was calculated that for the unstable case (JICF1) the reacting jet contributed an additional 32% of driving to the existing head end instability while the stable case (JICF2) contributed an additional 113% of damping to the existing head instability.

Extensive validation of the numerical methods applied to the LES simulations was done to identify the effects on the acoustics within the computational domain. These validation studies
quantified the effects of mesh resolution and refinement regions, temporal and spatial discretization schemes, combustion model parameters and extensions, and boundary conditions. Details of the validation results are provided in Appendix A. All of the numerical data was compared against the experimental results and any discrepancies or shortcomings in the modeling approaches were identified.

Additional reduced order acoustic modeling was included in this study to validate a proposed heat release model for the reacting JICF, based on the mechanism identified from experimental and numerical results. A three-dimensional thermoacoustic modeling tool and a quasi-3D Generalized Instability Model were used to model stability trends for the full geometry as well as generate stability maps that were used to further understand the design parameters that are important for the reacting JICF. One-dimensional full kinetic modeling was also applied to identify what kinetic mechanisms are important for thermoacoustic modeling of the given system at the conditions of interest.

It was found that the self-excited LES simulations were only able to match the stability trends observed in the experiments when a model for limiting the reaction rate due to strain was implemented into the combustion model. Based on 1D full kinetic modeling, however, it was determined that the actual effects of strain were not significant at the high pressures considered here, however, when an artificially high Markstein number was applied to the strain model, it reduced the reaction rate in the regions of high strain within the jet and delayed the overall flame time lag to the point that the stability trends from the simulations matched those of the experiment. Because the full kinetic modeling showed that the strain in the JICF was not high enough to cause a notable reduction in the overall reaction rate, it was determined that the strain
model in this study could only be viewed as a correction factor to the simplified combustion model and not as a physical representation of strain effects in the reacting JICF.

From an investigation into the natural coherent structures of the reacting JICF, it was found that these structures occurred at frequencies too high to result in any feedback cycle with the pressure and heat release oscillations that generated combustion instabilities at the frequencies of interest in this study (less than 500Hz). This conclusion was based on literature of non-reacting and reacting jets in cross flow, as well as LES simulations that were used in this study to quantify the frequencies of the shear layer of the JICF, as these coherent structures can have a direct effect on the flame surface and resultant heat release fluctuations in the jet. Further confirmation of this conclusion was given from experimental results, which found that changes to the hydrodynamic behavior of the JICF due to jet diameter, momentum ratio, and equivalence ratio had very little effect on the stability of the system.

By observing experimental and numerical animations of the transient flame behavior, a strong pulsing of the jet was identified to occur at the unstable frequency of interest when the jet was driving the baseline instability present in the combustion chamber. This pulsing behavior is similar to what has been observed in the literature when a premixed swirl stabilized flame is placed at a pressure anti-node of a mode sustained in the combustion chamber (O’Connor 2011 and 2012). Thus, a mechanism was developed, that included a mass flow fluctuation of reactants as well as an equivalence ratio of the mixture that resulted from the pressure oscillations present in the combustion chamber at the point of injection. These mass flow and equivalence ratio fluctuations result in heat release fluctuations in the JICF that can result in a feedback cycle with the pressure oscillations in the combustion chamber. Depending on the time lags between the
pressure oscillations in the chamber and the velocity oscillations in the JICF, and again between
the velocity oscillations in the JICF and the heat release oscillations of the jet, a feedback cycle
can develop that will cause the reacting JICF to either drive or damp the unstable mode
generated by the head end flame and sustained in the combustion chamber. These time lags were
identified from the LES simulations and implemented into the 3D thermoacoustic modeling tool
as a “jet impedance time lag” and a “flame time lag”. The jet impedance is simply a function of
the acoustic properties of the geometry being investigated while the flame time lag can be split
into velocity, equivalence ratio, and strain fluctuations, depending on the operating conditions
and setup. For the specific gas turbine application investigated in this study, it was found that the
velocity and equivalence ratio fluctuations were important, however, the effect of the strain
fluctuations on the heat release were minimal due to the high operating pressure.

The stability trends observed in the experiments were correctly captured with the 3D
thermoacoustic tool, using a derived heat release model based on the proposed mechanism of
instability as a function of the velocity and pressure oscillation present in the system. Using a
detailed heat release model that included terms for both the velocity and equivalence ratio
fluctuations of the JICF, it was found that the velocity fluctuations contributed to damping of the
system, while the equivalence ratio fluctuations contributed to driving of the system. The jet
impedance, or pressure-velocity time lag, contributed to driving for the unstable case (JICF1)
and damping for the stable case (JICF2). Because only a linear heat release model was applied
for the reacting JICF, the limit cycle amplitudes observed in experiment were not captured, but
rather exponentially unstable growth rate was observed for the unstable case and complete
damping was observed for the stable case. The gain factors derived from the governing equations
for the temporal heat release showed that the gain for the equivalence ratio fluctuations was approximately 2.5 times that of the velocity fluctuations, and with opposite sign when applied with a $q'u'$ heat release model. The density fluctuation terms were shown to be negligible in this case, due to their proportionality with the inverse of the square of the sound speed.

The Generalized Instability Model (GIM) results identified how a stable design could be achieved based on the two overall design parameters of the reacting JICF – the jet impedance and the overall flame time lag. The stable and unstable points investigated in this study were plotted on a 2D stability map generated using GIM, further confirming that the trends calculated with LES matched those observed in the experimental results. This model was also used to help explain why the 200 Hz mode was strongly affected by the JICF, while the 400 Hz mode was nearly oblivious to any design changes of the JICF. This was partly due to the fact that the jet was injected much close to a pressure anti-node for the 200 Hz mode, but also that the JICF configurations investigated in this study exhibited resonant frequencies quite close to the 200 Hz mode.

The original objectives of this study were summarized previously in Table 1 and are provided again in Table 10, with a brief statement summarizing how each objective was satisfied.
### Table 10: Objectives of the current study and summary of results

<table>
<thead>
<tr>
<th>Objective</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Analyze and understand the flow phenomena related to a reacting JICF</strong></td>
<td>Experimental and numerical data was investigated, along with a background of JICF literature, to analyze the flow field of the reacting JICF and identify the important parameters that contributed to the stability of the system.</td>
</tr>
<tr>
<td><strong>Develop self-excited LES simulations of an unsteady dump combustor and validate with experimental data</strong></td>
<td>Multiple head end only and reacting JICF simulations were run and validated with experimental dynamic pressure measurements and CH° chemiluminescence images. With appropriate extensions to the model, the trends observed in experiment were matched with the simulations. Shortcomings were identified and recommendations for further improvements were included.</td>
</tr>
<tr>
<td><strong>Investigate the interaction between an unsteady cross flow and a reacting jet and identify a mechanism that contributes to the stability of the system</strong></td>
<td>Using advanced post processing techniques applied to experimental and numerical data, a mechanism of instability was hypothesized and used to derive a heat release model that describes how the reacting JICF contributes to the overall system stability. The important physical parameters were identified and included in the model, while additional parameters were shown to be negligible at the operating conditions investigated in this study.</td>
</tr>
<tr>
<td><strong>Identify the necessary tools and methods so that the fundamental study shown here can be extended to more specific engine design studies</strong></td>
<td>While appropriate “tuning” of the LES model was shown to result in the correct prediction of stability trends, it was recommended that improvements to the acoustic boundary conditions and the combustion model be pursued to provide a design tool that can predict system stability a priori. However, by applying the heat release model developed in Objective 3, a 3D acoustic tool was shown to correctly predict the stability trends observed in the experiment, providing a method that can now be extended to a full engine style design.</td>
</tr>
</tbody>
</table>

**Recommendations for Future Work**

One of the most significant assumptions in this study was that the chemical kinetics of the reactions present within the system could be captured using a global one-step reaction mechanism with a reaction rate based on turbulent flame speed closure modeling. While this approach has been extensively applied in the literature for co-flow jet flames, it often requires
extensions to model physical effects on the kinetics such as strain and heat loss, especially for
more complex combustion scenarios such as swirl stabilized flames or reacting jets in cross flow,
as was shown in this study. Thus, for these more complex combustion scenarios like the reacting
jet in cross flow, it is recommended to improve the combustion modeling by applying more
accurate kinetics information through methods such as tabulated chemistry lookup tables.
Several variations of these tabulated chemistry combustion models are in the development
phases and are described in recent literature. As more of the chemical kinetics can practically be
included in the combustion modeling, it is expected that less “tuning” of the models will be
required and a priori predictions will become more feasible.

For further increases in the accuracy of the combustion modeling, it is recommended to
implement a method of including fuel flow fluctuations for non-premixed cases as a function of
fuel line pressure drop or fuel nozzle impedance. In addition, a more accurate mixing profile for
the fuel nozzles should be included, or, when practically possible, include the complete fuel
nozzle geometry. Fuel source term modeling, such as the method applied here, provides a good
way to introduce equivalence ratio fluctuations without a significant increase in the
computational expense, however, depending on the setup being investigated and the simulation
objectives, effects such as fuel flow fluctuations and mixing profiles can become important.
These effects become increasingly important when investigating modes at higher frequencies
where localized flame effects contribute as much to the stability behavior as the global flame
effects investigated in this study.

By quantifying the reflection coefficients at the boundaries of the computational domain
it was found that the method applied for a choked outlet matched the theory quite well, while the
method applied for a choked inlet exhibited a significantly lower reflection coefficient than the theoretical predictions. This was found to be the result of an inconsistency in the segregated pressure-velocity solver where the pressure and velocity are solved separately at the boundaries without an appropriate link between them. To correct this inconsistency, the pressure, velocity, and temperature at the boundaries would need to be solved together and then “frozen” throughout the rest of the PISO loop at the current time step. While this is a recommended improvement for cases in which choked inlets are present, it should be noted that these types of choked inlets are typically only present in lab-scale combustors and are uncommon in practical engine style rigs or full engines. In these practical cases, it is often necessary to include the actual geometrical features that result in the acoustic boundary conditions of the system.

One of the findings of this study was that due to differences in the hydrodynamic strain field between a co-flow jet flame and a JICF, the fluctuating strain resulting from acoustic velocity perturbations has the potential to effect the stability of the system, as it can cause a delay in the heat release at a localized point in the flame with high strain. While it was found that at gas turbine operating conditions, the high pressure effects cause the strain effects on the reacting JICF to be negligible, it is likely that strain effects can become significant at lower pressures, or in scenarios when the Markstein number is greater than 0.5. Thus, if a practical application becomes apparent, it is recommended to further investigate the stability effects of strain fluctuations through experimental testing, such as comparing the stability characteristics of a reacting jet injected at 90 degrees, 45 degrees, and 0 degrees.
Analysis of Computational Domain Boundaries

Reflection coefficient calculations

An unknown, and potentially significant, source of acoustic losses in the numerical simulations presented in this study comes from the inlet and outlet boundaries of the computational domain. In order to obtain an understanding of the behavior of these boundaries in the simulations, separate simulations of each boundary were run individually to quantify the reflection of acoustic waves at each boundary. These simulations were run by taking a small region of the computational domain near the boundary and calculating the magnitude and phase of the reflection coefficient at the inlet or outlet boundary. The condition at the boundary being measured was identical to that of the main simulations while the opposite boundary in the test domain was set to a sinusoidal overlay boundary with forcing applied to the pressure between 50 and 1000 Hz. This provided a forced boundary in the frequency range of interest where the two-microphone technique (ISO, 1998) could be applied to calculate the reflection coefficient with mean flow (Munjal, 1990).

The boundary test simulations were run using identical flow conditions, solver, and discretization schemes that were used in the main simulations to ensure that an accurate representation of the boundaries was determined. The two-microphone method with mean flow was applied to calculate the reflection coefficient at the boundary using Equation (50) (Munjal, 1990):

$$R = \frac{H_{12}e^{-Ms} - e^{-s}}{e^s - H_{12}e^{-Ms}e^{2L}}$$

(50)
where $H_{12}$ represents the transfer function between the two probes, $M$ represents the mach number, and $L$ and $s$ represent the dimensions shown in the schematic in Figure 80, below.

Figure 80: Schematic of two-microphone method setup applied to computational domain boundary analysis

Figure 81 shows the domain used for the inlet boundary reflection calculations.

Figure 81: Domain used for inlet boundary reflection calculations

The reflection coefficient was calculated using both a constant mass flow inlet as well as a constant velocity inlet, for comparison. The results for calculating the reflection coefficient at the
The theoretical reflection coefficient is also plotted in the figure, as derived by Lamarque and Poinsot for a choked diffuser (Lamarque, 2008).

Figure 82: Calculated magnitude and phase of reflection coefficient for inlet boundary

There are several interesting observations that can be made from the data shown above. It is apparent that both of the numerical inlet conditions are less reflective than the theoretical value calculated using the relation from Lamarque and Poinsot. It is also important to note here, that this theoretical value for a choked diffuser is actually a minimum approximation for the reflection at the inlet of the rig modeled in this study. This is because the actual inlet in this study consists of a choke plate, where the walls of the plate behave a rigid boundary (R=1) and only the holes through the plate behave like a choked diffuser. This means that the actual reflection coefficient present in the rig is likely higher than this theoretical value. It can be concluded from the data shown here that the inlet boundary is an unavoidable source of acoustic losses, given the
resources available for this study, however, various methods were attempted to increase the physical accuracy of the inlet boundary which are described below.

Although the constant velocity inlet behaves closer to the theoretical condition with respect to its reflection coefficient, it was numerically unstable when applied with a pure second order temporal discretization scheme (Crank-Nicholson 1.0) and the full simulations would not run without crashing. It was also attempted to utilize a constant velocity inlet while applying an off-centering factor of 0.8 for the temporal discretization. While these simulations would run without crashing, they resulted in an interesting numerical feedback of combustion instabilities that drove the first and third longitudinal modes of the system, depending on the configuration. This behavior is evident in Figure 83, which shows representative pressure spectra for the head end only case, with a constant velocity inlet and an off-centering factor of 0.8 for the temporal discretization.

![Figure 83: Representative pressure spectra for the head end only simulation with a constant velocity inlet boundary condition](image)

While this simulation correctly predicted peaks near 200 and 400 Hz, it also excited a mode near 100 Hz, which corresponded to the first longitudinal mode of the system. The
amplitude of this mode increased in increments throughout the one second solution time that this simulation was run for. By calculating the mass flow rate through a plane 10 cm from the ox-post inlet, it was found that the reactant mass flow was fluctuating by at least 6-7% of the mean, an effect of the inlet boundary condition that was not physically correct. This mass flow fluctuation occurred as a result of the standing pressure waves within the system. Because the inlet of the domain is a pressure anti-node for any standing wave that exists in the system, the pressure fluctuations at the inlet resulted in density, and therefore mass flow rate fluctuations, as the velocity and temperature were fixed to constant values at the inlet. This fluctuation in the reactant mass flow convected downstream to the head end flame where it would cause fluctuations in heat release. These heat release fluctuations would then cause acoustic pressure fluctuations, thus closing the feedback loop necessary to drive the mode. While this presented a classic combustion instability phenomenon, it was not physically correct as the mass flow through a choked inlet cannot fluctuate, and thus, it was concluded that a constant velocity boundary condition could not be used to accurately model a choked inlet.

The final attempt at creating an accurate inlet boundary for the simulation was to resolve an inlet hole that had the same effective area as the nine holes present in the actual choke plate and apply a constant mass flow rate across this reduced area. The nine holes were merged into one hole so that the necessary mesh resolution would not need to significantly increase at the inlet, requiring both a larger number of cells and a smaller time step for numerical stability. Theoretically, this method should produce a much higher inlet reflection coefficient, as a significant portion of the inlet boundary becomes a rigid wall and the flow entering through the hole in this boundary would be choked. Upon running this simulation, however, it was found that
introducing a supersonic jet into the inlet of the domain resulted in large pressure oscillations that began to dominate over the acoustic pressure oscillations. While the supersonic jet should introduce a large amount of noise into the domain, it is unlikely that it would dominate over the acoustic pressure oscillations as the experimental data does not show this to be occurring. As a result, it was concluded that the correct behavior of a supersonic inlet could not be correctly captured by the solver being used.

To avoid this dilemma, the area of the inlet hole was slightly increased so that a transonic inlet flow would be introduced. This would eliminate the supersonic jet while still maintaining the acoustic accuracy of a high Mach number inlet. The transonic inlet condition was tested for a boundary analysis case similar to those used for the constant mass flow and constant velocity inlets which were defined over the entire face of the ox-post. The temporally averaged Mach number through this domain is shown below in Figure 84. It is evident from the figure that a transonic jet enters the domain through the inlet area, but due to the expansion immediately following the inlet boundary, the inlet does not choke, verifying that the desired results have been obtained for the velocity field. It should be noted here that the duct for this test case was lengthened to allow for probe measurements in a flow field that was uniform away from the inlet jet.
Figure 84: Domain used for transonic inlet boundary calculations, colored by temporal mean Mach number.

Figure 85 shows the magnitude and phase of the calculated reflection coefficient for the transonic inlet case, using the same two-microphone method described above. Here the plot shows the calculated values for the transonic inlet compared to the values for the constant velocity and constant mass flow inlets, as well as the theoretical value of the reflection coefficient.

Figure 85: Calculated magnitude and phase of reflection coefficient for all inlet boundary configurations tested
It is evident that while the phase of the reflection coefficient behaves as it should, the magnitude of the reflection coefficient exhibits an oscillating behavior with frequency and generally does not result in a more accurate boundary. It is currently unknown whether this is a physical phenomenon, a numerical error, or an error due to the calculation method that may arise in non-uniform flow fields. A test case with double the mesh refinement was also run to determine if the unexpected results here were mesh dependent, however, it was found that the finer mesh resulted in almost identical results for the calculated reflection coefficient. It is recommended that this inlet be investigated in a future study, however, for the purpose of this work, we were interested in how this boundary effected the acoustic pressure amplitude seen in the chamber. This was determined by actually applying this transonic inlet boundary to the head end only case and running two simulations, using temporal discretization off-centering coefficients of 0.5 and 0.8. Representative pressure spectra for these simulations are compared with the corresponding baseline simulations in Figure 86, below.

Figure 86: Representative pressure spectra for the head end only simulation comparing the standard inlet to a transonic inlet for various temporal discretization off-centering coefficients.
The pressure spectra show that the application of the transonic inlet actually decreases the limit cycle amplitude of the 200 and 400 Hz modes when an off-centering factor of 0.8 was used. This was attributed to numerical instabilities that developed from the high Mach number flow entering the domain, and thus, an off-centering factor of 0.5 was also run to minimize this effect. The pressure spectra show that with an off-centering factor of 0.5, the transonic inlet nearly doubled the amplitude of the 200 Hz mode and only slightly increased the amplitude of the 400 Hz mode. Given these results, the transonic inlet was determined to provide the most accurate results and was applied to the final simulations investigated in the study with an off-centering factor of 0.5 for the temporal discretization.

The domain for the outlet boundary, or choked nozzle, is shown below in Figure 87.

![Domain used for exit boundary calculations, colored by Mach number. Black line represents isoline of Mach = 1.0](image)

Figure 87: Domain used for exit boundary calculations, colored by Mach number. Black line represents isoline of Mach = 1.0
Here the domain is colored by Mach number, showing the acceleration of the flow in the nozzle and the choked condition at the throat. The black line in the throat represents an isoline of Mach number equal to one.

The calculated reflection coefficient for the exit nozzle is shown below in Figure 88. The theoretical value is again included in the plot, as derived by Lamarque and Poinsot for a choked nozzle (Lamarque, 2008).

![Figure 88: Calculated magnitude and phase of reflection coefficient for exit boundary](image)

It is evident that the choked outlet of the computational domain behaves very closely to the theoretical approximation where over 90% of the acoustic waves that are incident to the nozzle are reflected back into the domain. It is concluded that utilizing a choked nozzle as an exit boundary for the simulations provides a good representation of the real exit nozzle and any acoustic losses through this boundary are expected to be less than 7%.
**Boundary losses due to jet in cross flow geometry**

Because the inlet boundary conditions that were available for the simulations in this study were known to allow a significant amount of acoustic loss, as opposed to a nearly fully reflective choked inlet present in the experimental rig, a one-dimensional comparison was done between the HE only geometry and the JICF1 geometry to understand the differences in the acoustic losses that should be expected. This comparison was done using a one-dimensional transfer matrix code that could be used to quantify the damping present from a specified reflection coefficient at a boundary (Krebs, 1999). The network models used by the transfer matrix code are shown below in Figure 89 for the HE only and JICF1 models.

![Figure 89: HE only and JICF1 network models used one-dimensional transfer matrix code to quantify boundary damping](image)

Using the reflection coefficient calculations discussed previously, a relative damping coefficient was defined as the damping coefficient using the theoretically calculated reflection coefficient minus the damping coefficient using the reflection coefficient measured from the simulations. With this definition, a relative damping coefficient of zero would imply that the
simulated reflection coefficients match the theoretical values closely, while a relative damping coefficient greater than zero implies the presence of acoustic losses that are greater than the physical boundary losses. A plot of this relative damping coefficient is shown in Figure 90, comparing the HE only geometry to the JICF1 geometry for points at 200 and 400 Hz. The numerical damping present from the rhoPisoFoam solver is also shown on the plot for reference.

![Relative Damping Coefficient Plot](image)

Figure 90: Relative damping coefficient at 200 and 400 Hz for HE only and JICF1 one-dimensional models. rhoPisoFoam numerical damping included for reference.

Several important points are evident from this data. First, the boundary losses for the HE only model are an order of magnitude higher than the numerical damping present in the rhoPisoFoam solver. This suggests that the development of a more accurate choked inlet boundary condition is much more important (in terms of minimizing unphysical damping in the simulations) than improving the order of accuracy of the solver itself. It is also important to note that for the HE only model, the relative damping coefficient is insensitive to the frequency, while the JICF1 model shows another order of magnitude increase in the relative damping coefficient at 200 Hz.
This is attributed to the fact that resonance occurs in the JICF geometry near 200 Hz, resulting in fluctuations in the acoustic pressure at the JICF inlet boundary that are even higher than those at the HE inlet boundary. This increases the inaccuracy of the JICF inlet boundary condition and adds a significant amount of additional damping to the JICF simulations. It is this additional damping that explains why the HE only simulations and the JICF simulations did not have comparable limit cycle amplitudes, as were seen in the experimental data. As a result, stability trends were only compared between JICF simulations, as the HE only simulations contained damping that was approximately an order of magnitude lower.

**Effect of Choked Area on Chamber Pressure**

Because the exit of the rig modeled in this study is choked, the mean chamber pressure that is achieved within the rig is determined by the total mass flow of reactants and the area of the throat of the exit nozzle. Because an expanding section is required in the simulations to avoid numerical instability, the actual choked area in the simulations differs from the throat area in the experimental rig. It was also observed that the actual choked area in the simulations can change based on the length of the expansion section that is modeled. The effects of this actual choked area were investigated so that any deviation in mean chamber pressure could be properly understood. Two separate simulations were run, one with a long expansion section and one with a short expansion section after the throat. Clips through the long and short expansions are shown in Figure 91, where the black line represents an isoline of Mach number equal to one.
It is evident that as the expansion length is increased in the simulations, the actual choked area also increases. This increase in choked area will result in a decrease in mean chamber pressure, as compared to the experimental results. Figure 92 shows two representative pressure traces from the short nozzle simulations compared to a corresponding case from the experimental data.
As expected, the mean chamber pressure in the simulations is approximately 4% lower for this case. This is attributed to the effective choked area in the simulations being larger than the actual throat area in the experiment, which is approximately 0.00057 m$^2$. All of the results shown in this study are obtained from simulations with the short nozzle, as this resulted in a more accurate mean chamber pressure and prevented numerical stability problems that were observed due to very low pressures that occurred in the exit of the long nozzle.

**Effect of Combustion Model Tuning Parameter**

The combustion model that was utilized in this study requires a ratio between the turbulent and laminar flame speed to calculate the reaction rate of the mixture at every cell and timestep during the simulation. This reaction rate represents the source term in the reaction progress transport equation discussed above. This ratio between the turbulent and laminar flame
speed, or wrinkling factor, is determined from the Bradley correlation, which gives the following relation for the wrinkling factor, \( \Sigma \), where \( A \) is a constant (Bradley, 1992):

\[
\Sigma = 1 + \frac{(0.95A)}{Le} (Re, Pr)^{0.5}
\]

(51)

Studies have shown that the value of \( A \) for methane/air flames should be set between 0.25 and 0.5 (Govert, 2011), however, it is important to understand the effect of this constant on the simulation results for the specific geometry and operating conditions investigated in this study. To determine this effect, four separate simulations were run where everything was kept constant between each simulation except for the values of this constant, which were set to 0.1, 0.3, 0.5, and 0.8. Figure 93 shows a clip plane through the head end flame for each of the four variations of the \( A \) constant, colored by instantaneous reaction progress variable.
Figure 93: Clip plane through primary flame for four values of $A$, colored by instantaneous reaction progress variable

From this figure, it is clear that the value of the $A$ factor has a direct effect on the flame shape and length, as expected from the equations. As the $A$ factor is increased, it directly increases the wrinkling factor, which in turn increases the reaction rate, or the source term for the reaction progress transport equation. By increasing the reaction rate of a flame at fixed incoming velocity, the length and shape of the flame becomes shorter and more compact, as is apparent in Figure 93. This variation in flame behavior is expected to affect the combustion instabilities in the system, as the flame surface area, and thus the distribution of global and unsteady heat release, is affected by this flame shape and length.

Figure 94 shows the mean heat release profiles for each of the four cases tested here.
It is apparent from the figure that for low values of $A$ (longer flame), the mean heat release is distributed up to 0.5 meters downstream from the dump plane, while the profile for higher values of $A$ shows a much larger peak and a distribution that is less spread out. This distribution of heat release plays a direct role on the combustion instabilities present in the system, as it is the location of the unsteady heat release with respect to the acoustic modes of the system that either drives or damps the instabilities. This effect can be observed in Figure 95, which shows the mean heat release profiles for the two extreme cases ($A=0.1$ and $A=0.8$) plotted on the same horizontal axis as the first, second, and fourth longitudinal modes. Note that the amplitudes of the mode shapes (shown on the right vertical axis) are normalized by their individual maximum value in the combustion chamber.
As stated above, it is clear that the smaller value of the \( A \) constant results in a slower reaction rate, and thus, a much longer axial distribution of heat release. This causes the heat release to be distributed further away from the 2L and 4L pressure antinodes at the dump plane, and towards the 1L pressure antinode at the exit of the chamber. The effect on the stability of the modes can be seen in Figure 96, which shows representative pressure spectrum for the \( A=0.1 \) and \( A=0.8 \) cases.
Figure 96: Representative pressure spectrum for minimum and maximum $A$ factor cases

For the $A=0.8$ case, the peak-to-peak amplitude of the 200 Hz mode is within approximately 30 mbar of that measured in the experiment, while the amplitude of the 200 Hz mode for the $A=0.1$ case was significantly lower. It is clear, however, that the $A=0.1$ case drives the 100 Hz mode which is not seen in the experiment or any of the other simulations. This is a result of the heat release being pushed downstream towards the 1L antinode at the exit of the chamber and away from the 2L antinode at the dump plane. It is evident from this analysis that an $A$ factor must be chosen that provides the closest possible agreement with experimental data.
It was concluded, in part from the analysis discussed in this section, that an $A$ factor of 0.5 should be used as the baseline constant for this study.

**Understanding the Impact of Mesh Effects**

*Mesh resolution*

An important factor in any numerical simulation is the resolution of the mesh and the regions of refinement that are applied throughout the computational domain. Although a mesh resolution study was performed on the computational domain, its goal was not necessarily to achieve a mesh independent solution, but rather to understand the role that the mesh resolution plays on the results of interest and to determine the optimum mesh resolution that should be used to achieve the desired results within a practical amount of required run time. Critical parameters for the two mesh resolutions tested in this analysis are shown in Table 11. The effect of mesh resolution was quantified by observing the flame shape and length as well as the peak-to-peak pressure amplitude and modeshapes of the first three unstable modes.

<table>
<thead>
<tr>
<th></th>
<th>Elements</th>
<th>Cells/step height</th>
<th>$\Delta x$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Coarse</strong></td>
<td>840,200</td>
<td>36</td>
<td>~ 2.12 mm</td>
</tr>
<tr>
<td><strong>Fine</strong></td>
<td>2,986,748</td>
<td>54</td>
<td>~ 1.41 mm</td>
</tr>
</tbody>
</table>

It was observed that the mean flame length did not change significantly between the two mesh resolutions. By quantifying the flame length as the furthest downstream point where a reaction progress variable of 0.5 is observed, it was determined that the flame length for the coarse mesh was only 1.5% longer than the flame length for the fine mesh and was almost
indistinguishable when observing the flame images. A representation of the mean flame shape is shown below in Figure 97 and Figure 98 for the coarse and fine mesh, respectively. Clip planes through both the YZ and XZ planes are shown as the flame was always found to be asymmetric in the axial direction for every case run in this study. A discussion of this asymmetry is provided in a following section.

Figure 97: Coarse mesh YZ and XZ clip planes colored by mean reaction progress variable, representing the mean flame shape at the dump plane. Black isoline at bMean = 0.5
Although the overall flame length is very similar between the two meshes, there are a few differences that can be noted. First, it is observed that the flame rotates 90 degrees between the coarse and fine meshes. Consequently, the XZ plane in the coarse mesh should be compared with the YZ plane in the fine mesh and the YZ plane in the coarse mesh should be compared with the XZ plane in the fine mesh. It is currently unknown as to which (if either) of the orientations are more physical, as this rotational asymmetry could simply be a numerical error or a physical effect that could exist in either direction as the geometry is rotationally symmetric.
Another slight difference between the meshes is spread of the flame in the transverse directions. The coarse mesh exhibits a thinner cone shape flame in the YZ plane than the fine mesh exhibits in the XZ plane and a wider flame in the XZ plane than the fine mesh exhibits in the YZ plane. It is expected that the fine mesh resolves the hydrodynamic behavior at the dump plane more accurately, however, for the purpose of this study, the important mesh resolution effect was on the acoustic pressure waves within the chamber and how they were driven. Because the sole purpose of the head end flame in these results was to act a “speaker” to excite the chamber modes, a balance was sought between an accurate hydrodynamic solution at the head end but also a coarse enough mesh to provide reasonable solution times for the results that must be obtained.

A comparison of the peak-to-peak pressure amplitude is shown in Figure 99, comparing both the coarse and the fine mesh to the corresponding experimental results.
Figure 99: Representative pressure spectrum for mesh resolution study (Note that this data was taken from only 0.25 seconds of raw pressure data, compared to the standard 0.3 seconds of data used in other figures throughout this document)

It is apparent from the figure that although the simulation under predicts the amplitude of both the 200 and 400 Hz modes with both meshes, the fine mesh does predict a higher amplitude than the coarse mesh for both the 200 and 600 Hz modes. The amplitude of the 400 Hz mode, however, appears to be less affected by mesh resolution, and the coarse mesh may even predict a more accurate amplitude for this mode. It is likely that the effect of mesh resolution on each particular mode depends on the physical mechanism that is driving that mode. It was also
observed that the mode shapes for the 200 and 400 Hz modes, as calculated using a 3D discrete Fourier Transform (DFT), were nearly identical. Because the higher mesh resolution case was approximately three times slower than the coarse mesh case and did not provide a consistently improved result, it was concluded that the majority of the simulations run in this study would utilize the coarse mesh. For the JICF cases, a comparable resolution throughout the regions away from the JICF injection was applied, with additional refinement in the region of the reacting jet in cross flow.

**Ox-post refinement**

Another important mesh parameter that was observed in this study was changing the level of mesh resolution in the ox-post, upstream of the dump plane. It was observed that if the refinement level was changed in the ox-post, the flow immediately preceding the dump plane was non-uniform and could have an effect on the flame and resulting dynamics of the system. This was due to inconsistencies that occurred in the mesh due to the change in refinement level, and is a problem specific to the mesh tool, snappyHexMesh, used in this study. The region of the ox-post that originally included a change in refinement level is shown in Figure 100, compared to the same region with a uniform mesh resolution throughout the ox-post.

![Figure 100: Ox-post mesh refinement levels](image)
Although it required a slightly higher number of elements, it was found that ensuring a consistent and geometrically accurate mesh upstream of the dump plane was required to reasonably capture the flow physics of the incoming reactants. This is because the flame shear layer, which effects the mixing and dynamics of the flame, arises from the boundary layer that develops in the ox-post, and thus, is an important parameter to accurately model. Care should be given when modeling ducts and lines upstream of the reaction zone, as the resolution of these upstream components has a direct effect on the behavior of the flame.

Numerical damping of rhoPisoFoam solver

A very basic study was performed to quantify the acoustic numerical damping of the rhoPisoFoam solver used in this study, as a function of the cells per wavelength resolved with the mesh. This study utilized a simple one-dimensional mesh where the velocity field within the domain was initialized with a \( \frac{3}{4} \) wave standing mode and the simulation was run long enough so that a consistent damping rate could be calculated from the pressure oscillations within the domain. Two sets of these simulations were run, using off-centering factors for the temporal discretization of 0.5 and 1.0 (see following section for a description of the off-centering factors). No mean fields were applied to the simulations so that the only result coming from this study was the direct effect of the temporal discretization scheme on the acoustic waves within the domain. The damping coefficient for each test case is shown in Figure 101 as a function of the cells per wavelength resolved with the mesh.

The results in Figure 101 show that the effect of the off-centering factor on the numerical damping of the acoustic waves within the system is almost negligible. It should be noted, however, that the order of the temporal discretization scheme can still have an indirect effect on
the acoustics of the system that would not be captured by this basic study. This indirect effect can arise, for example, when mean fields are included in the simulation.

Figure 101: Damping coefficient versus cells per wavelength for rhoPisoFoam solver using two off-centering factors

Note that the two primary modes of interest in the Purdue acoustic rig modeled in this study had wavelengths of approximately 3.5 and 1.75 meters (the 200 and 400 Hz modes, respectively). The coarse mesh, which had approximately 1260 cells in the longitudinal direction, resulted in 1260 cells within the wavelength of the 200 Hz mode and 630 cells within the wavelength of the 400 Hz mode. Based on Figure 101, this correlates to a numerical damping between 2 and 5 rad/s on acoustics, due directly to temporal discretization errors.

To determine the relative effect of this numerical damping on acoustics, a one-dimensional transfer matrix analysis was performed to quantify the acoustic losses due to the inlet boundary errors in the reflection coefficient, and compare them to the numerical damping
from the temporal discretization, as determined in this test case. It was found from this analysis that the actual inlet boundary of the computational domain resulted in a damping coefficient of approximately 26 rad/s compared to the 4 rad/s of damping present if an inlet boundary reflection equal to the theoretical value was used. Thus, the damping, or acoustic losses from the errors in the inlet boundary condition contributed to a damping coefficient on acoustics that was nearly an order of magnitude higher than that observed from the temporal discretization errors. This suggests that a more accurate method to model the choked inlet would have a much more significant effect on the accuracy of the solution than implementing a higher order temporal discretization scheme, assuming sufficient cells per wavelength are included in the model.

Effect of off-centering coefficient in the temporal discretization

In any self-excited simulation where the results are largely dependent on the level of numerical damping present in the simulation, it is important to understand how critical discretization schemes affect the acoustics present in the simulation, as some numerical damping is required to achieve a numerically stable simulation. One of the critical discretization schemes is applied to the temporal derivatives in the simulation. This study utilized the Crank-Nicolson scheme for the temporal derivatives where an off-centering coefficient can be applied that blends the Crank-Nicolson scheme with an Euler scheme for more robust numerical stability. An off-centering coefficient of 1, for example, applies only the implicit Crank-Nicolson scheme and is second order accurate while an off-centering coefficient of 0 applies only the explicit Euler scheme and is first order accurate. Ideally, this coefficient should be set to 1 to limit the numerical damping and provide a solution that is second order accurate in time, however, this is often not feasible due to numerical instabilities. Several simulations were run in this study to
determine the effect of this off-centering coefficient on the numerical stability of the simulation and the limit cycle amplitude of the unstable acoustic modes of interest in the geometry. Both the baseline head end only simulation as well as the JICF simulations were run using off-centering coefficients of 0.5, 0.8, and 1.0. Each of the simulations discussed here were run using a mesh refinement level comparable to the baseline head end coarse mesh.

Figure 102 shows representative pressure spectrum for the baseline head end only simulations, comparing the off-centering coefficients of 0.5, 0.8, and 1.0 with the experimental pressure spectra.
Figure 102: Representative pressure spectrum for temporal discretization study

From the figure it is apparent that each of the schemes tested here exhibit a peak near 200 and 400 Hz, where the frequency matches well with experiment and the amplitude is under predicted. The difference between the three different off-centering coefficients used here is more apparent in Figure 103, which shows the same data as Figure 102 but with a limited vertical axis for clarity.
Figure 103: Zoomed in view of representative pressure spectrum for temporal discretization study

It is apparent from this figure that the CN0.8 scheme results in the highest amplitude for the 200 Hz mode while the 400Hz peak is slightly lower for the CN0.5 scheme. There are also small peaks visible at 580 and 750 Hz in the spectra for the CN1.0 scheme, however, these peaks are barely visible above the signal noise for the CN0.8 scheme and even less visible for the CN0.5 scheme. This data seems to suggest that the fidelity of the temporal discretization scheme appears to have a more significant effect with higher frequency modes. Note also that from the experimental data for this case, the peak amplitudes for the 200 and 400Hz modes are similar as
are the peak amplitudes for the 580 and 750 Hz modes. Although the simulation amplitudes are much lower than those seen in the experiment, the relative amplitudes between modes are similar to experiment for the CN1.0 scheme but are too low for the high frequency modes for the CN0.5 and 0.8 schemes. This again suggests that the blended schemes result in an increasing amount of numerical damping for higher frequency modes.

For the lowest frequency mode observed here at 200Hz, it is interesting to note that the less accurate blended scheme of CN0.8 actually results in a higher peak and thus, better agreement with experimental results. This result is counterintuitive, as one would expect a higher order of accuracy in the discretization scheme to result in less numerical damping, and thus a higher peak amplitude. While this appears to be the case for higher frequency modes, it clearly does not occur for the 200Hz mode. It is proposed that this is a result of the numerical instability that develops in the solution when using the CN1.0 scheme, as explained in more detail below. These numerical instabilities, which are an unphysical phenomenon, begin to dominate over the acoustic modes, resulting in a lower amount of energy being fed into the acoustic modes.

The effect of the temporal discretization scheme was also investigated for the JICF simulation, as this simulation adds the additional complexity of a secondary reaction zone in the combustion chamber and the effect of the temporal accuracy is potentially different than that seen in the more simple head end only case. Figure 104 shows the representative pressure spectra for the JICF case, comparing off-centering factors of 0.5, 0.8, and 1.0. Note that the vertical axis scales in this figure are different between the experimental data and the simulation data, as the peak-to-peak amplitude for the simulation data were an order of magnitude lower than the amplitude seen in the experiment.
From the simulation spectrum, it is evident that the addition of the JICF to the computational domain essentially damped nearly all acoustics seen in the chamber. This does not agree with the experimental results, which clearly show that while the 200Hz mode was damped by the JICF for this condition, the 400Hz was still driven, and exhibits a peak-to-peak amplitude that is approximately equal to the corresponding amplitude seen in the baseline head end only.
simulation. This simulation data provides unexpected results, especially since the head end conditions are the same between the head end only simulation and the JICF simulation. Thus, it is peculiar that the addition of the JICF in the simulations appears to significantly damp the acoustics when they were clearly driven in the head end only simulations. A necessary conclusion is that additional numerical damping, additional boundary losses, or inaccurate modeling of the JICF combustion/acoustic feedback arises with the addition of the JICF geometry.

Based on calculations of the volume integrated Rayleigh Index, it was determined that the JICF combustion/acoustic interaction was not damping the acoustics (specifically at 400Hz) in this configuration. The study of the temporal discretization scheme for the head end only simulation suggested that while the off-centering factor can have a damping effect on higher frequency modes, it’s effect was minimal at 400Hz, and thus, does not account for the significant damping that occurred in this JICF simulations. The only remaining explanations for the significant damping in the JICF simulations are either inaccuracies in the spatial discretization schemes that increase with the addition of the large gradients in the JICF flow fields, or the addition of boundary losses due to the JICF inlet boundary (which from the reflection coefficient analysis discussed above, the inlet boundaries are a known source of acoustic losses). Both of these factors were individually investigated and it was concluded that the additional damping in the JICF simulation could be attributed to combination of these two effects.

It was found that running the JICF simulations with an off-centering factor of 1.0 for the temporal discretization scheme resulted in so much numerical “noise” that the acoustic mode shapes were no longer clear when a DFT post processing technique was applied. This appeared
to be an effect of the secondary reaction zone in the combustion chamber, resulting in what could be considered numerical modes throughout the geometry that were not physical. An example of these numerical modes are shown in Figure 105, which shows plots of the normalized pressure amplitude and phase for the two dominant numerical modes at 93 and 455 Hz compared to the barely distinguishable acoustic modes at 193 and 392 Hz. Note that the color bars for the acoustic modes had to be limited to a maximum value of 0.2 to allow for any distinguishable mode to appear.

![Figure 105: Comparison of numerical and acoustic modes for JICF case using the CN1.0 temporal discretization scheme](image)

These numerical modes, which exhibited very high amplitudes in the region of the head end flame, are unphysical and contain no characteristics of any modes seen in the experimental measurements. The numerical mode shapes were significantly stronger than any acoustic modes seen in the JICF simulations, resulting in no useful results for the JICF simulations with an off-
centering factor of 1.0. This is a limitation of the numerical schemes that are available in OpenFOAM at this time, where the higher order temporal discretization schemes applied to more complex flow fields are numerically unstable. While the simulations run without crashing, the results are not useful for acoustic analysis.

**Effect of Spatial Discretization Scheme**

What may have an even greater impact on the acoustics than the temporal discretization scheme discussed above is the spatial discretization scheme that is applied to the spatial derivatives in the solution. The current best practice approach is to use a Gauss linear second order scheme for the majority of the spatial derivatives that are solved, with specific limiting applied to derivatives that are prone to cause instability. One of the most important derivatives that requires limiting is the divergence of velocity, where a limiter is applied at cells where the gradients of velocity are high and numerical instabilities are likely. This limiter allows the discretization to reduce to first order in these regions of high gradients to maintain numerical stability. Because high velocity gradients are present in flame regions as well as the jet in cross flow region, it is important to understand what effect the reduced order of the spatial discretization of velocity will have on the acoustics present in the simulation.

This effect was investigated by running a full head end simulation where the discretization of the divergence of velocity terms were set to first order at all cells using an upwind scheme. Everything else was held constant and the results were compared to the baseline head end simulation using the limited second order scheme. The Crank-Nicholson temporal discretization scheme was applied with an off-centering coefficient of 0.8. Representative pressure spectra are shown below in Figure 106 for this comparison.
What is interesting to note from these results is that any frequency content in the signal above 300 Hz is almost completely eliminated when the first order discretization scheme is applied to the divergence of velocity terms. This is an important result when attempting to apply the self-excited LES approach to capture high frequency modes, as it is evident that if a sufficient portion of the cells require first order schemes to maintain stability, almost no acoustics will be captured. It is also clear that even the lower frequency modes, specifically the 200 Hz mode in this case, can be significantly damped as well, with the peak-to-peak amplitude using the upwind scheme barely reaching 25% of that seen using the limited linear scheme. These results suggest that if reasonable self-excited acoustics are to be captured using this technique, a spatial discretization scheme with at least second order accuracy is necessary throughout as much of the domain as possible. It is recommended that future work should investigate the implementation of a scheme that is higher than second order for specific application to self-excited LES, as it is likely that the errors coming from the spatial
discretization of the velocity terms result in a significant contribution to the numerical damping within the simulation.

**Asymmetric head end behavior**

It was found that most of the simulations run in this study resulted in a mean head end flame shape that was not rotationally symmetric about the combustor axis. This phenomenon was first observed when orthogonal clip planes were taken through the data to observe the flame cross section. A representative example of this flame behavior is shown below in Figure 107. This example was taken from the fine mesh head end only simulation.

![Image of flame cross sections](image)

**Figure 107:** Orthogonal clip planes colored by mean reaction progress variable showing asymmetric mean flame shape. Isoline represents a value of 0.5.

It is apparent from the figure that the downstream region of the flame appears to be wider in the YZ plane than in the XZ plane, resulting in a flattened, or “screwdriver” shaped flame.
Many exploratory simulations were run to try and determine the source of this flame asymmetry, including RANS and LES, reacting and non-reacting, coarse and fine mesh resolutions, as well as a variety of initial conditions and solver parameters. With sufficient simulation time, the solution always seemed to converge to an asymmetric flame shape, even though extra care was taken to ensure an axisymmetric mesh, initial conditions, and boundary conditions. It should be noted here that the reacting RANS simulation took over 35,000 iterations before the flame became asymmetric while the LES simulations tended to result in asymmetric flames almost immediately after achieving a converged solution. This is likely due to the additional turbulence modeling present in the RANS simulation that resulted in a delay of the asymmetric effect. Figure 108 shows two orthogonal views of the coarse mesh used in this study, demonstrating that the mesh is symmetric with 18 cells in both directions across the ox-post and 36 cells in both directions across the combustion chamber.
Figure 108: Orthogonal views of the coarse mesh in the head end region

Figure 109 shows orthogonal clip planes through the head end region colored by mean axial velocity for a non-reacting LES simulation. The white isoline represents a mean axial velocity of zero, or the boundary of the recirculation region behind the area change.
Figure 109: Orthogonal clip planes colored by mean axial velocity showing asymmetric recirculation region. Isoline represents a value of 0.

These contours of axial velocity from the non-reacting simulation clearly show that the flow downstream of the dump plane is not rotationally symmetric about the combustor axis, but rather is characterized by very long recirculation regions in the YZ plane and very short recirculation regions in the XZ plane. Because this same asymmetric phenomenon was observed in the non-reacting simulation, it was concluded that the phenomenon was not a result of the reaction or the combustion model, but rather a hydrodynamic effect.

Although future experimental data will include optical diagnostics of the head end flame for validation purposes, there is currently no data that can be used to verify whether the asymmetric flame behavior is a real phenomenon or simply a numerical simulation error. One possible explanation is that the effect is actually physical, due to the square cross section of the ox-post and combustion chamber, however, this would have to be verified through experimental
measurements which are currently unavailable. Because the focus of this study is on the behavior of the reacting jet in cross flow and the related combustion instabilities present in the overall system, it was determined that further analysis of the asymmetric head end flame was outside of the scope of this work and will be left for future investigations, if deemed necessary or of interest.
APPENDIX B – PRE AND POST PROCESSING METHODS
Calculating time lag information from simulations

In order to be able to accurately quantify the phase between arbitrary variables in the simulation, it was necessary to develop a method to extract the necessary data during the simulation run time that could be used to calculate the phase between these variables. This data is important for quantifying the phase, or time lag, between quantities that play a role in the feedback cycle of combustion instabilities, specifically the velocity, pressure, and heat release. The accurate calculation of these values will provide important information in validating the simulation data with experimental trends.

Due to the unsteady and three-dimensional nature of the flow in the self-excited LES simulations, point sampling of any of the fields would not be a practical way to identify the phase information between the variables of interest. Instead, volume integrations were performed of the three-dimensional fields within localized regions of heat release or velocity. These integrations were performed during the simulation run time to allow for sufficient time resolution without an extensive disk space requirement. This method also ensured that the quantities that were compared from a given simulation were “in-sync” with each other so that the calculated phases would be physically accurate.

The phase calculation method applied here utilized several built in features in OpenFOAM. Before beginning the simulation, the geometrical regions for the volume integrations were input into the cellSetDict and then setup using the *cellSet* and *setsToZones* commands. The region of integration for the heat release from the JICF reaction zone was simply specified so that it fully enclosed the mean heat release profile of the jet flame. A representation of this region is shown in Figure 110, which outlines the volume used for the integration of the JICF heat release.
By integrating the transient heat release field in this localized region, a signal for the JICF heat release as a function of time could be obtained. It was assumed for the purposes of this study, that the heat release from the JICF could be represented as a compact flame, with respect to the acoustic modes in the combustion chamber. This is a valid assumption considering that the JICF flame was typically only about 2-3% of the length of the chamber acoustic modes. It also is a sufficient approximation considering the objective of this study, which is to quantify a mechanism of instability of a reacting JICF. As stated previously, this study seeks to identify the global effect of the jet flame and how it relates to the overall system stability, not necessarily the localized behavior within the jet flame.
This same volume (shown in Figure 110) was also used to quantify the chamber pressure at the exit of the jet nozzle. Similar to the heat release signal, this method of integrating the pressure into a single 1D pressure signal as a function of time assumes that the pressure at the jet exit can be approximated by the volume integration of the pressure field within this domain. This assumption is valid due to the relatively low pressure gradient within this volume and must be done to ensure that the phase between the heat release and pressure signal is maintained through the data extraction process.

The final variable that plays a direct role in the combustion instability feedback cycle is the velocity of the JICF. A separate volume was specified in the region of the jet scoop and is shown below in Figure 111.

Figure 111: Representation of the volume used for calculating the temporal signals of jet velocity, including instantaneous contours of y-velocity
Calculating the volume integral of the y-velocity in the scoop, in-sync with the previously described heat release and pressure signals, allowed for a quantitative understanding of the relation between the pressure fluctuations at the exit of the jet and the resultant velocity fluctuations in the scoop, as well as the relation between the velocity fluctuations in the scoop and the resultant heat release fluctuations from the jet flame.

Figure 112 shows signals of the velocity fluctuation from the scoop integration zone and the pressure fluctuation from the JICF heat release zone, filtered at 200Hz. It is evident from the signals that they are nearly 180 degrees out of phase. This is confirmed by the calculation of the transfer function phase between the two raw signals, shown in the lower plot of Figure 112, where the phase between the signals at 200Hz is just below 180 degrees.

Figure 112: Velocity and pressure fluctuation signals filtered at 200Hz (upper) and corresponding transfer function phase calculated from the corresponding raw signals (lower)
A similar plot is shown below in Figure 113, comparing the velocity fluctuation from the scoop integration shown and the heat release fluctuation from the JICF heat release zone.

Figure 113: Velocity and heat release fluctuation signals filtered at 200Hz (upper) and corresponding transfer function phase calculated from the corresponding raw signals (lower)

These signals, again filtered at 200 Hz, are less than 180 degrees out of phase. This is confirmed by the phase of the transfer function, which shows a phase between the signals of 123 degrees near 200Hz. These signals and resultant transfer function phases are representative of the data that was used throughout this study to quantitatively identify the phases between the variables that contribute to the combustion instability feedback cycle of the reacting JICF.

Some general trends were identified when calculating the phase, or time lag, between the velocity fluctuations in the scoop and the resultant heat release fluctuations from the jet flame. In general, the phase between two signals is linearly related to frequency, that is, $\phi = \omega \tau = (2\pi f) \phi = \omega \tau = (2\pi f)$. From this relation, it is evident that the slope of the phase-
frequency curve is proportional to the time lag (in seconds). This linear relation is evident below in Figure 114, which shows the phase-frequency curves for several different configurations where the distance from the choked point of the air supply line to the jet flame was varied (i.e., the impedance of the JICF configuration).

![Figure 114: Phase-frequency relation for various jet air supply line choke points (distance specified from jet manifold)](image)

It is evident that the changes in the impedance of the JICF configuration due to moving the air supply line choke point do not change the slopes of the curves. This agrees with the physical understanding of this “flame” time lag, as the time between reactant velocity fluctuations to the resultant heat release fluctuations is more a function of chemical kinetics than the impedance of the jet geometry. It was found that changes to the combustion model or variations in the reactant mass flow rate could cause shifts of the curve in the vertical direction, while the addition of strain to the combustion model resulted in a different slope altogether.
Calculation of three-dimensional Rayleigh Index fields

One of the benefits of utilizing three-dimensional LES simulations is that the transient 3D fields are available for post-processing, as opposed to the limited data obtained from experimental diagnostics. The transient three-dimensional pressure and heat release fields from the simulations were utilized to calculate the Discrete Fourier Transform (DFT) of a three-dimensional Rayleigh Index field. This data resulted in a “mean” Rayleigh Index field, filtered at specific frequencies, providing an understanding of the driving and damping regions within each reaction zone at a given frequency.

The first step in this calculation was to create $p'$ and $q'$ fields from the pressure and heat release fields, respectively. This was done by simply subtracting the temporally averaged fields from a given simulation from the 3D pressure and heat release fields at each time step. Next, a DFT was taken of each fluctuating field at each cell throughout all time steps. This provided a real and imaginary component of each fluctuating quantity at each cell as a function of frequency. A Rayleigh field was defined as the complex conjugate of $p'$ multiplied by the complex $q'$, or

$$rayleigh = \hat{p}' \cdot \hat{q}' = (\hat{p}'_{\text{real}} - \hat{p}'_{\text{imag}}) \cdot (\hat{q}'_{\text{real}} + \hat{q}'_{\text{imag}})$$

(52)

Expanding the above expression and re-grouping by real and imaginary terms gives the following expression

$$rayleigh = rayleigh_{\text{real}} + rayleigh_{\text{imag}} \cdot i = (\hat{p}'_{\text{real}} \cdot \hat{q}'_{\text{real}} + \hat{p}'_{\text{imag}} \cdot \hat{q}'_{\text{imag}}) + (\hat{p}'_{\text{real}} \cdot \hat{q}'_{\text{imag}} - \hat{p}'_{\text{imag}} \cdot \hat{q}'_{\text{real}}) \cdot i$$

(53)

where the first and second terms represent the real and imaginary parts of the Rayleigh field, respectively. The amplitude and phase of the Rayleigh field are defined as
\[ rayleigh\mathcal{A} = \sqrt{rayleigh_{\text{real}}^2 + rayleigh_{\text{imag}}^2} \] 

(54)

and by the tangent half angle formula

\[ rayleigh\Theta = 2\tan^{-1}\left[ \frac{rayleigh_{\text{imag}}}{\sqrt{rayleigh_{\text{real}}^2 + rayleigh_{\text{imag}}^2 + rayleigh_{\text{real}}}} \right] \cdot \frac{\pi}{180} \] 

(55)

Finally, the Rayleigh Index field was determined as a function of the amplitude and phase of the Rayleigh field

\[ rayleigh\text{Index} = rayleigh\mathcal{A} \cdot \cos\left(\frac{\pi \cdot rayleigh\Theta}{180}\right) \] 

(56)

It is this Rayleigh Index field that is shown plotted in Figure 59 for the JICF configurations investigated in this study.

**Modeling the jet in cross flow fuel nozzle**

A specially designed “engine-style” nozzle was used in the experimental rig testing that provided efficient mixing of the fuel and air feeding the reacting JICF. This nozzle was located between the manifold section and the converging section, or scoop, that led into the combustion chamber, as demonstrated in Figure 115.
The JICF air supply was fed into the manifold before passing through the nozzle, while fuel was fed directly into the nozzle. Based on this setup, the air flow passing through the nozzle will fluctuate when exposed to acoustic oscillations, while the fuel flow can be assumed to be constant, due to the small contribution that it has on the overall equivalence ratio fluctuations. This relative contribution of the fuel fluctuations to the overall equivalence ratio fluctuations was calculated by linearizing the fuel and air mass flow rates for the JICF about their mean values to solve for the fluctuating components. The air mass flow rate through the nozzle is given as

$$\dot{m}_{\text{air}} = (\rho U_A)_{\text{air}}$$

with the fluctuating quantity defined as

$$\dot{m}_{\text{air}}' = (\bar{\rho} u' + \bar{\rho} \rho') A = \bar{\rho} A u'$$

(57)
where the density fluctuations are assumed to be negligible, relative to the velocity fluctuations (see Table 9).

The fuel mass flow is approximated based on the fuel line pressure drop

\[ \dot{m}_{\text{fuel}} = A_{\text{nozzle}} \sqrt{2(p_{\text{fuel line}} - p_{\text{nozzle}})} \rho_{\text{fuel}} \]

(59)

with the fluctuating quantity defined as

\[ \dot{m}_{\text{fuel}}' = -\frac{1}{2} \frac{A_{\text{nozzle}} \sqrt{2 \rho_{\text{fuel}}}}{p_{\text{fuel line}} - p_{\text{nozzle}}} p_{\text{nozzle}}' \]

(60)

Using the fuel line and chamber dynamic pressure measurements from experiment, it was estimated that the air fluctuations through the nozzle contribute to more than 85% of the overall equivalence ratio fluctuations. Future development may include the fuel mass flow as a function of the fuel line pressure drop or impedance, however, for the purposes of this study, the fuel mass flow through the nozzle was assumed to be constant.

Thus, to avoid the expense of fully resolving the nozzle within the computational mesh, some simplifications were made so that the model would still be able to capture the effects of a partially premixed system without requiring mesh refinement more than five times higher than what was required in the region of the jet injection, where approximately 25-30 cells per diameter were used.

Instead of fully resolving the nozzle, a mixture fraction source term region was added immediately downstream of the nozzle location. A mass flow rate of fuel was added to the conservation equations through the cells in this region, based on the fuel flow rate in the rig tests.
This method allowed the air flow rate through the nozzle region to fluctuate while the fuel “flow” was held constant, resulting in physically realistic equivalence ratio fluctuations that would be expected in a partially premixed system. This mixture fraction source term is represented below and was applied within a pre-specified volume, $V_{nozzle}$, immediately downstream of the physical nozzle location. Here the fuel flow rate, $m_{fuel}$, is constant and equal to the value measured during the rig test.

$$\dot{f}_T = \frac{\dot{m}_{fuel}}{\int dV_{nozzle}}$$

(61)

This mixture fraction source term was added to the transport equation for the mixture fraction,

$$\frac{\partial (\rho \tilde{f}_T)}{\partial t} + \frac{\partial (\rho \tilde{u}_i \tilde{f}_T)}{\partial x_i} = \frac{\partial^2}{\partial x_i \partial x_j} \left( \rho \tilde{D} + \frac{H_T}{S_c} \tilde{f}_T \right) + \dot{f}_T$$

(62)

as well as the pressure equation (mass):

$$\frac{\partial \rho}{\partial t} + \frac{\partial (\rho \tilde{u}_i)}{\partial x_i} = \dot{f}_T$$

(63)

Contours of instantaneous mixture fraction for a representative partially premixed case compared to a perfectly premixed case are shown in Figure 116. Note that the scales are different for clarity.
Figure 116: Contours of instantaneous mixture fraction, demonstrating the difference between a partially, or technically, premixed JICF and perfectly premixed JICF (note different scales for clarity).

It is evident that the partially premixed case contains no fuel upstream of the nozzle. At the location of the nozzle, the mixture fraction source term “injects” a constant rate of fuel into the conservation equations, while the air flow through this region is allowed to fluctuate due to the natural hydrodynamics of the flow. This explains why the partially premixed case shows a much larger range of mixture fraction in the region of the jet, where lean pockets are created where the local air flow is high and rich pockets are created where the local air flow is low. Conversely, the perfectly premixed case only introduces two constant mixture fractions, one from the cross flow and one from the jet flow. Mixing occurs in the combustion chamber between these two limits.

To understand the potential discrepancies in the fuel/air mixing that could be introduced by modeling the nozzle in this way, normalized contours of the mixture fraction at the exit of the
scoop are shown in Figure 117 for the JICF1 case in this study, compared to a RANS mixing study of only the honeycomb nozzle.

![Normalized mixing profiles at scoop exit for JICF case with mixture fraction source term (left) and a honeycomb nozzle mixing study computed using CFX RANS (right).](image)

Figure 117: Normalized mixing profiles at scoop exit for JICF case with mixture fraction source term (left) and a honeycomb nozzle mixing study computed using CFX RANS (right).

Two primary differences are apparent in the mixing profiles. The first is that the JICF profile does not have the richer region in the center of the plane. This rich region in the actual nozzle is due to a fuel only passage that injects through the center of the nozzle. The second difference is that the JICF profile exhibits a rich region around the outside circumference of the scoop, while the actual nozzle exhibits a lean region around the outside circumference. This lean region is due to bypass air that flows around the outside of the honeycomb nozzle which was not accounted for in the JICF model. It is recommended that future work investigate the effect of this mixing profile on the overall flame time lag, as it could make a noticeable difference, depending on the combustion model begin applied. For the purposes of this report, however, the uniform profile was sufficient.

To check that energy was conserved with the new formulation of the mixture fraction source term, a simple energy balance was performed using the mean fields from the JICF1
simulation. The energy into the system included the energy from the air flow as well as the energy of the reacted fuel, assuming complete combustion. The energy out of the system included the heat loss through the walls of the geometry and a mass flow average of the temperature of the burnt gases exiting the domain, both calculated from the mean fields from the JICF1 simulation. This energy balance is represented by Equation (64).

\[
\left( n c_p T \right)_{\text{inlets}} + m_{\text{fuel}} H_f = \left( n c_p T \right)_{\text{outlet}} + Q_{\text{loss, walls}}
\]

(64)

It was found that the calculated energy out of the system (1017 kW) was in good agreement with the energy into the system (1053 kW), with an error less than 3.5%.
APPENDIX C – DERIVATION OF HEAT RELEASE MODEL WITH STRAIN TERM
A mathematical heat release model was developed from the governing equation for the unsteady heat release at the flame front of the jet. Based on the findings that the fluctuating strain field may be an important parameter in the instantaneous heat release fluctuation of the reacting JICF, an effective strain rate, $\sigma$, was added as a multiplier to the governing equation for the heat release. This effective strain rate was defined similar to the strain model from Tay, et al that was included in the LES combustion model, and represents the ratio between the strained and unstrained laminar flame speed (Tay, 2009). The only difference between the term included in the derivation of the heat unsteady release model and the term modeled in the LES simulations is that the heat loss parameter was assumed to be negligible in the derivation. This assumption was verified using LES. Thus, the relation for the instantaneous heat release at the flame front of the jet is defined as:

$$q(t) = Y \cdot \dot{m} \cdot H_f \cdot \frac{\sigma}{\bar{\sigma}}$$

(65)

where $Y$ represents the fuel concentration, $\dot{m}$ represents the jet mass flow rate, $H_f$ represents the lower heating value of the fuel, and $\sigma$ represents the effective strain rate. Here the effective strain rate is normalized by its mean value to ensure that the integral of the temporal heat release over time is solely a function of the fuel mass flow rate and heating value.

Three regions of importance were defined for the derivation of the local heat release fluctuation: the location of the fuel injection, the exit of the jet, and the flame front, as shown in Figure 118.
The instantaneous heat release is divided into a mean and fluctuating component and then linearized about the mean value to develop a function for the fluctuating heat release as a function of the fluctuating fuel concentration, mass flow rate, and effective strain rate:

$$q' = \left[ \bar{m} \bar{\rho}_f \bar{H}_f Y_f' \right] + \left[ \bar{\rho} \bar{u}_f \bar{\rho}_f \bar{m}' \right] + \left[ \bar{V} \cdot \bar{m} \bar{H}_f \bar{\sigma}' \right]$$

(66)

Here, the subscripts listed for each of these terms represents the location where the quantities are to be evaluated, as defined above in Figure 118. Note that Equation (66) has been multiplied through by the mean effective strain rate for the sake of consistency. Each of these terms are then expanded about their mean values and related to acoustic quantities.

The first term on the right hand side in Equation (66) is expanded by defining the fuel concentration as a function of the fuel and air mass flow rates, but for simplicity, neglecting the contribution of the fuel mass flow to the total mass flow:
\[
Y = \frac{\dot{m}_f}{\dot{m}_f + \dot{m}_{air}} \approx \frac{\dot{m}_f}{\dot{m}_{air}} = \frac{\dot{m}_f}{\rho_{air} u_{air} A_{air}}
\]

(67)

Here, the fuel mass flow rate is assumed to be constant based on the pressure drop that occurs across the fuel nozzle orifices and the resulting contribution of the fuel fluctuations to the equivalence ratio fluctuations. By linearizing about the mean air density and velocity, an expression for the fluctuating fuel concentration can be defined as a function of acoustic quantities:

\[
Y' = -\frac{\dot{m}_f}{\bar{\rho}_{air} \bar{u}_{air} A_{air}} \left( \frac{\bar{u}_{air}'}{\bar{u}_{air}} \right) - \frac{\dot{m}_f}{\bar{\rho}_{air} \bar{u}_{air} A_{air}} \left( \frac{\bar{\rho}_{air}'}{\bar{\rho}_{air}} \right) = -\frac{\bar{Y}}{\bar{u}_{air}} u_{air}' - \frac{\bar{Y}}{\bar{\rho}_{air}} \rho_{air}'
\]

(68)

Assuming isentropic flow, the density fluctuations can be related to the pressure fluctuations, giving the following expression for the fluctuating fuel concentration:

\[
Y' = \frac{-\bar{Y}}{\bar{u}_{air}} u_{air}' - \frac{\bar{Y}}{\bar{\rho}_{air} c_{sx}^2} \rho_{air}'
\]

It is assumed that the second term in Equation (68) can be neglected, as this term is several orders of magnitude lower than the velocity term (this assumption was verified previously). Thus, an expression for the fluctuating fuel concentration can be substituted into the first term in Equation (66),

\[
\bar{m} \bar{\sigma}_H f Y' = \frac{-\bar{m} \bar{\sigma}_H f \bar{Y}}{\bar{u}_{air}} u_{air}'(t - \tau_{injection})
\]

(69)

where these terms are evaluated at the location of fuel injection, or region 1 in Figure 118.
The second term in Equation (66) is expanded by linearizing the mass flow rate about its mean value to develop an expression for the fluctuating mass flow rate:

\[
\bar{Y} \bar{\sigma}H \bar{m}' = \bar{Y} \bar{\sigma}H \left( \rho' \bar{u}A_{jet} + \bar{\rho}u' \right)
\]

(70)

Assuming isentropic flow, the density fluctuation can again be related to the pressure fluctuation, resulting in a relation for the fluctuating mass flow rate as a function of acoustic quantities:

\[
\dot{m}' = \left( \frac{p' \bar{u}A_{jet}}{c^2} + \bar{\rho}u' \right)
\]

(71)

Again, the pressure term in Equation (71) is several orders of magnitude lower than the velocity term, and thus, the fluctuating mass flow rate can be approximated as:

\[
\dot{m}' \approx \bar{\rho}u' A_{jet}
\]

(72)

The second term in Equation (66) then becomes:

\[
\bar{Y} \bar{\sigma}H \bar{m}' = \bar{Y} \bar{\sigma} \bar{m}_{jet} H_{\bar{u}}(t - t_{jet})
\]

(73)

where these quantities are evaluated at the jet exit, or region 2 in Figure 118.

The third term in Equation (66) is expanded by linearizing the expression used to model the effective strain rate from Tay et al, which was defined previously as:

\[
\sigma = \frac{S_{L}}{S_{L}^0} = \exp(-Ka(Ma - \chi))
\]

(74)
As verified with LES, the heat loss term, $K\alpha\chi$, can be neglected, as it has a much smaller impact on the fluctuating heat release than the corresponding strain term. The Markstein number is calculated using a 1D counterflow model as described previously.

Here, the Karlovitz number, $Ka$, which represents the ratio between the chemical and turbulent timescales, is defined as,

$$Ka = \frac{\alpha \kappa}{S_L^0}$$

(75)

where $\alpha$ represents the thermal diffusivity and $\kappa$ represents the strain rate. By neglecting the heat loss term and linearizing about the mean strain rate, an expression for the fluctuating effective strain rate can be derived from Equation (74):

$$\sigma' = -\frac{\alpha Ma}{S_L^0} \exp\left(-\frac{\alpha \kappa Ma}{S_L^0}\right) \kappa'$$

(76)

Relating this expression to acoustic quantities is not as straightforward as the previous terms, however, it was assumed that the fluctuating strain rate is proportional to the acoustic velocity, divided by a length scale:

$$\kappa' \propto \frac{u'}{\ell}$$

(77)

To confirm the validity of this assumption, as well as to determine an appropriate length scale, the transient LES data was used to compare the fluctuating strain field at the flame front to the fluctuating velocity field in this same region. This comparison was done by creating an
isosurface of reaction progress variable at 0.1 (representing the flame front) and averaging both the fluctuating strain magnitude as well as the fluctuating velocity magnitude over this isosurface at each timestep. A representative image of the flame front isosurface, colored by the strain magnitude, is shown in Figure 119.

![Flame Front Isosurface](image)

**Figure 119:** Representative instantaneous isosurface of reaction progress variable at 0.1, used to calculate fluctuating strain and velocity fields at the flame front. Colored by strain magnitude.

The fluctuating quantities from these calculations are plotted below in Figure 120, where the velocity fluctuations are scaled by one-quarter of the jet exit diameter. It was found that this length scale provided a good correlation between the fluctuating strain and velocity at the flame front.
Figure 120: Fluctuating strain and scaled velocity fields, used to verify the proportionality between fluctuating strain and acoustic velocity.

It is evident that there is a proportionality between the fluctuating strain and the acoustic velocity scaled by one-quarter of the jet diameter. This provided a relation between the fluctuating strain rate and the acoustic velocity, which was then applied to the third term in Equation (66):

\[
\bar{Y} \cdot \bar{m}H_f \sigma' = -\bar{Y} \cdot \bar{m}H_f \left[ \frac{\alpha M_a}{S^0_L} \exp \left( -\frac{\alpha \bar{K} M_a}{S^0_L} \right) \right] \frac{u'(t - \tau_{\text{strain}})}{\ell}
\]

(78)

For the JICF, these quantities are evaluated at the flame front, or region 3 in Figure 118. Based on the scaling procedure shown in Figure 120, the length scale was taken as one-quarter of the jet exit diameter.
Substituting Equations (69), (73), and (78) back into Equation (66) produces a final expression for the instantaneous heat release fluctuation of the JICF, as a function of acoustic quantities:

\[
q'(t) = \left[ \frac{-\bar{m} \bar{\sigma}_{HJ}}{\bar{u}_{\text{air}}} \bar{Y} u'(t-\tau_{\text{injection}}) \right]_1 + \left[ \bar{Y} \bar{\sigma} \cdot \bar{p} A_{\text{jet}} \bar{H}_f u'(t-\tau_{\text{jet}}) \right]_2 - \left[ \bar{Y} \cdot \bar{m} H_f \frac{\alpha M_a}{S_L} \exp \left( -\frac{\alpha \bar{K} M_a}{S_L^2} \right) u'(t-\tau_{\text{strain}}) \right]_3
\]

(79)

Note that the subscripts listed for each of these terms represent the location where the quantities are to be evaluated, as defined above in Figure 118. A summary of the assumptions made in deriving this model is provided below:

- Reacting JICF can be assumed to be a “thin” flame, with respect to the chamber acoustic wavelengths of interest (jet flame length is less than 1% of 2L wavelength)
- Isentropic flow
- Density/pressure terms can be neglected (see Table 9)
- Heat loss parameter in strain model can be neglected (based on LES simulations with and without heat loss parameter)
- The contribution of the jet fuel mass flow to the total jet flow can be neglected (fuel mass flow is ~ 3% of total jet flow)
- Jet fuel mass flow is constant (based on pressure drop across the nozzle orifices and resultant contribution to equivalence ratio fluctuations of less than 15%)
- Fluctuating strain is proportional to the acoustic velocity divided by a length scale equal to one-quarter of the jet exit diameter (see Figure 120)
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