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ABSTRACT

The problem of building large, reliable software systems in a controlled, cost-
effective way, the so-called software crisis problem, is one of computer science’s great
challenges. From the very outset of computing as science, software reuse has been touted
as a means to overcome the software crisis issue. Over three decades later, the software
community is still grappling with the problem of building large reliable software systems
in a controlled, cost effective way, the software crisis problem is alive and well. Today,
many computer scientists still regard software reuse as a very powerful vehicle to
improve the practice of software engineering. The advantage of amortizing software
development cost through reuse continues to be a major objective in the art of building
software, even though the tools, methods, languages, and overall understanding of
software engineering have changed significantly over the years,

Our work is primarily focused on the development of an Adaptive Application
Integration Architecture Framework. Without good integration tools and techniques,
reuse is difficult and will probably not happen to any significant degree. In the
development of the adaptive integration architecture framework, the primary enabling
concept is object-oriented design supported by the unified modeling language. The
concepts of software architecture, design patterns, and abstract data views are used in a

structured and disciplined manner to established a generic framework. This framework is
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applied to solve the Enterprise Application Integration (EAIl) problem in the
telecommunications operations support system (OSS) enterprise marketplace.

The proposed adaptive application integration architecture framework facilitates
application reusability and flexible business process re-engineering. The architecture
addresses the need for modern businesses to continuously redefine themselves to address
changing market conditions in an increasingly competitive environment. We have
developed a number of Enterprise Application Integration design patterns to enable the
implementation of an EAI framework in a definite and repeatable manner. The design
patterns allow for integration of commercial off-the-shelf applications into a unified
enterprise framework facilitating true application portfolio interoperability. The notion of
treating application services as infrastructure services and using business processes to
combine them arbitrarily provides a natural way of thinking about adaptable and reusable
software systems.

We present a mathematical formalism for the specification of design patterns.
This specification constitutes an extension of the basic concepts from many-sorted
algebra. In particular, the notion of signature is extended to that of a vector, consisting of
a set of linearly independent signatures. The approach can be used to reason about
various properties including efforts for component reuse and to facilitate complex large-
scale software development by providing the developer with design alternatives and

support for automatic program verification.
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Chapter 1

Introduction

The problem of building large, reliable software systems in a controlled, cost-
effective way, the so-called software crisis problem, is one of computer science’s great
challenges. From the very outset of computing as science, software reuse has been touted
as a means to overcome the software crisis issue. At the 1968 NATO conference Mcllroy
presented the seminal paper on software reuse, Mass Produced Software Components
[Mcllroy 1968]. In this paper, he proposed the notion of a library of reusable software
components and automated techniques for customizing the components to different
degrees of precision and robustness. Mcllroy envisioned that software component
libraries could be effectively used for numerical computation, I/O conversion, text
processing, and dynamic storage allocation.

Three decades later, the software community is still grappling with the problem of
building large reliable software systems in a controlled, cost effective way; the software
crisis problem is alive and well. Today, many computer scientists still regard software
reuse as a very powerful vehicle to improve the practice of software engineering. The
advantage of amortizing software development cost through reuse continues to be a major
objective in the art of building software, even though the tools, methods, languages, and
overall understanding of software engineering have changed significantly over the years.
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In spite of its potential benefits, reuse has failed to become a reality in software
development, in that the efficiency of software construction has not improved by an order
of magnitude. In light of this failure, the computer science community has renewed its
interest in understanding how and where reuse can be effective and why it has proven so
difficult to bring the seemingly simple idea of software reuse to the forefront of software

development technologies [Krueger 1992].

1.1 Expansive View of Software Reuse

Software reuse is the reapplication of a variety of existing knowledge during the
construction of a new system to reduce the effort of development and maintenance of the
new system. This reused knowledge includes artifacts such as domain knowledge,
development experience, design decisions, architectural structures, module-level
implementation structures, specifications, transformations, requirements, designs, code,
documentation, etc. This expansive view of reuse is necessary because the more narrowly
defined views of reuse, in general, have shown very little return on investment. The more
narrowly defined views of software reuse include the following: “Reuse is the
reapplication of code,” “Reuse is the use of subroutine or object libraries,” or “Reuse is
the use of C++ classes” [Gamma 1996]. These views are all centered on the reapplication
of code components. Source code languages induce a high degree of specificity on the
reusability of software components and hence, the most highly reusable components tend
to be small. Building systems out of small components leaves a lot of work to be done in

building the architectural superstructure that binds the components into a whole system.

(58]



The cost to build this superstructure is typically much larger than the savings afforded by
reusing a set of small components [Biggerstaff 1989].

One possible improvement is to make the code components larger. Unfortunately,
this approach has a corresponding set of problems. As the software code components
increase in size, the probability of reuse decreases. Their specificity reduces the
likelihood that exactly the same set of requirements will arise again. Therefore, while the
potential payoff for any single reuse may be high, it is mitigated both by the low
likelihood of reuse and the significant effort that may be required to understand and adapt
large components to the new system. This is the crux of what has been dubbed as the
Very Large-Scale Reuse (VLSR) problem.

Thus, code-oriented reuse is not sufficient to unlock the full potential of software
reuse. Code-oriented reuse is expected as a matter of course, but if we are to realize the
full potential of reuse, we must look beyond code-oriented reuse to Very Large Scale
Reuse.

VLSR introduces a whole new set of research problems centered around the issue
of making the component representation sufficiently general to allow reuse over a broad
range of target systems, and possibly across multiple domains. That is, VLSR mandates
that we eliminate some of the specificity necessitated by a source code-oriented
specification, We must determine representations that allow the large-grain components
structure to be described precisely while leaving many of the small, relatively
unimportant details uncommitted. Such representations must allow a broader range of
information to be specified than source code can accommodate, e.g., design structures,

domain knowledge, design decisions, etc.
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There is great diversity in the software engineering technologies that involve
some form of software reuse. However, there are commonalties among the techniques
used. For example, software component libraries, application generators, source code
corﬁpi]ers, and generic software templates all involve abstracting, selecting, specializing,
and integrating software artifacts [Krueger 1992]. Software engineering technologies can
be analyzed and contrasted in terms of their idiomatic reuse techniques along four
metrics:

a. Abstraction

All approaches to software reuse use some form of abstraction for software

artifacts. Abstraction is the essential feature in any reuse technique. Without

abstractions, software developers would be forced to sift through a collection of
reusable artifacts trying to figure out what each artifact did, when it could be
reused, and how to reuse it.

b. Selection

Most reuse approaches help developers locate, compare, and select software

artifacts, For example, classification and cataloging schemes can be used to

organize a library of reusable artifacts and to guide software developers as they
search for artifacts in the library.
C. Specialization

With many reuse technologies, similar artifacts are merged into a single

generalized (or generic) artifact. After selecting a generalized artifact for reuse,

the software developer specializes it through parameters, transformations,
constraints, or some other form of refinement. For example, a reusable stack

4



implementation might be parameterized for the maximum stack depth. A

programmer using this generalized stack would specialize or adopt it by providing
a value for this parameter.
d. Integration

Reuse technologies typically have an integration framework. A software
developer uses this framework to combine a collection of selected software
components and specialized artifacts into a complete system. A module
interaction language is an example of an integration framework [Prieto-Diaz
1986]. With a module interaction language, functions are exported from modules
that implement them and imported into modules that use them. Modules are
assembled into a system by interconnecting modules with the appropriate exports

and imports.

1.2 Module Interface and Software Reuse

A major limiting factor to the reuse of designs and implementations of software objects
and modules is the fact that they internalize knowledge about their surrounding
environments. It is customary for a module or object of an application to know about its
user interfaces, specifically details of how its data structures will be displayed, how the
user will interact with the application, or what objects on the screen correspond to
activation of components of the module. In addition, a module may know too much about
the services offered by other modules. For example, a module may know too much about
the naming conventions in a file system, or about the names of modules or functions from

which it acquires services.




Such specific knowledge is counter to the notion of software reuse as well as to
good software engineering practice. For instance, there are many ways that a data
structure can be displayed, and since this is not an intrinsic property it should not be
attached to the data structure. Input has a similar property. There are many ways that a
user can interact with an application and so the application should not be aware of the
mode of interaction. A module should know it requires services and specify that fact, but
it should not specify how those services are supplied. That is, a component should not be
aware of the syntactic or semantic structure of a component from which it acquires
services. It follows that a disciplined approach to naming among components is a
prerequisite to reuse of component specifications or implementations.

A module should be separated from user interactions or from the services supplied
by another module or object. This requirement can be accomplished by using a
specialized interface that isolates a module’s interactions from knowledge of the
interacting entities. The interface should be aware of the requirements of the module or
object, but the module or object should not be aware of the interface. This approach to
defining an interface implies a clear separation of concerns. Such a problem is often
addressed in mechanical systems where a linkage “interface” joins two components, one
of which supplies a service.

The literature is littered with treatises on various architectural models and
programming approaches that have been proposed; these clearly separate the user
interface from its corresponding application [Carneiro 1993; Olsen 1983; Green 1983:
Bass 1991; Coutaz 1991, DEC 1991, Hill 1992; Hartson 1989; Krasner 1988:
McCormack 1988; Hill 1986, Myers 1991]. However, in these architectural models, little
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guidance is given to designing a program to have a reasonable level of assurance that the
architecture will be followed. The model view controller (MVC) [Krasner 1988] and
abstraction-link view (ALV) [Hill 1992] are specific implementation techniques that rely
on corit_emporary programming models. For example, the MVC was originally introduced
in Smalltalk and ALV used constraint programming in a LISP environment. These are
excellent implementation strategies, but they are very difficult to map into other
programming paradigms.

Windows toolkits such as X Windows [McCormack 1988] or Motif [OSF 1990]
offered another approach to the module interface separation issue. These systems expose
window components as objects that can be accessed by the application. Although it is
possible to use these toolkits and maintain a high degree of separation, there is no well-
defined approach as to how to achieve this goal. In addition, most window toolkits do not
appear to support an appropriate level of abstraction for user interfaces. The toolkits tend
to expose details such as the event dispatcher that places the control with the application
resulting in asynchronous calls to the user interface components or a spaghetti of
callbacks. Cowan, Lucena, and Stepien [Cowan 1993], [Cowan 1993a] espouse the view
that control should reside with the user interface and not the application, and since this
approach simplifies communication the toolkit should support that view. Systems such as
Visual Basic [MSC 1991;WIC 1993] and Tk/Tcl [Ousterhoust 1994] conform very

closely to this view of user interface.




1.3  User Interface and Reuse

Cowan and Lucena performed exhaustive examination of the problem of separation of
concerns and reuse of designs. This led them to propose a new formal design model for
both user interfaces and general module interfaces. There are some key requirements that
they think the model should satisfy. The model should have the structure and operators to
guide the designer into clearly separating the interface from the application and
encourage the programmer to maintain that separation during the implementation. The
model should also allow the designer to reason about the complete design and its various
substructures. Furthermore, the model should be independent of a specific programming
environment. They have created a design model called the abstract data view (ADV)
[Cowan 1993; Cowan 1993a; Cowan 1993b] that makes significant progress in satisfying
the above stated properties.

Using pairs of objects to represent application components and their interfaces in
reusable designs provided the original motivation for the concept of abstract data views
[Cowan 1993; Cowan 1993a]. The specific types of application components and interface
components are called, respectively, abstract data objects (ADO’s) and abstract data
views (ADV’s). An ADV is used as an interface (in a very broad sense) for ADO’s in
designs and provides a “view” of an ADO. Specification constructors are used to
combine ADV’s and ADO’s to produce more complex designs, and this process has been
validated by proof of concept architectures. The approach can be seen as a way of
providing language support for the specification and abstraction of inter-object behavior

[Helm 1990].



The ADV approach has been validated in a number of research prototypes.

ADV’s have been used to support user interface for games and a graph editor [Cowan

1992], to interconnect modules in a user interface design system (UIDS) [Cowan 1992],

and to support concurrency in a cooperative drawing tool. In addition, it has been used to

design and implement both a ray-tracer in a distributed environment [Lucena 1993] and a

scientific visualization system for the Riemann problem.

1.4

Our Contribution

The contributions of this thesis are as follows:

1.

Our work is primarily focused on the development of an Adaptive N-Tier
Orthogonal Enterprise Application Integration (EAI) Architecture Framework
[Linthicum 1999]. Software reuse and software integration are very closely
related concepts since integration is the combination of two or more existing
components. Without good integration tools and techniques, reuse is difficult and
will probably not happen to any significant degree. In the development of the EAI
architecture framework, the primary enabling concept is object-oriented design
support by the unified modeling language (UML) [Harman 1997, Derr 1997]. The
concepts of software architecture, design patterns, and abstract data views are
used in a structured and disciplined manner in establishing a generic EAI
framework. This framework is applied to solve the EAI problem in the
telecommunications operations support system (OSS) marketplace.

We used the concepts of design patterns [Gamma 1996; Fowler 1999],
abstract data views [Cowan 1992; Alencar 1994], and software architecture
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[Cowan 1993a; Booch 1999; Orfali 1998] to develop the EAI framework. Design
patterns allow us to solve various pieces of the overall problem. For example, we
developed a number of EAI design patterns that are used to integrate legacy third
party applications into the EAI framework. These design patterns allow us to
develop a very definite and repeatable process for integrating legacy as well as
newly developed applications into a unified framework. The abstract data view
approach with its compositional capability is used to aggregate and build up the
overall solution by combining smaller macro components.

In addressing the EAI problem in a generic manner, our architecture
centric approach presents solutions for the following broad problematic areas:
a. Facilitate the integration and interoperability of stove pipe legacy applications

b. Cater for a clear separation between the business models and machine models

o

Facilitate the development of adaptive business process re-engineering
d. Facilitate the use of the Internet as a business platform across the entire
enterprise

The problem areas indicated by (a), (b), and (c) have been around for a long time
and notoriously regarded as almost intractable problems in the sphere of the
business community. Solving these problems will present a whole new way of
looking at how we develop business software systems of the future.

We used the adaptive orthogonal EAI framework to develop a solution to the
opcrations support system (OSS) problem in the telccommunications industry.

The approach presents an adaptive business process integration framework where



business processes acts as collaboration agents between objects from lower levels
of the architecture.

We present a model-based software development approach. This is an approach to
raise the abstraction level at which application developers work and to automate
the process of translation from an application model to its corresponding
distributable runtime component. The basic thesis here is that we can effectively
reverse the effort role in the software development process in which about 80% of
the effort goes into the development of infrastructure services and 20% into the
development of application logic.

We present a mathematical formalism for the specification of design patterns.
This specification constitutes an extension of the basic concepts from many-sorted
algebra [Zilles 1974, Enderton 1972]. In particular, the notion of signature is
extended to that of a vector, consisting of a set of linearly independent signatures.
The linearly independence property is necessary to satisfy non-interference that is
essential for compositional based construction. This is of fundamental concern in
the building of large-scale software systems where we have the composition of
smaller components to form larger components. The approach can be used to
determine efforts for component reuse and facilitate program verification. The
approach has the potential to be able to aid complex software development by
providing the developer with design alternatives and automatic program

verification capabilitics.
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1.5  Outline of the Dissertation

The remainder of this dissertation is organized as follows. Chapter 2 presents an outline
of the previous work. Chapter 3 extends the discussion on previous work by presenting
an overview of the central concepts of design pattern, abstract data views, and software
architecture. These concepts form the foundation of our work. Chapter 4 presents an
outline of our work. Chapter 5 provides the key concepts of the adaptive orthogonal n-tier
integration framework. Chapter 6 presents the adaptive EAI architecture framework.
Chapter 7 provides the solution to the telecom OSS integration problem. The solution
incorporates a detailed domain analysis of the telecommunications domain. Chapter 8
presents the model based software development framework. Chapter 9 provides a
mathematical formalism for the specification of design patterns. The formalism is an
extension of the relevant many-sorted algebraic concepts. In chapter 10 we present our

conclusion and future work.
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Chapter 2

QOutline of Previous Work

This chapter provides an outline of the major concepts that have influenced the
general thinking in the area of software reuse. Some fundamental concepts such as
abstraction and classification and the role they play with respect to software reuse are

examined. We also present various models of software reusability.

2.1 Abstraction

Abstraction is an essential part of any software reuse system and as such can be viewed
as a unifying theme for software reuse. This notion reflects the view that successful
application of a reuse technique to a software engineering technology is inexorably tied
to raising the level of abstraction for that technology. Raising the abstraction levels for
software engineering technologies has proven to be extremely difficult, thus the relation
between abstraction and reuse provides us with the first clue as to why there are so few
successful reuse systems.

The relationship between software reuse and abstraction has been noted in the
literature [Booch 1987, Parnas et al. 1989; Wegner 1983]. Wegner states that “abstraction
and reusability are two sides of the same coin.”” He states that every abstraction describes
a related collection of reusable entities and that every related collection of reusable

entities determines an abstraction.




2.1.1 Abstraction in Software Development

Abstraction is a tool that is used by software practitioners and computer scientists to help
manage the intellectual complexity of developing very large software systems [Shaw
1984]. An abstraction for a software artifact is a succinct description that suppresses the
details that are unimportant to the software developer and emphasizes the information
that is important. For example, the abstraction that is provided by a high level
programming language allows a programmer to construct algorithms without having to
worry about the details of hardware register allocation.

Software typically consists of several layers of abstraction built on top of the raw
computer hardware. The lowest level software abstraction is object code, or machine
code. Assembly language is a layer of abstraction above object code. A high-level
programming language, like C, is a layer of abstraction above the assembly language
level. In object-oriented languages such as C++, the class specification can serve as a
layer of abstraction above the implementation details.

These examples demonstrate that every software abstraction has two levels. The
higher of the two levels is referred to as the abstraction specification. The lower, more
detailed level is called the abstraction realization. When abstractions are layered, the
abstraction specification at one layer is the abstraction realization at the next higher layer.
Figure 2.1 shows a hierarchy with two abstractions, L and M. Rep 1, Rep 2, and Rep 3
are three representations of the same software artifacts, where Rep 1 is the most detailed
(lowest level) representation. For abstraction L, Rep 2 is the abstraction specification, and
Rep 1 is the abstraction realization. From the point of view of abstraction M, Rep 3 is the
abstraction specification, and Rep 2 is the abstraction realization.
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An abstraction is composed of three sections: a hidden part, a variable part, and a
fixed part. The hidden part consists of details in the abstraction realization that are not
visible in the abstraction specification. The variable part and the fixed part are visible in
the abstraction specification. The variable part represents the variant characteristics in the
‘abstraction realization, whereas the fixed part represents the invariant characteristics in
the abstraction realization. Therefore, an abstraction specification with a variable part
corresponds to a collection of alternate realizations. The variable part of an abstraction
specification maps into the collection of possible realizations. Figure 2.2 illustrates the

mapping between abstraction specifications and realizations.

M

Rep & /Specifico’rion M

Redlization M

Specification L

Rep 1

Redlization L

Figure 2.1: Two-level Abstraction Hierarchy

15



To illustrate this notion, consider the canonical stack example. The fixed part of
the abstraction specification expresses the invariant characteristics for all stack
realizations, such as the last-in-first-out (LIFO) semantics. The invariant stack behavior
does not depend on the type of elements stored in the stack. Hence, the element type can
be considered to be a constituent of the variable part of the abstraction specification.
Different element types therefore correspond to different stack realizations.

This view is consistent with the capabilities of traditional high level programming
languages such as C. In this model, support for each element type would have to be
explicitly programmed. This model contrasts significantly with that offered by the
modern object-oriented model in which we have languages such as C++ that offer
support for parameterized classes or generic template classes. In this model, we would
have a single implementation of stack, as a template class, that supports different element
types passed in as a parameter.

The partitioning of an abstraction into variable, fixed, and hidden parts is not an
innate property of the abstraction but rather an arbitrary decision made by the creator of
the abstraction. The creator decides what information will be useful to users of the
abstraction and puts it in the abstraction specification. In addition, the creator may also
decide which properties of the abstraction the user might want to vary and places them in
the variable part of the abstraction specification. Continuing with the stack example, the
value of the maximum stack depth can be placed in either the variable, fixed, or hidden
part of the stack abstraction. If it is placed in the variable part, the user has the ability to
choose the maximum stack depth. If the maximum stack depth is placed in the fixed part,
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the user knows the predefined value of the maximum stack depth but cannot change it. If

placed in the hidden part, the stack depth is totally removed from the concerns of the

user.

Abstraction Specification

Variable Fixed
Part Part
\\“--___‘
Fixed
| Vn; PGrT
Hidden Part
V2 Fixed Abstraction
Part Realizations
Hidden Part
Fixed
VI part
Hidden Part

Figure 2.2: Mapping from a variable abstraction specification
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Abstraction specifications and realizations can take on many forms. They can be
formal or informal, explicit or implicit. Once again, consider the stack example written as
a generic C++ template. The abstraction realization corresponds to an instantiation of the
generic package with a particular stack element type. The abstraction specification, on the
other hand, must be a combination of different descriptions due primarily to C++ limited
expressiveness. The generic template class will provide the syntactic specification for
operations of the stack abstraction, but the semantic specification must be expressed
outside of the C++ language. One possibility is to use a formal notation such as Hoare
axioms [Hoare 1969; Sun 1996]. Another is to use an informal description such as
English text.

In summary, an abstraction expresses a high-level, succinct, natural, and useful
specification that corresponds to a less perspicuous realization level of representation.
The abstraction specification describes “what” the abstraction does, whereas the
abstraction realization describes “how” it is done. For an abstraction to be effective, its
specification must express all of the information that is needed by the person who uses it.
This may include space/time complexity characteristics, precision statistics, scalability

limits, and other information not normally associated with specification techniques.

2.1.2  Abstraction in Software Reuse
Abstraction plays a central and often limiting role in each of the other facets of software
reuse:

. Selection
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Reusable artifacts must have concise abstractions so users can efficiently locate,
understand, compare, and select the appropriate artifacts from a collection.

. Specialization
A generalized reusable artifact is in fact an abstraction with a variable part.

- Specialization of a generalized artifact corresponds to choosing an abstraction

realization from the variable part of an abstraction specification. The object-
oriented paradigm somewhat extends this notion. Inheritance, one of the key ideas
of the object paradigm, allows for the abstraction realization to be implemented as
a specialization derived from a previously defined parent class. This is the
generalization or Is-a relationship between super-class and sub-classes.

. Integration
To effectively integrate a reusable artifact into a software system, the user must
clearly understand the artifact’s interface (i.e., those properties of the artifact that
interact with other artifacts or the integration framework). An artifact interface is

an abstraction in which the internal details of the artifact are suppressed.

2.1.3 Cognitive Distance

Cognitive distance is defined as the amount of intellectual effort that must be expended
by software developers to take a software system from one stage of development to
another [Kruger 1992]. From this definition, it is clear that cognitive distance is not a
formal metric that can be expressed with numbers and units. Rather, it is an informal
notion that relies on intuition about the relative effort required to accomplish various

software development tasks,

19




The effectiveness of abstractions in a software reuse technique can be evaluated in
terms of the intellectual effort required to use them. Better abstractions means that less
effort is required from the user.

The creator of a software reuse technique should strive to minimize cognitive
distance by (1) using fixed and variable abstractions that are both succinct and
expressive, (2) maximizing the hidden part of the abstractions, and (3) using automated
mappings from abstraction specification to abstraction realization (e.g., compilers). This

can be summarized in an important truism about software reuse [Kruger 1992]:

For a software reuse technigue to be effective, it must reduce the cognitive distance

between the initial concepl of a system and ils final execurable implementation.

This truism, along with others in the software reuse literature, are obvious and
seemingly simple requirements on software reuse techniques that have proven very

difficult to satisfy in practice.

2.2 Classification of Reusable Modules
The capability to classify and store as well as to identify and locate software components,
is an increasingly important activity in software development environments where the
notion of reuse is taking on added significance. Classification schemes are essential for
setting up and maintaining a software library. A software library is a changing and
growing collection of modules that have been certified as reusable components.

For code reuse to be attractive, it must require less effort than the creation of new
code. Code reuse involves three steps: (1) accessing the existing code, (2) understanding
it

and (3) adapting it [Kruger 1992]. A classification scheme is central to code

3
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accessibility. Code understanding depends on both the reuser experience and program
characteristics such as size, complexity, documentation, and programming language.
Code adaptation depends on the differences between requirement and the features offered
by the existing components and on the skills of the reuser.

Classification of a collection is central to making code reusability an attractive
approach to software development. A collection organized by attributes related to
software development will reduce the probability of retrieving non-relevant components.
A search-and-retrieval mechanism is necessary for a classified collection to be of value.
An effective retrieval system must have a well-defined classification structure embedded
within. In addition, the classification and retrieval system must be able to differentiate
between very similar components in the collection, thus allowing the user to select the
component that requires the least adaptation effort. A proper classification must be based
on an integrated solution: a classification scheme embedded in a retrieval system and
supported by an evaluation mechanism.

A classification scheme that caters to reusability must be designed with the
features of expandability, adaptability, and consistency as integral to its operation.
Expandability allows new classes to be added to the collection with minimum
disturbance, i.e., with little or no reclassification of the components. An adaptable
classification scheme can be customized for different environments. Consistency allows
components from different collections in the same class to share the same attributes.

Hence, this feature permits different organizations to share their collections.
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2.2.1 Software components

This section attempts to shed some light on the creation of software components as a
result of a reclamation process based on the dissection and decomposition of existing
software systems. It also examines the use of software components through interfacing
and decomposition.

Megaprogramming is the term commonly used in reference to the construction
and engineering of software systems from existing components, as contrasted with
software development by coding one instruction at a time. The analogy is obviously to
industrial mass production techniques. The main goal is to reduce time-to-market and
improve the reliability and maintainability of the final product. The economics of scale
indicate, if not dictate, that megaprogramming is indeed the future of the software market
place.

There are two main dimensions to the notion of megaprogramming. First is the
notion of a brokerage that supervises overall development of product line and releases the
product to end users (black-box reuse). Second is a component library system that users
interact with and can extend by using existing components as a template for constructing
new ones.

A conceptual framework is defined that distinguishes among three aspects of
software component [Marciniak 1994]:

e The concept or abstraction specification that the component represents,
e The content or the abstraction realization of the component, and
e The context under which the component is defined or what is needed to complete the

definition of a concept or content within a certain environment.
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The concept represented by a reusable software component is an abstract
description of “what” the component does. Concepts are identified through requirement
analysis or domain modeling and provide the desired functionality for some aspects of a
system. An interface specification and a description of the semantics associated with each
operation realize a concept. The content represented by a reusable software component is
an implementation of the concept or “how” a component does “what” it is supposed to
do. It assumes that each reusable software component may have several implementations
that obey the semantics of its concept. The context represented by a reusable software
component depends on understanding and expectations based on familiarity with
previous implementations.

With the objective being the development of useful, adaptable, and reliable
software modules from which new applications can be built, the following three

requirements [Marciniak 1994] should be addressed by a component-centered model of a

system:

1. Components must be wseful, i.e., they must meet the high-level requirements
of at least one concept necessary to design and implement a new software
application.

2: Components must be adapitable, i.e., they must provide a mechanism such that

modules can be easily tailored to the unique requirements of an application.
The inheritance principle of object-oriented software design supported by the

C++ language provides an approach to facilitate the adaptability requirement.
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3. Components must be reliable, i.e., they must accurately implement the

concept that they define.

Each component is basically made up of code plus interface specifications. The
problem of code development is generally more tractable than the problem of providing
precise, unambiguous and generalized interface specification. This is an alternative way
of stating the known fact that raising the level of abstraction for a particular domain is a
very hard problem. The software industry is in the process of specifying and developing
some aspects of the requisite technologies to define formalisms for interfaces, so that
software components could inter-operate smoothly. The Common Object Request Broker
Architecture (CORBA) developed by the Object Management Group (OMG) facilitates
distributed object communication [OMG 1997]. The High Level Architecture (HLA)
proposed and sponsored by the Department of Defense (DOD) is another example of an
effort to facilitate distributed object interoperability [Carothers 1997, Dahmann 1997].

HLA is primarily focused on distributed simulation.

2.2.2 A Software Component Reuse Model
Reuse is the use of previously acquired concepts or objects in a new situation. Reusability
is a measure of the ease with which one can use those previous concepts or objects in the
new situation. This very general view assumes that knowledge has been coded at
different levels of abstraction and stored for future reuse [Freeman 1983].

Models of reuse are operational in well-established disciplines such as civil or
electrical engineering. In these domains, the number of alternatives is usually large and
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several combinations of components may give feasible solutions, thus creating a selection

problem. It is customary to acquire components rather than to create them. Components

are described by standard attributes that capture their functional characteristics.

A model for software component reusability is based on the above observations
and on the assumption that available components usually do not match the requirements
perfectly, making adaptation the rule rather than the exception. The general approach is
to provide an environment that assists in the finding of components and estimates the
adaptation and conversion effort necessary to effect reuse. The process is as follows:

. A set of functional specifications is given. The user then searches a component
library to find the candidates that satisfy the specification. This step can take
several iterations, with each progressively narrowing the search space.

o If a component satisfying all the specification is available, then reusing it
becomes trivial.

s The more typical scenario is one in which several candidates exist, each satisfying
some of the specifications. In this situation, the problem is transformed into one
of selecting and ranking the available candidates based on how well they match
the requirements and on the effort required to adapt the non-matching
specification.

. Once an ordered list of similar candidates is available, the reuser selects the

easiest to reuse and adapts it.

Selecting similar components is a classification problem. The degree of similarity

depends on how the collection is organized. Closely related components may be grouped
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by carefully selecting relevant attributes and meaningfully organizing them. The

classification scheme is a central component in the software component reuse process.

2.2.3 Classification Principles

A classification principle describes how to classify components so that they can be
located for reuse. Classification makes explicit the relationship among things and among
classes of things. The result of a classification is a structure that details the relationships
between objects and classes of objects. A classification scheme is a tool for the
production of systematic order based on a controlled and structured index vocabulary
called the classification schedule. The classification schedule consists of a set of names
representing concepts or classes, listed in a systematic order to display the relationship
between the classes [Buchanan 1979].

A classification scheme must be able to express both the hierarchical and
syntactical relationships. Hierarchical relations employ the principle of subordination or
inclusion in which a universe is successively divided into its component classes. On the
other hand, syntactical relationships relate two or more classes from different hierarchies.
In practice, classification schemes are hierarchical in nature, with syntactical
relationships being manifested as compound classes. For example, the compound class
“respiration of birds” relates the term respiration from the class “processes” with the
term birds from the class “taxonomy”.

Classification schemes can be either enumerative or faceted. The enumerative
method postulates a universe of knowledge divided into successively narrower classes
that include all the possible compounded classes. These are then arranged to display their
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hierarchical relationships. The Dewey decimal classification [Dewey 1979] is a typical
example of an enumerative hierarchy, where all possible classes are predefined.

The faceted classification scheme, used in library science, relies on the building
up or synthesizing of compound classes from the subject statements of the particular
documents, as opposed to the decomposition of a universe used in the enumerative
schemes. In this approach, subject statements are analyzed and their component
elemental classes determined. These classes are then listed in the classification schedule.
The generic relationships of the elemental classes are the only relationships displayed.
Compound classes are expressed by assembling their elemental components. This process
of constructing a compound class from its elemental components is called synthesis. The
arranged groups of elemental classes that make up the scheme are the facets. The
elements or classes that make up a facet are called terms [Prieto-Diaz 1985; Prieto-Diaz
1991a].

Facets are considered as perspectives, viewpoints, or dimensions of a particular
domain. This is because the characteristics of the facets are determined by the nature of
the application. Different kinds of applications will have different perspective of a
particular domain and this will in turn determine the existence of relationships (grouping)
between the elemental classes.

Both enumerative and faceted schemes can be used to express the same number of
classes. The difference is that in the enumerative scheme, classes with more than one
elemental component are listed ready-made, while with the faceted scheme the classifier
will have to make multi-element classes by synthesis. A problem typical of enumerative
schemes is traversing the hierarchical tree to find the most appropriate class. Implicit to
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the use of this scheme is the expertise of the librarian in both the classification scheme
and the subject matter or domain which guide him to determine the most appropriate
class. This is usually a difficult task because more than one class may be applicable.
Cross-references are usually established to compensate for ambiguities in the class
selection process. This is a cumbersome and error-prone process.

In the faceted scheme, both facets and terms are derived from analysis of a
representative sample of the collection to be classified. The synthesis process used in the
construction of compound classes tailors each class to a perfect fit. This makes the
faceted approach very attractive for classifying reusable software components. The
ordering of a facet’s characteristics coupled with the fact that facets can be ordered by
their relevance to the users of the collection is termed citation ordering. Citation ordering
enhances search and retrieval performance when used to organize a database. Terms
within a facet can be arranged based on how closely they relate to each other (conceptual
closeness). This feature provides a way for locating similar components in a collection —

an essential feature for software reusability.

2.2.4 Software Classification

Any reasonable software classification scheme must make the following assumptions
about the collection of reusable software components: (1) that the number of components
are very large and growing continuously and (2) that there are large groups of similar
components — even in very specific classes [Prieto-Diaz 1985]. Software components can
be described by the function they perform, the way they perform it, and their
implementation details, among other things. These descriptors can be mapped directly
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into facets that may be ordered by their relevance to reusability. A component
specification is thus reduced to a tuple of terms where each term is an attribute value of a
selected facet. Prieto-Diaz and Freeman [Prieto-Diaz 1987] suggested that a
characterization of the functionality (what it does) and the environment (where it does it)
of a software component would suffice for classification.

If the description of a software component is to be used as both a classification
code and a retrieval key, it must be brief, succinct, and semantically rich. That is, it must

LRI

consolidate in a single descriptor the “what,” “where,” and “how” of the component.

With modern object-oriented development approaches and techniques such as
parameterizing or template classes in C++, the impact of the external environment can be
reduced considerably. Template classes can be used to develop generic software
components that can operate on any object type. This could eliminate the need for low
level algorithmic adaptation of software components when moving between domains.
The high-level abstraction specification would truly capture the semantics of the software
component. Under these circumstances the reuser would only have to focus on user
interface issues that are relevant to the particular domain.

A faceted scheme can be developed using the facets from the functional and
environmental characterizations. The citation order is based on relevance to users and
assuming that the typical users of the collection are software engineers designing and
building new systems from components, the following citation order can be adapted:
function, objects, medium, system type, functional area, and setting [Prieto-Diaz 1987].

Classifying a component consists of selecting the sextuple that best describes the

component. Some examples follows:



<add, integers, array, matrix-inverter, modeling, aircraft-manufacturer>
<compress, files, disk, file-header, DB-management, catalog-sales>

<compare, descriptors, stack, assembler, programming, software-shop>

The Prieto-Diaz and Freeman classification method employs a controlled
vocabulary technique for indexing software components. They have used this approach to
avoid duplicate and ambiguous descriptors of software components arising from
synonyms. Describing code using controlled vocabulary is not problem prone for any
audieﬁce, A term thesaurus can be used to gather all synonyms under a single concept.
The term that best expresses the concept would be chosen as the representative term
[Prieto-Diaz 1989]. The thesaurus is used primarily for vocabulary control and for
broadening the index vocabulary. These uses also enhance recall performance. A
thesaurus can also be used to control the size of schedules. This can be done by
increasing the number of terms assigned to a particular group or by breaking up groups
into terms. Ambiguities between the term lists can be resolved be selecting a number of
contexts.

Prieto-Diaz notes that keyword-based retrieval is good for books and journal
articles because of the large amount of free text [Prieto-Diaz 1991a]. Software’s
characteristics make it a candidate of controlled vocabulary retrieval approach. A
predefined set of keywords is used for indexing as described in the faceted approach.
Software is a good candidate for faceted classification. First, software has a low amount
of free text. Second, the programmers establish software keyword conventions. Last what

the components do and how they do it is uncertain from their free text.



Guru parses the natural language documentation of the component source code
for classification [Maarek 1991]. Other library systems only parse the comments or free
text of the component. In addition, Guru uses the concept of lexical affinities (LA), as
opposed to single terms typically used in other reuse libraries. LAs are “lexical affinity,
..., between two units of a language stands for a correlation of their common appearance
in the utterances of the language.” Other research has shown that such word relationships
are separated by at most five words. These LAs are used in the creation of Guru’s
component indices. The indices are used to locate functions that match a user query. The
indices are organized in a hierarchical format with the description and function being
similar between siblings. The format is very similar to the hierarchical organization of

classes in object-oriented languages.

2.2.5 Conceptual Closeness

This is a measure of closeness among terms in a facet [Prieto-Diaz 1985; Prieto-Diaz
1987]. In situations where a reuser cannot find an exact match to his search criteria, any
reasonable software reuse system should present him with list of “likely” components
ordered from most likely to least likely matched. The notion of conceptual closeness is to
present a mechanism for the determination of similarity of software components within a
software reuse system. A conceptual graph can be used to measure closeness among
terms in a facet. It is defined as an acyclic directed graph in which the leaves are terms
and the internal nodes are supertypes that denote general concepts relating two or more
terms [Prieto-Diaz 1987]. The user assigns weights in the edges of the graph. The smaller
the value of the weight, the closer is the perceived relationship of a term to a supertype.
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The concept of closeness measurement could be utilized during the component
retrieval process. In cases where the query for a term cannot match any descriptor, a
retrieval system can check the nearby terms for related items. It is time-consuming to
construct a conceptual graph with more than a few terms. However, the basic graph
structure doesn’t change much during the expansion of the collection of software
components, and it also tends to remain stable. Conceptual graph construction can be
considered a substantial but one-time effort. Regardless, once constructed, a conceptual

graph would need tuning as users provide feedback on retrieval performance.

2.2.6 Domain Analysis
To make the faceted classification scheme a more efficient method for a software
component reusability, the domain analysis methodology is recommended. This section
provides an introduction to domain analysis and its application to classification and
software reuse. According to Arango: “domain analysis is a knowledge intensive activity
for which no methodology or any kind of formalism is yet available™ [Arango 1988].
Domain analysis is an activity that happens even before the system analysis phase
of the software development life cycle, and creates a domain model to support the system
analysis. This information/model can be used in the subsequent phases of the software
development process. In the domain analysis process “information used in developing a
sofiware system is identified, captured, and organized with the purpose of making it
reusable when creating a new system” [Prieto-Diaz 1989]. Domain analysis can play an

active role in the creation and organization of reusable software artifacts. Matsumoto
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[Matsumoto 1987] reported the successful application of domain analysis in the
development of software factories.
The domain analysis process can be incorporated into the software development

process. A simplified three-step domain analysis procedure to advance reuse is:

I\ Identification of reusable entities
Z Abstraction or generalization of those entities
3. Classification and cataloging for further reuse

Based on the above procedure, Prieto-Diaz proposed a procedural model for domain
analysis [Prieto-Diaz 1989]. Using the faceted classification schemes, his methodology is
“to create and structure a controlled vocabulary that is standard not only for classifying
but also for describing titles in a domain specific collection” [Prieto-Diaz 1998].

In the context of domain analysis, Arango [Arango 1988] sees reuse as a learning
system. In his proposed model, software development is a self-improving process which
draws from a knowledge source that is named reuse infrastructure, and is integrated with
the software development process. Reuse infrastructure consists of domain-specific
reusable resources (i.e., components in particular and assets in general) and their
descriptions. In Arango’s reuse environment, by employing the reuse infrastructure and
utilizing the specification of the software to be built, an implementation of the desired
software is constructed. Then, the software thus proposed is compared against the input
of the system (i.e., the specification of the system).

There are three particular functions that are crucial for reuse infrastructure These
functions [Prieto-Diaz 1989] are the abstractions of the duties of’

1. A librarian (making assets accessible to potential reusers)
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2 An Asset Manager (controlling asset quality)

3. A reuse manager (facilitating the collection of domain analysis relevant data and
coordinating all reuse operations)

Assets are those entities (documents, deliverables, and components) in the software

development life cycle that is potentially reusable.
The typical process resulting from the integration of conventional software

development and domain analysis is as follows:

1. Reusable resources are identified and added to the system.

2. Reuse data is gathered and fed back to the domain analysis process for tuning the
domain models and updating the resource library.

The newly developed system can then be used to refine the reuse infrastructure [Prieto-

Diaz 1998].

2.3 Types of Reusable Software Systems

There are two main types of reusable software systems: active and passive. Active
systems have components that generate the final system. These systems are tailored to
specific user needs. Passive systems are libraries of components such as the standard C
library. These systems require knowledge of the components and how to use the
components. The advantage of this type of library system is that the existing software can
be easily added to the library. Therefore, the reuse components can be quickly

incorporated into the development cycle.



2.3.1 Passive Systems

Passive libraries, such as the standard C++ or Java Class library, require the user to have
some level of knowledge about their components without direct assistance from the
library. Most passive libraries provide a written manual explaining each of the library’s
components. But, how does a user know which components will match his software
needs without reading the entire manual?

Passive libraries weren’t designed to be easily extendible. Typically,
enhancements are only available with periodic releases of the library. This fosters
numerous similar components to be developed between releases. Developers cannot wait
for the next needed functionality. The relatively long time periods between releases do
not support the responsiveness demand of software producers and consumers. The typical

passive systems [Arnold 1988] are described in the following sections.

High-Level Languages
The reusable artifacts in a high-level language are assembly language patterns. High-level
language constructs serve as abstraction specifications for low-level assembly language
patterns.

High-level languages are often the lowest level of abstraction used by software
developers. However, it is not widely recognized that high-level languages are examples
of software reuse. Nor is it recognized that, in many ways, high-level language
technology is a paragon of software reuse that researchers currently can only hope to

emulate. For example, discovery of a new reuse technology that routinely offered a factor
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of 5 speedup in software development would be among the most significant software
engineering achievements of the decade.

The primary limitation of high-level languages as a reuse technology is the large
amount of system design effort required prior to coding. Thus, there is a large cognitive
distance between the informal requirements for a software system and its implementation

in a high-level language.

Design and Code Scavenging
The reusable artifacts in scavenging are source code fragments. The abstractions for these
artifacts are informal concepts that a software developer has learned from design and
programming experience. When a programmer recognizes that part of a new application
is similar to one previously written, a search for existing code may lead to code fragments
that can be scavenged.

In ideal cases of scavenging, the software developer is able to find large
fragments of high-quality source code quickly that can be reused without significant
modification. In these cases, the developer goes directly from an informal abstraction of a
design to a fully implemented source code fragment. In this situation, the cognitive
distance between the initial concept of a design and its final executable implementation is
small.

In practice, the overall effectiveness of code scavenging is severely restricted by
its informality. A programmer can only scavenge those code fragments he or she

remembers or knows how to find. In the worst case, a software developer spends more
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time locating, understanding, modifying, and debugging a scavenged code fragment than
the time required to develop the equivalent software from scratch.

These limitations lead to another truism of software reuse [Krueger 1992]:

For a software reuse lechnique to be effective, it must be easier to reuse the artifacts

than it is to develop the software fron scratch.

Source Code Components
Mcliroy’s “Mass Produced Software Components” introduced the notion of software
reuse by proposing an industry of off-the-shelf source code components. These
components were to serve as building blocks in the construction of larger systems. Given
a large enough collection of these components, software developers could ask the
question “What mechanism shall we wse?” rather than “What mechanism shall we
build?”

Compared to code scavenging, reusable component libraries can be considerably
more effective since components are written, collected, and organized specifically for the
purpose of reuse. The most successful reusable component systems, such as the IMSL
math library [Betts 1990], rely on concise abstractions from a particular application
domain. One-word abstraction specifications such as sine often allow a software
developer to go directly from an informal requirement to a fully implemented and tested
source code component. Thus, the cognitive distance between the informal concept and

its final executable implementation is very small.



For components that do not have simple abstractions, more general specification
techniques are required. These descriptions can often be as difficult to understand as
source code, thereby increasing the cognitive distance.

Creating a relatively complete and practical library of reusable components is a
formidable challenge. Library implementers must have the theory, foresight, and means
to produce a collection of components from which software developers can select,
specialize, and integrate to satisfy all possible software development requirements. This
is currently possible to a limited degree for specific application domains that have a rich
and thorough theoretical body of knowledge, such as statistical analysis. General-purpose
libraries, however, remain elusive for at least two reasons: (1) the implementation
characteristics and tradeoffs for data structures and computations are widely variable, and

(2) library size grows rapidly with respect to general-purpose component size.

Software Schema
Software schemas are a formal extension to reusable software components. Reusable
components often rely on ad hoc extensions to programming languages to implement
reuse techniques such as specification, parameterization, classification, and verification.
With software schemas, however, these mechanisms are an integral part of the
technology.

Compared to reusable source code components, reusable schemas place a greater
emphasis on the abstract specification of algorithms and data structures and place less
emphasis on the source code implementation. This shift in emphasis helps reduce the
cognitive distance or separation between the informal requirements of a system and its
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executable implementation by isolating the software developer from the source-code-
level details.

Unfortunately, with software systems we do not have many universal abstractions
above the stack, list, tree, etc. Therefore, the semantics of higher level abstractions are
often expressed with logic formalisms and specification languages. Formal specification
for schema abstractions can be large and complex. Even with automated tools it can be
difficult for software developers to locate, understand, and use schemas. This complexity
serves to increase the cognitive distance, thereby offsetting some of the advantages of
using higher level abstractions. Hence, the challenge for implementers of a schema

technology is to find abstraction formalisms that are natural, succinct, and expressive.

2.3.2 Active Systems

Since the late 1980s researchers recognized the failings of passive libraries and began
proposing solutions. All solutions share two characteristics in common. The systems
actively assist users in locating components that matched their needs. In addition, these
systems take an active role in promoting the development of reusable software
components. Therefore, these systems include component cataloging and retrieval

functionality.
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Figure 2.3: Reuse System Genealogy

Active systems can be grouped into several classes (Figure 2.3). These classifications
include generative, transformative, and retrieval based systems. Within the retrieval
classification, many types of retrieval mechanisms exist. These include semantic net,
keyword, structured query, and natural language. The following sections present various
systems as examples of active library types. In addition, a solution using object-oriented

design is presented.

Application Generators
Application generators operate like programming language compilers; input
specifications are automatically translated into executable programs [Cleaveland 1988],
[Neighbors 1989]. Application generators differ from the traditional compilers in that the

input specifications are typically very high-level, special-purpose abstractions from a
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very narrow application domain [Levy 1986]. Application generators are appropriate in
application domains where

= Many similar software systems are written,

* One software system is modified or rewritten many times during its lifetime, or

* Many prototypes of a system are necessary to converge on a usable product.

In these cases, the systems have significant source code overlap. Application
generators generalize and embody the commonalities, so they are implemented once
when the application generator is built and then reused each time a software system is
built using the generator.

Application generators are specialized by writing an input specification for the
generator. Due to the diversity in application abstractions, the techniques used for
specialization are also widely varied. Examples include grammars, regular expressions,
finite state machines, graphical languages, templates, interactive dialog, problem-solving

methods, and constraints.

Very High-Level Languages

Very high-level languages (VHLLs) are an attempt at improving on the successes of
conventional high-level languages (HLLs). Developing software with VHLLs 1s very
much like developing software with HLLs. Both VHLLs and HLLs provide a syntax and
semantics for expressing general-purpose computation.

VHLLs use high-level mathematical abstractions suitable for general-purpose
software development. The goal of VHLL implementers is to find abstractions that are
more natural and expressive than the abstractions in HLLs. As a result, VHLL programs
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can be an order of magnitude more succinct than corresponding HLL programs. VHLLs
are not, however, as powerful as application generators since application generators use
domain-specific abstractions, which can be at a much higher level of abstraction.

The distinction between VHLLs and application generators exemplifies the
tradeoff between generality and leverage in software reuse technologies [Biggerstaff and
Richter 1989]. Typically, the more general a reuse technology is, the more effort is
required to implement systems with it. The goal of VHLL research is to maximize the
leverage offered by higher levels of specification without sacrificing computational

generality.

Transformation Systems

Transformation systems are used to develop software in two phases:

1. Software developers describe the semantic behavior of a software system using a
high-level specification language.

2. Software developers then apply transformations to the high-level specifications.
The transformations are meant to enhance the efficiency of execution without
changing the semantic behavior.

The two phases make a clear distinction between specifying what a software system does

and the implementation issues of how it will be done [Zave 1984].

The first phase is equivalent to using a VHLL. Software developers create an
executable system in a language that has a relatively small cognitive distance from the
developer’s informal requirements for the system [Balzer 1989]. The second phase in the
transformational approach is essentially a human-guided compilation. The goal in this
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phase is to produce an executable system that satisfies the high-level specification and
that also exhibits performance comparable to an implementation in a conventional HLL.,
The transformation phase can be thought of as an interactive, human-guided compilation.
Human intervention is necessary because issues such as automatic algorithm and data
structure selection are beyond the current computer technology. By involving the
software developer in the compilation process, transformational systems increase the

cognitive distance in order to achieve better run-time performance.

Software Architectures

Reusable software architectures are large-grain software frameworks and subsystems that
capture the global structure of a software system design. This large-scale global structure
represents a significant leverage in the development of software. The leverage offered by
software architectures comes from the small cognitive distance between informal
concepts in an application domain and executable implementations. The mapping from
abstraction specification to abstraction realization is mostly automated and this isolates
the software developer from the hidden and realization parts of the abstraction.

Software architectures are analogous to very large-scale software schemas.
Software architectures, however, focus on subsystems and their interaction rather than
data structures and algorithms. Software architectures are also analogous to application
generators in that large-scale system designs are reused. Application generators, however,
are typically standalone systems with implicit architectures, whereas software
architectures can often be explicitly specialized and integrated with other architectures to
create many different composite architectures.
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Draco is an example software architecture technology [Freeman 1987; Neighbors
1984, 1989]. Draco encapsulates software architectures in application generators. The
output from the architecture generators can be used as building blocks for higher-level
architecture generators, making Draco an architecture generator geieralor,

In Draco, each software architecture has a domain language and a set of
components that implement the domain language. The domain language corresponds to
the abstraction specification for an architecture. It captures the relevant abstractions for a

software architecture in a particular domain.

2.4 Reuse, Design Patterns and the Object-Oriented Paradigm
The object-oriented approach to software development has emerged as one of the primary
vehicles for the realization of software reuse. The features of inheritance, dynamic
binding, and polymorphism offered by this paradigm provide an extremely powerful and
elegant approach to software reuse, which differs fundamentally from other mechanisms.
There are a number of design methodologies that exploit its basic structuring concepts to
impose a discipline on the use of languages such as C++ and Java. These languages fully
support the object-oriented approach to developing reusable software.

This section examines some of the more important principles and techniques that
design patterns employ in solving design problems. Some of these are well-entrenched
practices in the object-oriented software development community and are expressed as

principles of reusable object-oriented design.
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2.4.1 Program to an Interface, Not to an Implementation

An object’s class defines how the object is implemented. The class defines the object’s
internal states and the implementation of its operations. In contrast, an object’s type only
refers to its interface (set of signatures) — the set of requests to which it can respond. An
object can have many types, and objects of different classes can have the same type.
Class inheritance defines an object’s implementation in terms of another object’s
implementation. Hence, it’s just a mechanism for code and representation sharing. In
contrast, interface inheritance (or sub-typing) describes when an object can be used in
place of another. In languages such as C++, inheritance means both interface and
implementation inheritance. Pure interface inheritance can be approximated in C++ by
inheriting publicly from pure abstract classes. Pure implementation or class inheritance
can be approximated with private inheritance.

Although most programming languages don’t support the distinction between
interface and implementation inheritance, many of the design patterns depend on this
distinction. For example, objects in a Chain of Responsibility must have a common type,
but usually they don’t share a common implementation. In the Composite pattern
[Gamma 1996], Component defines a common interface, but Composite often defines a
common implementation. Command, Observer, State, and Strategy are often
implemented with abstract classes that are pure interfaces.

Class inheritance is basically a mechanism for extending an application’s
functionality by reusing functionality in parent classes. It lets you define a new kind of
object rapidly in terms of an old one. It lets you get new implementations almost for free,
inheriting most of what you want for free, inheriting most of what you need from exiting
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classes. However, implementation reuse is not the end. Inheritance’s ability to define
families of objects with identical interfaces (by inheriting from an abstract class) is very
important. This is because polymorphism depends on it.
There are two benefits to manipulating objects solely in terms of the interface
defined by abstract classes:
1. Clients remain unaware of the specific types of objects they use, as long as the
objects adhere to the interface that clients expect.
2. Clients remain unaware of the classes that implement these objects. Clients only
know about the abstract class(es) defining the interface.
This greatly reduces implementation dependencies between subsystems that leads to the
following principle of reusable object-oriented design [Gamma 1996]:
Program to an interface, not an implementation
The Creational patterns Abstract factory, Builder, Factory Method, Prototype, and
Singleton let you instantiate concrete classes [Gamma 1996, Schmidt 1999]. By
abstracting the process of object creation, these patterns give you different ways to
associate an interface with its implementation transparently at instantiation. Creational

patterns ensure that your system is written in terms of interfaces, not implementations.

2.4.2 Object Composition

Class inheritance and object composition are the two most common techniques for
reusing functionality in object-oriented systems [Biggerstaff 1989, Blair 1989, Gamma
1996; Fowler 1999] With the class inheritance approach, you define the implementation
of subclasses in terms of parent or super classes. This is normally referred to as “white-
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box” reuse because the internals of the super classes are often visible to the subclasses.
With composition, new functionality is obtained by assembling or composing objects to
get more complex functionality. This approach to reuse is called “black-box” reuse,
because no internal details of objects are visible.

Class inheritance has the distinct advantage of being defined statically at compile-
time and is therefore straightforward to use. This also makes it easier to modify the
implementation being reused. On the other hand, class inheritance has some
disadvantages. First, you cannot change the implementations inherited from parent
classes at run-time. Second, and more limiting, parent classes often define at least part of
their subclasses’ physical representation and inheritance exposes a subclass to the details
of its parent’s implementation. Thus, the notion of “inheritance breaking encapsulation”
[Sny86]. The implementation of a subclass becomes so bound up with the
implementation of its parent class that any change in the parent’s implementation will
force the subclass to change.

Object composition, on the other hand, is defined dynamically at run-time through
objects acquiring references to other objects. Composition requires objects to respect
each other’s interface, which in turn requires carefully designed interfaces. This approach
has the very powerful benefit of not breaking encapsulation, because objects are accessed
solely through their interfaces.

A design based on object composition has the following advantages: (a) it helps
you keep each class encapsulated and focus on one task and (b) the classes and class
hierarchies will remain small and will be less likely to grow into an unmanageable
conundrum. This leads to another principle of object-oriented design [Gamma 1996]:
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Favor object composition over class inheritance.

In practice, the set of reusable components is never rich enough to facilitate a
purely compositional approach to software construction. Reuse by inheritance makes it
easier to make new components that can be composed with old ones. Inheritance and

composition thus complement each other.

2.4.3 Delegation

Delegation is a way of making composition as powerful for reuse as inheritance
[Lieberman 1986; Johnson 1991]. In delegation, two objects are involved in handling a
request: a receiving object that delegates operations to its delegate. This is analogous to
subclasses deferring requests to parent classes. But with inheritance, an inherited
operation can always refer to the receiving object, “this member” variable in C++ and
“self” in Smalltalk. To achieve the same effect with delegation, the receiver passes itself
to the delegate to let the delegated operation refer to the receiver.

For example, instead of making class Window a subclass of Rectangle, the
Window class could reuse the behavior of Rectangle by keeping a Rectangle instance
variable and delegating Rectangle-specific behavior to it. Figure 2.4 depicts a Window
class delegating its Area operation to a Rectangle instance.

Delegation has a disadvantage it shares with other techniques that makes software
more flexible through object composition: dynamic, highly parameterized software is
harder to understand than more static software. There are also run-time inefficiencies, but
the human inefficiencies are more important in the long run Because of these
disadvantages, delegation works best when it’s used in highly stylized ways such as
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standard patterns. The State, Strategy, and Visitor design patterns [Gamma 1996] make
extensive use of delegation, Delegation is an extreme example of object composition. It
shows that you can always replace inheritance with object composition as a mechanism

for code reuse.

Window » Rectangle
*hreal O fifgﬁt

+AreaQ Q |

return rectangle->Area return width * he;gin [

Figure 2.4: A Window class delegating its Area operation to a Rectangle instance

2.5 Current Trends

This section briefly examines some of the recent trends in the software development
industry. The analysis was performed with the intention of determining how the object-
oriented phenomena have been influencing the evolution of software construction and

what role reuse has played in this process.
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2.5.1 Challenges in System Development

System development today is about rapid change and responding to the realities of the
business environment [Bigus 1998]. The key to successful system development is how
well an enterprise can (1) perform system integration, (2) manage the future, and (3) find
suitable supporting technology [Mowbray 1997].

Information systems development has changed from a reliance on unconstrained
design and development to an increasing reliance on software integration methods in
which new systems or applications are created by connecting components [OMG 1997].
Traditionally, integration has been viewed as simpler than new software development.
However, this notion has proven to be incorrect within the current context of the software
industry. Integration has not resulted in the deployment of new capabilities at either a
faster or cheaper rate. This is due primarily to customization efforts to achieve
interoperability among components that were not originally designed to work together.
The investment to develop the interface can easily exceed the effort required to develop
the code for the functions themselves.

Traditionally, software system development has been primarily focused on the
development of monolithic single-ended software systems. The client server software
paradigm is a notable exception to this theme. However, it still falls within a broader
definition of monolithic systems with de-coupled client and server components. The
focus on systems integration brings to light a void in the software development process, a

model of developing truly distributed software.
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2.5.2 The Common Object Request Broker Architecture (CORBA)

In recognition of this technology vacuum, the Object Management Group (OMG) was
created in 1989 [DEC 1990; Mowbray 1998; OMG 1995]. The primary mandate was to
develop a specification for defining interoperability of software components [OMG
1997]. The CORBA specification addresses two of the most prominent problems faced in
the software industry: (1) the difficulty of developing client server applications and (2)
how to rapidly integrate legacy systems, off-the-shelf applications, and new development.

CORBA is a specification for an emerging technology known as distributed
object management (DOM) [OMG 1995; OMG 1997; Orfali 1998]. DOM technolog
provides a higher-level, object-oriented interface on top of the basic distributed
computing services. At the most basic, CORBA defines a standard framework from
which a software developer can easily and quickly integrate network-resident software
modules and applications to create new, more-powerful applications. It combines object
technology with a client server model to provide a uniform view of an enterprise's
computing system - everything on the network is an object.

The twin concepts of software reuse and software integration are closely related
since integration is the combination of two or more existing components. Without good
integration tools and techniques, reuse is difficult and will probably not happen to any
significant degree because, without a back plane or broker, custom interfaces must be
defined for each interaction between components. With a broker, however, each interface
is defined just once and the broker handles subsequent interactions. The CORBA

Interface Definition Language (IDL) [Orfali 1998; OMG 1995] is used to define
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interfaces in a standardized, platform-independent fashion. This offers a significant

reduction in complexity to the software developer.

Summary
Software reuse is the process of creating software systems from existing software
artifacts rather than redeveloping every facet of the new software system from scratch.
This simple but powerful vision has failed to become a standard software engineering
practice. This chapter surveyed the different approaches to software reuse found in the
literature. Abstraction plays a central role in software reuse. Concise and expressive
abstractions are essential if software artifacts are to be effectively reused. The
effectiveness of a reuse technique can be evaluated in terms of cognitive distance — an
intuitive gauge of the intellectual effort required to use the technique. Cognitive distance
is reduced in two ways: (1) higher level abstractions and (2) automation. We have
proposed design patterns as a way of raising the abstraction level.

The next chapter gives an overview of the important concepts of design patterns,
abstract data views, and software architecture. The concepts are fundamental to the

adaptive application integration architecture framework that we have developed.
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Chapter 3

Abstract Data Views, Design Patterns, and Software
Architecture

This chapter gives an overview of the central concepts of abstract data views
(ADVs) [Cowan 1992, Alencar 1994], design patterns [Gamma 1996; Fowler 1999], and
software architecture [Cowan 1993a; Booch 1999, Orfali 1998]. These concepts form the
foundation of our work by providing a platform from which we developed a new
approach to building large-scale reusable software systems. The abstract data view and its
companion abstract data object (ADO) concepts are design constructs created with the
notions of separation of concerns and reuse as important considerations. The term
abstract data object (ADO) is very similar to that of an abstract data type (ADT), but is
distinguished from an ADT by having the property of state. Design patterns are macro
software design artifacts that express the static and dynamic structures and collaborations
of components in a software architecture. An architectural approach to software
development enables the imposition of an overarching structure that rationalizes,
arranges, and connects components to produce the desired functionality.

These three concepts provide a very powerful approach to addressing the very
large-scale software reuse (VLSR) problem from both a development and integration
perspective. As pointed out in Chapter 2, any reasonable approach to the VLSR problem
must provide an inherent mechanism for raising abstraction. The architectural approach
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enforces a disciplined approach to decomposition, specification, and separation of
functional modules or layers within a software system. Thus, software architecture
searches to uncover abstractions and make them explicit. Design patterns are macro
constructs that facilitate the reuse of various kinds of knowledge in the software
construction process. The knowledge being reused is independent of the implementation
technology. ADV allows us to partition a module or layer in the architecture by explicitly
separating the specification part from the realization part of the module. The ADV
concept also facilitates the building of new components or extensions of module
functionality from existing ones using composition. Hence, these three conceptual
approaches focus heavily on the use of the principle of abstraction in realizing their core

functionality.

3.1 Abstract Data View

Abstract data views and abstract data objects are design constructs that divide the
specification of software modules into two distinct types of components: the inrerface
that is represented by the ADV and the implementation that is represented by the ADO.
Both ADV and ADO are instances of abstract data types (ADTs). An ADV can be used
to provide an interface between two ADTs or between an ADT and another medium such
as a user or a network. In addition, the ADV concept facilitates the construction of larger
component from smaller components using the principle of composition. Thus, an ADV
is both a specification of an ADO and a method of interacting with the ADO. The ADV
approach has been used in a number of prototype applications [Cowan 1992; Lucena

1992; Potengy 1993].
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The formulation of the ADV model was motivated by work in composition
technology [Fiadeiro 1993], and as a method of separating the specification of the user
interface (UI) from the non-user-interface (NUI) components of an interactive system
[Cowan 92] and was intended to promote design reuse. In the ADV concept, ADOs or
ADTs are completely independent of the interface and have their requirements for data
translated by one or more ADVs. In the context of user interfaces this implies that ADTs
or ADOs do not have direct access to input or output. An ADV approach to software
design describes all design decisions that relate to information exchange between the user
and the Ul application, among other ADVs, and between the NUI and Ul applications.
Figure 3.1 shows the relationship between input and output devices, ADVs, and ADTs.
The relationship between ADV and ADT, shown by an arrow, associates the public
interface of the ADT with the corresponding specification in the ADV. The name of the
corresponding ADT in the ADV specification is represented by a variable called owner,
which provides the connection between the Ul and NUI parts of the system. The
relationship between an ADV and an ADT is not symmetric.

In the abstract data view approach to software design, a consistency property
needs to be satisfied. This is due to the fact that several ADV instances could be
associated with the same ADT instance in order to provide different views or different

control functionality for the same ADT.
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Figure 3.1: The Abstract Data View Model

3.1.1 ADV and Software Reuse

ADV design concept promotes reuse of interface specification through the principle of
composition because it allows a complex interface to be built from simpler interface
components. A composite module specification must guarantee syntactic non-
interference and semantic context independence [Dennis 1973] among the different
modules. Specification constructors are used to perform the combination of specifications

and these include simple composition with locality, set and sequences of component



types, and inheritance of specification [Jones 1990] that are used for both ADV and ADO

specifications.
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Figure 3.2: The Modularization Theorem of Reuse of ADTs interpreted through ADVs

Within the context of ADV, the central property of very large-scale software
reuse can be phrased in a style similar to that adopted by Gaudel [Gaudel 1986]: “An
ADT specification extended by other reusable ADT specifications through the use of a
given set of specification constructors can be interpreted (or viewed) as an equivalent
ADV specification provided that the original ADT can be interpreted (or viewed) by an
associated ADV that is extended by the application of the same given set of specification
constructors applied to the ADVs associated with the reused ADTs” [Alencar 94]. That
1s, we need to show that the operators in Figure 3.2 commute. Using a suitable
terminology [Turski 1987], we can say that we have a “modularization theorem” for the

reuse-in-the-large of ADTs interpreted as ADVs.
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3.2 Design Patterns

Design patterns [Gamma 1996] are a promising technique for capturing and articulating
proven techniques for developing extensible large-scale software systems, which are
invariably distributed in nature. Design patterns express the static and dynamic structures
and collaborations of components in software architectures. Patterns aid the development
of extensible distributed system components and frameworks by expressing the structure
and collaboration of participants in software architectures at a level higher than (1) source
code components or (2) object-oriented design models that focus on individual objects
and classes [Schmidt 1996].

Experienced object-oriented designers do not solve every problem from first
principles. Rather, they reuse solutions that have worked for them in the past. When they
find a good solution, it becomes a component in their arsenal of tools for reuse.
Consequently, you will find recurring patterns of classes and communicating objects in
many object-oriented systems. These patterns solve specific design problems and make
object-oriented design more flexible, elegant, and ultimately reusable. They help
designers reuse successful designs by basing new designs on prior experience.

The unified modeling language (UML) graphical-based notation is an important
and useful aspect of describing design patterns [Booch 1999; Derr 1995]. However, it is
not sufficient because it simply captures the end product of the design process as
relationship between classes and objects. To reuse the design, we must record the
decisions, alternatives, and trade-off that led to it. In addition, concrete examples are a
very important dimension to describing design patterns, because they help you see the

designs in action.



Design patterns can be classified along two dimensions so that we can refer to
families of patterns [Gamma 1996]. The first criterion, called purpose, reflects what a
pattern does. Patterns can have either creational, structural, or behavioral purpose. The
second criterion, called scope, specifies whether the pattern applies primarily to classes or
objects. Class patterns have static relationships that are established through inheritance
and fixed at compile time. Object patterns have more dynamic relationships that can be

changed at run-time.

3.2.1 Abstraction and Design Pattern

The general structure of a design pattern can be modeled into a two-level abstraction
hierarchy. The top level represents application independent structure, while the lower
level represents application specific structure. Figure 3.3 illustrates the general
abstraction hierarchy in design patterns. The structure and participants in the Reactor
[Schmidt 1995b] and Factory Method [Gamma 1996] design patterns (Figures 3.4a and

3.4b) illustrate this notion.
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Figure 3.4b: Structure and participants of the Factory Method design pattern

The application independent layer of a design pattern can be defined in such a
way as to capture the majority of the behavioral functionality being implemented by the
pattern. The application specific layer implements the concrete behavioral functionality.
In other words, the application independent layer captures the requisite interface and
relationships while the application specific layer implements the concrete methods and
classes to effect the required functionality.

A natural progress follows in which the super-structure of an application can be

designed within the context of the application independent layer using structural design

patterns and the corresponding constructs. The concrete classes can be implemented in
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from the business model. This architectural separation allows business strategies to drive

technology decisions, and isolates the business application from evolving technology.

3.3.1 Software Architecture and Abstraction

Software architecture is akin to general systems theory in the natural sciences. On this
topic, Gerald Weinberg quotes James G. Miller: “At each level there are scientists who
apply systems theory in their investigations. They are systems theorists but not
necessarily general systems theorists. They are general systems theorists only if they
accept the more daring and controversial position that — though every living system and
every level is obviously unique — there are important formal identities of large generality
across levels” [Weinberg 1988]. The realm of software architecture is to find these formal
generalizations, or abstractions, and apply them in solving the programming problems
encountered in applications development. Again, according to Weinberg: “The more
general problem is often easier to solve and, in programming, the more general design
may be easier to implement, may operate faster on the machine, and can actually be
better understood by the user. In addition, it will almost certainly be easier to maintain,
for often we won’t have to change anything at all to meet changing circumstances that
fall within its range of generality” [Weinberg 1988].

After decades of building and delivery of distributed, client/server, and object
systems with unpredictable results, a critical success factor has become apparent. That
factor is a complete, consistent, and well-understood architecture. Grady Booth observes:
“Two traits that are common to virtually all of the successful object-oriented systems we
have encountered, and noticeably absent from the ones that we count as failures. These
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traits are: (1) The existence of a strong architectural vision, and (2) The application of a

well-managed iterative and incremental development cycle” [Booch 1996].

3.3.2 Benefits of Architectural Approach to Software Construction
A complete architecture is the first step in successfully building large-scale software
systems. The benefits of a complete architecture include:

e Architecture enables embedded reuse through the implementation of frameworks
that encapsulate shared functionality. It also enables service reuse through well-
defined interfaces between applications that encapsulate business functions.

e Architecture allows improved time to market of applications because of parallel
development opportunities, The architecture will facilitate partitioning of the
problem into self-contained levels of abstraction and business services.

e Partitioning the levels of the architecture with clear specifications allows the
selection of commercial off-the-shelf (COTS) products. This is because
architecture modularizes the solution, providing modules with clearly defined
interfaces.

e A complete and robust architecture forces the separation of the business model
from the machine model. This separation will allow both models to evolve
independently to support business and technology changes. Model separation will
lead to an adaptive architecture system that will quickly satisfy the business
objectives of the future.

e Proper technical isolation will allow the ability to separate and change the

implementation. Proper levels of abstraction in the technical and software
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architectures provide isolation from specific technologies, reducing the cost of
changing the implementation and maximizing the flexibility of the solution.

The architecture ensures consistency and integrity of information. Well-defined
interfaces between the semantic boundaries of the architecture will allow
encapsulation of functionality and ensure the consistency and integrity of
information in the layers. Building the elements of the architecture as context-
insensitive components that maintain their own state, will allow the components
to be reused without losing consistency and integrity.

The implementation of the architecture will allow for operational performance
improvements through parallelism and asynchronous processing while reducing
the developers’ need to understand the technical details associated with the
implementation. Partitioning the architecture into fine grained objects and using
asynchronous messaging between components will position the system to take
advantage of mulit-threaded operating systems, symmetric multi-processing
(SMP), and massively parallel processing (MPP) hardware. The modular software
will also allow performance optimization to occur at multiple levels of the

architecture.

Summary

Software-based architecture is currently a vaporous silver bullet. Reuse, the Holy Grail of

software engineering, can only be predictable and reliably achieved with an architectural

foundation. The ability to drive reuse to higher levels of abstraction such as design

patterns and artifacts, analysis artifacts, business models, frameworks, and requirements
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requires a solid architectural underpinning. Software development processes and
lifecycles are frustrating and ultimately ineffective exercises in managing the
unmanageable, if implemented without an architecture. Metrics, software quality
assurance, software process improvement, and even quantitative and qualitative
estimation and project management are ineffective abstractions without an architectural
framework within which one can analyze, compare, and reason about them. It is apparent
that unlocking the mystery of software architecture is essential to gaining insight into the
issues of raising the abstraction levels for a software developer to be most productive.

The need for and the goal of an architecture framework is to manage complexity,
minimize the impact of change, incorporate and leverage existing components and,
maintain an overall perspective of the system. If accomplished, the framework
accelerates the systems development process, reduces system costs, and improves
systems quality.

It is our belief that software architecture, absiraction, and sofiware reuse are
orthogonal views of the same concept. However, software architecture provides a natural
approach to gain insight into uncovering abstractions in the software system. In addition,
it has the added benefit of being able to be mapped to a methodology and is therefore
repeatable. In the next chapter, we present a detailed outline of our contribution with

major focus on the adaptive enterprise application integration framework.
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Chapter 4

Outline of Our Work

This chapter presents a detailed outline of our contribution. Our work is primarily
focused on the development of an Adaptive Application Integration Architecture
Framework. Software reuse and software integration are very closely related concepts
since integration is the combination of two or more existing components. Without good
integration tools and techniques, reuse is difficult and will probably not happen to any
significant degree. In the development of the adaptive architecture framework, the
primary enabling concept is object-oriented design support by the unified modeling
language (UML). The concepts of software architecture, design patterns, and abstract
data views are used in a structured and disciplined manner in establishing a generic
adaptive integration framework. To illustrate our approach, the proposed framework is
applied to solve the Enterprise Application Integration (EAI) problem in the
telecommunications operations support system (OSS) marketplace (Chapter 7).

The need for and the goal of an architecture framework is to manage complexity,
minimize the impact of change, incorporate and leverage existing components, and
maintain an overall perspective of the system. Design patterns allow us to solve various
pieces of the overall problem. For example, we have developed a number of EAI design

patterns that are used to integrate legacy third party applications into the architecture
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framework. These design patterns allow us to develop a very definite and repeatable
process for integrating legacy as well as newly developed applications into a unified
framework. The abstract data view approach with its compositional capability is used to
aggregate and build up the overall solution by combining smaller macro components.
4.1 What is the Enterprise Application Integration Problem?
The enterprise application integration (EAI) problem is the inability of an enterprise to
leverage its enterprise domain silo software applications from a unified platform and to
use these software systems to gain advantages in an intensely competitive marketplace.
Businesses in general are in a process of continuous re-definition. Any reasonable
solution to addressing large-scale software development must facilitate the notion of
continuous business process re-definition or re-engineering. That is, the software system
must be adaptive allowing the enterprise to adjust its business models to address
changing market conditions. The problems associated with an enterprise inability to
perform application integration, adaptation, and business function interoperability at the
enterprise level are further exacerbated in the telecommunications industry where
introduction of new frame breaking technologies and services are the norm. The
telecommunications industry is therefore in a heightened state of awareness with respect
to the problem of enterprise application integration.

In addressing the EAL problem in a generic manner, our architecture centric
approach presents solutions for the following broad problematic areas:
1. Facilitate the integration and interoperability of stove pipe legacy applications
2. Cater for a clear separation between the business models and machine models
3. Facilitate the development of adaptive business process re-engineering
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4. Facilitate the use of the Internet as a business platform across the entire enterprise

The problem areas indicated by (1), (2), and (3) have been around for a long time and
notoriously regarded as almost intractable problems in the sphere of the business
community. Solving these problems will present a whole new way of looking at how we

develop business software systems of the future.

4.2 Solution to the Enterprise Application Integration Problem

Our approach to the enterprise application integration (EAI) problem is to develop an
overarching view of the entire enterprise integration problem using software architecture.
To this end, we developed the n-tier orthogonal application integration architecture model
that is based on our proposed n-tier orthogonal architecture model. The n-tier orthogonal
architecture model examines adaptive business centric software development from a
single application context. The n-tier orthogonal application integration architecture
model looks at the notion of adaptive business centric software systems from an
enterprise perspective, which results in a close examination of the problem of integration
at the enterprise level. The principle of architectural layering is applied in the
development of the adaptive application architecture model. The subsequent paragraphs
outline this approach.

The object-oriented approach provides useful levels of abstraction for addressing
the complexity of modern business problems. Problems are decomposed recursively. At
each level of decomposition, the prevalent vocabulary and concepts are used to describe
that part of the domain. At the highest level, concepts are centered on overall enterprise
procedures and workflows. Following these are the business objects supporting the
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enterprise-level procedures and workflows. Finally, key concepts that are not particularly
business or industry-specific are described.

The application architecture deals specifically with the business problems and
functionality. It describes the visible portion of the application — the presentation. The
application architecture is also distinct from the technical implementation details. With
object orientation, technology-based details can be suppressed, allowing more focus on
the problem to solve and on the business process to engineer. This results in the
description of at least three layers of system architecture — the presentation, the
application layers, and the technology-based details.

Each of the layers can be further refined to contain sub-layers or components.
Each layer and sub-layer is designed so that it arranges and connects layers and
components to produce the desired functionality. The sub-layers within the application
map to the levels of the problem domain described above, and the components of the
application should represent processes and concepts that exist in the problem domain.
This structure provides the following benefits:

e Integrity is enhanced because components share a common conceptual structure.

o The system is extensible because components and connections interact through
well-defined interfaces. Also, the implementation details become hidden from the
rest of the system, allowing components to change to take advantage of new

technology or to address new business needs without affecting other system parts.
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4.3 Generic Adaptive Application Integration Architecture Model

The object management group’s (OMG) object management architecture (OMA) [OMG
1997] goes a long way in addressing the core requirements of a distributed object-
oriented application framework. OMA is the canonical n-tier architecture model.
However, it does not address the concerns of integrating enterprise silo applications into a
unified ﬁ_‘amework that allows the enterprise to leverage its data across the different
domain applications. It has been estimated that in excess of 95% of all enterprise data
resides in legacy applications. These applications were not developed to facilitate
interoperability and play nicely in a unified distributed framework. Hence, there is
tremendous need to provide a framework for integrating legacy applications in large
enterprise.

The generic adaptive application integration architecture model describes a highly
modular approach to integrating enterprise domain silo applications using standard
client/server relationships. While this model is built on traditional concepts of clients and
servers, the distinction between client and server is of a logical nature, resulting in peer-
to-peer relationships among components. The components are small and functionally
specialized so they can be easily reused.

Figure 4.1 shows a schematic representation of the generic adaptive enterprise
application integration (EAI) architecture model. This model contributed significantly to
the development of the adaptive EAl framework pattern presented in Chapter 6. The
adaptive EAI architecture model can be defined as a layered model, with each layer

providing a specific function in the overall scope of the resultant software system. This
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architecture model enables the overall software system to be partitioned into small-
grained services. The major layers of this architecture model are as follows:

1. Domain Applications

2. Domain Application Adapters

Asynchronous Distributed Object Framework and Infrastructure Services

L

4. Médiation Services, equivalent to the Application Architecture in the n-tier
Architecture model and consisting of the following layers:
i. Package Mediation
1. Intrinsic Objects
iii.  Domain Objects
iv. Business Objects and Business Object Managers
v. Business Processes
5. Presentation Services

6. Thin Client Application
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e Increased application performance

e Increased application scalability

e [solate security and critical business processes

e Reuse of not just software but entire applications (service reuse)
e Macro software component reuse

e Macro software pattern reuse

The following sections describe the layers of the adaptive EAI architecture model.

4.3.1 Domain Applications

These are the enterprise silo applications that form the core of the information technology
(IT) and enterprise business automation that companies rely upon for management and
successful execution of day-to-day operations to satisfy their customers’ needs. Legacy
applications are a special class of domain applications specifically when it comes to
integration and business function interoperability. These applications were not developed
with the intention to facilitate integration and business function interoperation. There are
a host of interesting problems associated with the integration of legacy applications.
These include problems relating to differences in technology, design methodology,

implementation strategies, etc.

4.3.2 Domain Application Adapters
These serve to externalize the information model, application services, and data models
of the respective enterprise silo applications. By so doing the domain application adapter

principle facilitates wholesale reuse of specific classes of domain applications. Domain
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applications can be plugged and played without impacting the enterprise information
model. Likewise the enterprise information model can be modified without impacting the

domain silo applications.

4.3.3 Asynchronous Distributed Object Framework and Infrastructure Services

In the adaptive EAI architecture model, application services are available on the network
and are accessed through an object-oriented programming interface. The application
services are distributed on machines throughout the network. The Object Request Broker
(ORB) technology [DEC1991] is used to facilitate the transparent cooperation of remote
objects. The ORB provides a very rich set of distributed middleware services. The ORB
lets objects discover each other at run time and invoke each other’s services whether

remotely or locally located. Figure 4.2 shows a sample distributed object framework.
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Figure 4.2: Distributed Object Framework
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4.3.4 Mediation Services

The mediation services layer is a distinct layer in the adaptive EAI architecture. This
layer has a number of sub-layers that combine to realize an orthogonal integration
framework for integrating legacy and newly developed software applications. Figure 4.3
provides a description of the mediation services sub-layers. The sub-layers form the

framework for building a unified enterprise information model, application services, and

data models.
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Process Objects

Process objects represent business processes, sequence of events, business rules
knowledge, and concepts that span specific business objects. These objects manage
runtime coordination and cross-validation of business objects. For example, the order
entry process is not tied to a specific business object. Instead, it involves customers, the
location of customers, and the details of what has been ordered. A detailed pattern of
interaction among business objects constitutes the correct way to describe the placement
of an order and the appropriate information on an order. To put this knowledge in a
business object would violate the object-oriented principle of encapsulation. Instead, this
knowledge should be encoded in an order entry process object. Behavioral rules should
be contained within process objects.

Process objects are fundamental to the notion of adaptive business process re-
engineering. The process objects decouple the specification of the business functions

from the business objects that are used in the implementation of the business functions.

Business Objects
Business objects represent business concepts. This includes items such as
information about an organization, customers, and orders. A business object marries the
basic object with specific behavior, information, and structural business rules. A business
object should not bind to other business objects — this is the responsibility of the process

objects. Any cross-business object functionality should be pushed up to a process object.
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Domain Objects
Domain objects represent key business and industry concepts and are independent
of a particular application. They may include basic information regarding a customer or

order, but they may also include items such as products and contacts.

Intrinsic Objects
Intrinsic objects are foundation objects. These objects are not tied to an industry
or domain. They include items such as addresses, names, dates, and times. Intrinsic
objects are primarily used in the construction/specification of domain objects. The
primary relationship between intrinsic and domain objects is of a structural nature.

Intrinsic objects are normally aggregated into domain objects.

4.3.5 Automated Mapping

The automated mapping layer is responsible for performing enterprise to domain
application mapping and translation. The mapping is needed because domain silo
applications are developed by different corporations and the fact that there is no universal
domain application standards to specify in an unambiguous manner things such as
component interfaces, information models, data models, collaboration sequences, and
other issues that are critical to the development of a software system. Invariably we have
the situation in which individual software vendors specify their own information models,
data models, and interfaces. This is further exacerbated by each enterprise developing its

own enterprise information and data models, etc. All this coupled with the need to have
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interoperation between the various domain applications mandates the need to have some
form of mapping and translation mechanism.

In our adaptive application integration architecture model, mapping and
translation is restricted to occur between the enterprise business and domain objects and
the domain applications and between the intrinsic objects and the domain applications.
This mapping mechanism is key to decoupling the enterprise view from the domain
application view and is the core technological framework in giving this architecture its
best-of-breed plug-and-play capability. This module is transparently invoked whenever
there is any data transfer between the enterprise view and any of the domain silo

applications.

4.3.6 Presentation Services

Presentation services are server components that give a client application access to the
enterprise services from the mediation services layer. This layer is inherently distributed
in nature and the components are deployable across different machines. This layer can be
implemented using the model pattern or the typical peer-to-peer client server model.
Models are usually stateless and therefore a model may interact simultaneously with

many clients.

4.3.7 Thin Client Applications
This layer’s primary responsibility is to give a visual presentation of the information
and/or data models projected from the presentation services. This implementation

approach creates a clear separation between the enterprise services provided by the
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mediation layer and presentation or view provided by the client layer. The client should
not be aware of the semantics of the information or data models of the enterprise
mediation layer. Implementation technologies such as XML over RMI or ITOP can be
used to further isolate the client application from the presentation and mediation layers.
The clients are called thin clients because they implement very little or no business

function capabilities.

4.4 Frameworks and Patterns of Interaction

The components of a distributed system interact to fulfill the overall requirements. These
interactions are termed collaborations and represent requests from one component to
another. By collaborating, seemingly disparate sub-systems and components can be
connected to perform the system responsibilities. Components can collaborate between
layers or across the same layer depending on the type of function being performed. Rules
of visibility must be established for each component to maintain consistency for the types
of collaboration allowed across layers and between layers. Typical collaboration patterns
include the coordination pattern and the configuration pattern. These Patterns are

described below.

4.4.1 Coordination Pattern

The coordination pattern of interaction represents tasks such as propose and confirm or
validation of data items. A client might enter data into a field on the screen. Validation
would be performed on the data and errors would be sent back to the client. Figure 4.4

shows one example.
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To accomplish data validation, values entered by the client are sent from the order

user interface to the order server application service. A policy component may be

responsible for enforcing the business rules associated with the data item. The order
server would request the order policy server to validate the data item. The status of the

validation is sent back through the reverse path.
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Figure 4.4: Example Coordination Interaction
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4.4.2 Configuration Pattern

The configuration pattern is another common type of server collaboration. Figure 4.5
shows an example of a configuration interaction. The client can alter application behavior
by setting configuration parameters or properties. This pattern of interaction traverses all
the layers of the architecture. An application server would receive the configuration
request from a presentation server and validate it with a policy server. The policy server
would enforce rules such as range checking, user privileges, and conflicts with other
settings. Once validated, all of the data storage servers associated with this change would
be updated. This pattern gives the user control over presentation layer components. In
addition, system behavior such as workflow steps and error message routing should be
controllable by the user. In the application of this framework some tradeoffs must be
considered along the dimensions of Time to Code (time to market), Execution speed, and

Level of Effort to adapt.
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4.4.3 Model Pattern
The model pattern is an object interaction framework that implements the collaborations
between the presentation and application layers. Figure 4.6 shows a generic example of a

model pattern,
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Figure 4.6: Generic Model Pattern

In the model pattern, clients access the business objects through a common model
object. This object hides the details of the business objects by receiving requests for
business activity or data, and coordinating the actions that must occur to meet those
requests. A model object is normally focused around one specific domain or activity,
such as order taking. Multiple models may exist throughout the system, each
accomplishing a different task. Models should be stateless, letting multiple clients access
them simultaneously.

In the following three chapters (Chapters 5-7) we will describe our proposed
approach in detail along with a complete example.

In Chapter 8 we will present the model based software development approach.
This is an approach to raise the abstraction level at which application developers work

and to automate the process of translation from an application model to its corresponding
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distributable runtime component. The basic thesis here is that we can effectively
transform the effort deployment in the software development process in which about 80%
of the development effort goes into the development of infrastructure services and 20%
into the development of application logic [Eeles 1998].

I;m Chapter 9 we will present a mathematical formalism for the specification of
design patterns. The formalism is the basis of a general-purpose approach for the
specification of software systems and components. This formalism is based on many-
sorted algebra. The approach thus provides a solid theoretical foundation for describing

and reasoning about software artifacts.
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Chapter 5§

Adaptive Orthogonal N-Tier Integration Architecture

Traditional legacy applications have been developed along a synchronous push-
oriented transaction model. In this architecture, the client initiates a transaction on the
server by posting a request; the client blocks and waits for the server to service the
request, and the server eventually delivers a response to the client. At this point, the client
receives the response and continues with its tasks, possibly posting another request to the
server. Because of the inherent lack of asynchronous capability in this type of application
architecture, integrating it into a bus framework such as CORBA is fairly difficult. Most
attempts at integration result in a peer-to-peer integration model over the communication
bus. In addition, these kinds of applications suffer from a lack of clear demarcation of
functionality between the application sub-layers and therefore embedding aspects of the

business processes into the exposed application program interface (API).

- | The Need for Application Portfolio Integration

The intensely competitive nature of today’s business market place mandates that
businesses must have the ability to perform very flexible business process reengineering.
Modern businesses, in general, are continually redefining their business models in an
effort to differentiate themselves from their competitors and to ward off competition.
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In this market environment, high availability and customer care management is
essential to establishing market acceptability and high customer retention. These are
essential ingredients to successfully operate a business in the Internet driven economy.
These requirements coupled with the necessity of flexible business process reengineering
have driven us to reevaluate the approaches that have been taken to address the large-
scale (or enterprise) application integration (EAI) problem. The above requirements
mandate a business process driven integration framework that allows individual business
processes to be represented, monitored, and integrated with existing systems and users
across the enterprise. It also requires the ability to dynamically reconfigure active
business processes (software fault tolerant and hot swappable capabilities), allowing
users to continuously adapt to rapidly changing market conditions. This process-driven
infrastructure provides businesses the ability to adjust and alter their operational systems
to changing market conditions without any down time.

Application portfolio integration is mandatory in order to support larger
enterprises’ organizational goals. These goals include operational efficiency via process
flow-through and customer intimacy to enhance customer satisfaction. Examples of this
include knowing what a customer has ordered across multiple products, what problems
he or she has experienced, and his or her billing and payment history. Addressing this
integration challenge requires a comprehensive application portfolio assembly approach
that can exchange information among multiple application architectures each with
different data and process models and with different data exchange models.

The challenge is to create a means of integration at the business process level. An
information broker can create generalized event and object models to normalize the flow
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of information between domain silo applications. We can create adapters to the various
domain applications. This serves the purpose of migrating the architecture from a multi-
point, spaghetti architecture into a much more manageable hub-and-spoke arrangement.
However, the adapter approach is just the starting point because it does not allow for a
flexible business architecture. To create an architecture that enables best-of-breed third
party application selection, while not sacrificing integration and data sharing, requires
another layer of “business aware” software that runs above the information broker.

With such a layer in place the business processes can change without affecting the
underlying applications. And conversely, IT should be able to change applications

without affecting the business processes.

§5.2 Traditional Approaches to Enterprise Application Integration

Typical approaches to address the need for enterprise application integration involve
building point-to-point interfaces between applications [OMG 1997; Linthicum 1999,
Mowbray 1998]. This is an order n-squared problem and is therefore very expensive. In
addition, it does nothing to address the adaptive requirements of most modern businesses.
The business models and corresponding business processes are constantly undergoing
changes to address the competitive nature of today’s marketplaces.

The next prevalent approach to addressing the EAI problem is to use a hub-and-
spoke architecture in which an application is chosen as the master and all the other
applications are logically integrated through this master application [Mowbray 1998].
Normally, a bus framework is used and thus the n-square interface problem is eliminated.
This type of integration architecture is very application specific. 1t does not facilitate
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plug-and-play of best-of-breed or commercial off-the-shelf (COTS) software products.
This kind of application integration continues to suffer from shortcomings resulting from
the push transaction model. The new enterprise business processes are tightly coupled
within the APIs of the master application and are therefore not adaptable. Figure 5.1
depicts such an application integration architecture model.

The mediation layer makes an attempt to capture the definition of business
concepts independent of the different applications being integrated. However, the
business rules and business processes are defined fully within the context of the master
application. The master application also serves as the entry point of the system and
therefore drives the overall system interaction.

The close coupling of the business processes with the inherent limitations of the
master application architectural model severely limits the ability of such a system to
adapt to changing market conditions. The rapid delivery of new products and services is a
mandatory requirement in today’s business environment for an enterprise to remain a
viable entity. Hence, applications must have, as a core requirement, the ability to be
rapidly adaptive to changing market conditions. A business analysis should be able to
create an enhanced version of a product or service offering and deploy it in the runtime
environment in hours or days, but certainly not weeks or months. Time to market
responsiveness is absolutely critical for the survival of business in industries such as
telecommunications that experience intense competition to acquire and retain customers

through differentiated services
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Figure 5.1: Traditional N-Tier Application Integration Architecture Model

The domain adapters are used to expose the enterprise silo application data model
and application services. They may also be used to perform data mapping to and from the
application domain. The domain applications often have application specific data and
information models, making it necessary to have some form of data mapping. This
functionality of the domain adapters further limits their reusability because they are
closely tied to object specification in the master application. The master application,

which is the entry point for the enterprise, hosts the enterprise object models. The
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Enterprise object models vary from organization to organization and hence the adapter
must be modified to reflect this in the functionality of the data mapping.
To address the shortcomings of the above-mentioned approach, we propose a new

adaptive orthogonal integration architecture framework.

3.3 N-Tier Orthogonal Application Integration Architecture
Modern business is by definition evolutionary. An enterprise must continuously redefine
itself to remain competitive and thus a viable business entity. To accomplish this
fundamental business requirement, the business processes representing enterprises’
business models must be evolutionary by nature. That is, the business processes must be
adaptable and thus give the enterprise the ability to be responsive to changing market
conditions and competitive market pressures. Inherent in the adaptability requirement is
the fact that business processes must be elevated to the status of first class entities,
complete with their own execution environments. From a distributed computing
perspective, business processes can be viewed as deployable distributed components.
These components should be developed as complete software agents with respect to their
ability to interact, acquire, and use the services provided by the run-time distributed
object framework and infrastructure services.

The Generic Adaptive Integration Application Architecture Model of Figure 4.1
(presented in Section 4.3) forms the basis of the Adaptive N-Tier Orthogonal Application
Integration Architecture that we propose. The concept of the Adaptive N-Tier Orthogonal

Integration Application framework is explored in Chapter 6. There we take a distinct
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implementation perspective, identifying the major component and technologies required
for the approach.

From a business perspective, a business process represents a business function.
That is, a functional wse-case of the application that is used to represent a business’s
functional requirement. Thus, in the finest granularity, there is a one-to-one
correspondence between business processes and business functions. A change in business
model is manifested as a change in business function. This should be ultimately reflected
as a modification or enhancement to the business processes implementing the business
functions. In the runtime environment, this could be achieved by deploying a new
business process component that implements the new requirements.

The orthogonality of this architectural approach is accomplished by removal of
the master application concept. Each application has the same level of importance with
respect to peer relationship. This approach effectively destroys the hierarchical master-
slave relationship between the master application and the other subordinate applications.
In addition, this approach also addresses a more sinister and difficult problem. The
hierarchical master-slave relationship imposes a hierarchical information model in the
integration architecture. This is reminiscent of the problems resulting from strict
functional decomposition that typifies the traditional software construction process.
Inherent to software constructed using functional decomposition is the fact that the higher
layers require knowledge of the lower layers. Knowledge percolates or flows upward in
this kind of architecture and makes it inflexible and therefore resistant to change. Within
the context of this kind of architecture, business functions or business models are also
knowledge and have to be encoded. Thus, it is fair to state that, the traditional software
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architecture and implementation approaches result in business models being encoded in
the APIs of these kinds of applications.

The fact that the business models and resulting business processes are embedded
in the APIs in traditional software applications is reinforced by the fact that these
applications are extremely resistant to change. Changing them to address new business
directives means reprogramming the application. To address this problem, most large
enterprises have substantial Information Technology (IT) resources dedicated to address
this problem. Again, it is fair to assume, for example, that banks are in the banking
business and not information technology. If the software they use allows them to adapt to
changing market conditions and facilitate growth, then they would not have to invest the
current level of resources into their in-house IT departments. Thus, in order to tackle the
problem of developing flexible business process objects to facilitate adaptable software
systems, we must effectively develop a new architecture, one that destroys the notion of a
hierarchical information model to handle interfacing between the layers of the application
architecture. Hence, the adaptive orthogonal integration architecture.

Domain application orthogonality results in a simplification that can be
characterized by the application services being viewed as extension of the infrastructure
services. This is consistent with the work of the OMG in their effort to develop domain
specific standard services. The logical extension is that these services become evolvable
distributed components that can be deployed directly into the execution run-time
environments.

The enterprise application architecture can now be developed using an object-
oriented n-tier architecture model. The application and infrastructure services are the
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foundations on which the intrinsic and domain objects are built. The process objects
implement the enterprise business processes. Process objects are deployable distributed
components. Process objects implement logic to facilitate collaboration between two or
more business objects in addressing a business function. Integration between the various
domain silo applications is manifested as collaborations between the business objects
within the context of a process object.

This is a form of dynamic integration. This kind of integration is expressed as the
collaboration logic between business objects within the context of a process object. The
business objects represent domain application services. These services are implemented

within the domain silo applications.

5.4 Implementation and Protocol of the Enterprise Mediation Layers

As described in Chapter 4, the mediation services layer is a distinct layer of the adaptive
enterprise application integration (EAI) architecture model and is composed of several
conceptual layers. This section describes the implementation of the mediation’s sub-
layers and the protocol between those layers. Figure 5.2 provides a graphical description

of the implementation layers and protocols between the layers.
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Figure 5.2: Mediation Services Layer Implementation and Protocol

Figure 5.2 shows the three major components in the mediation layer. The first is
the process object. As described in Section 4.3.4, the process object can span a particular
business object or concept. The second and third components are application
components. These two components are represented by A and B in Figure 5.2. Either
component could represent order, customer, affiliate, or any other component of an
integrated telecommunication management application; however, the particular
components should be viewed as patterns of interaction between components rather than

details of a particular component. Each application component comprises a Business
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Object Manager, a Business Object, and a Persistent Object. Whereas Section 4.3
describes the basic capabilities and function of each layer of the application, Section 5.2
describes some aspects of implementation relating to how the layers are constructed and

how they interact.

5.4.1 Component Construction

This section describes the structural aspects of the mediation layer components.

Process Objects

A process object contains functionality that spans business object components.
Process objects contain no state. Instead, they contain only functions that require a
particular sequencing or cross-reference between other objects. These functions contain
the procedural/behavioral knowledge of the application. Process objects may therefore be
replicated for performance and scalability as needed. Process objects should be used to:
e Coalesce lists and queries that cross class boundaries
e Provide convenience functions for a user interface client
e Gather a subset of Business Objects to invoke the same function on each
e Provide validation of state at the model level (cross-object)

e Force a sequence of activities.

Business Object Managers
The Business object managers provide lifecycle and location services for a

particular class of business object. Unlike process objects, the business objects managers
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contain state. Each business object manager contains a transient list of business objects
for the class it represents. The lists may be separated for performance reasons within a
particular business object manager to contain, for instance, a list of those business objects
that are active and those that are inactive, determined by the state of the business object
itself. Other separation schemes may also be possible.

A business object manager can be designed to handle some larger-grained read-
only queries. When such requests are made, the business object manager initiates a
transaction and makes calls directly to private methods of the business object (the
business object manager of a particular class can be implemented as a C++ friend of the
same class of business object or in the same Java package). This implementation
approach could be done to increase performance by handling the query in one transaction.

Because this layer of the application contains state, replication is not simple. To
replicate this layer, an event mechanism must be implemented so that multiple business
objects managers will be aware of the changes to the transient lists of business objects

that other managers are making.

Business Objects
The business objects contain no state. They serve as gatekeeper to the persistent
objects. A business object contains the transaction logic to access the persistent layer of
the application for write transactions. Although this layer contains no state, the business
objects may not be replicated because there is a distinct tie between an instance of a

business object and its corresponding persistent object. In other words, the business
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Some interactions are considered illegal within the context of this architecture and
are not allowed. They are represented in Figure 5.2 by dash directed lines. These
interactions primarily violate encapsulation and include, but are not limited, to the
following: Process Object to Persistent Object of any class, Business Object Manager to
Business Object Manager of different class, Business Object Manager to Business Object
of different class, Business Object Manager to Persistent Object of different class, and

Business Object Manager to Persistent Object of same class.

Process Object to Business Object Manager of Any Class
Process object to business object manager of any class invocations (Line 1 in Figure 5.2)
may be performed to get a subset of the list of business objects contained in the business
object manager. This is not completed in a transaction. To the extent possible, the
business object manager provides convenience functions to narrow the list of business
objects returned in a query, thus reducing the internal knowledge of a business object that
a process object must contain.

When the process object receives a transient list of business objects, a question
arises as to the integrity of the process object’s function that may be addressed by the
process object subscribing temporarily to event notification of update to the transient list
of business objects. This will call for a case-by-case analysis of the process object
function to determine how the event will be handled, and may include updating the
transient list, breaking a transaction lock (if one was initiated) and forcing the process

object to retry, or ignoring the event.
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Process Object to Business Object of Any Class
Process object to business object of any class invocations (Line 2 in Figure 5.2) are
performed when the process object has already invoked a function on the business object
manager to get a subset of the particular business objects (narrowing the list of business
objects through a query). The process object then either returns the list of business
objects to the client that invoked a function on the process object or invoked a specific

function on each of the returned business objects.

Business Object Manager to Business Object Manager of Same Class
Business object manager to business object manager of same class invocations (Line 5 in
Figure 5.2) are required because of the transient list that exist in the business object
manager. This is not a business object manager invocation of a function on itself, but
rather is the invocation of a function on other instances of the same business object
manager class. This could be a simple event notification mechanism to update the

transient list.

Business Object Manager to Business Object of Same Class
Business object manager to business object of same class (Line 6 in Figure 5.2) supports
create, read, update, and delete functions. Write transactions are done on a transaction-
per-object basis to ensure persistent object integrity. The read transactions are done on a
transaction-per-business object manager basis, so that one transaction may be used to

collect the entire list of business objects.
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Business Object to Persistent Object of Same Class
Business object to persistent object of same class (Line 10 in Figure 5.2) are performed
for create, read, update, and delete functions. The business object public functions always
access the persistent object through a transaction. The business object contains private
functions that do not have a transaction that make the actual call to the persistent object.
The business object public function (with the transaction) calls its own private function to

carry out the public function.

Summary
In this chapter we compared and contrasted our proposed adaptive orthogonal integration
architecture with the traditional integration approaches and showed how our approach
avoids the issues relating to hierarchical information models and related problems
resulting from functional decomposition. In addition, we showed how our architecture
lends itself to the concept of adaptive business process by taking advantage of dynamic
integration This is essential to facilitate application portfolio interoperability.

The next chapter presents the adaptive application integration architecture. The

presentation in that chapter is from an implementation perspective.
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Chapter 6

The Adaptive EAI Architecture Framework

The central theme of the adaptive enterprise application integration (EAI)
architecture framework is to provide an enterprise infrastructure for sharing objects and
processes, making them accessible to applications at the enterprise level and thus
facilitating application integration. Figure 6.1 gives an illustration of the adaptive EAI
architecture framework. This is effectively a high level pattern corresponding to the
Adaptive Orthogonal Integration architecture model presented in Chapter 4. The core
component is the distributed object framework, such as CORBA, that acts as the essential
glue for distributed object interoperability and fault-tolerant architecture. The major
components in the adaptive EAI architecture are as follows:

e Distributed object framework

¢ Domain application adapters

e Application Mediation core

* Event mediation module

e Event Handlers

e Enterprise application architecture
e Business processes

e Package mediation
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Figure 6.1: Adaptive EAI Architecture Framework

The EALI architecture framework facilitates object as well as design reuse. Object
reuse results from the domain and infrastructure services being incorporated into the

solution. Design reuse is a consequence of the design patterns and architecture principles
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employed. A UML model-based translation development process can support the overall
software component creation process. The component being developed can be specified
as a UML model, complete with behavioral specification done using UML extended with

an action semantic language (ASL) [Mosses 1992; Mosses 1996; Doh 1994; Even 1990].

6.1 Distributed Object Framework
The distributed object framework is the infrastructure mechanisms standardized by
CORBA and can be implemented using a standard off-the-shelf object request broker
(ORB) such as IONA Orbix [Iona 1999]. The role of the ORB is to unify access to
application services, which it does by providing a common object-oriented, remote
procedure call mechanism. The CORBA Interface Definition Language (IDL), an
essential component of the family of standards that define the CORBA architecture,
provides a language-neutral and location-neutral messaging interface for component
interaction. CORBA provides a number of standard infrastructure services inclusive of
the following:
e [Externalization Service
Externalization is the process of taking program data structure and other object states
and converting that information into a form that can be stored or transmitted. This
process involves removing pointers and converting binary data into flat
representations so that the information can be considered to be a stream of bytes
without additional internal structure. Externalization plays a very crucial role in
object location transparency. We can think of this as representing an object graph as a

flat stream by doing a graph traversal.
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e Persistent Object Service
The Persistent object service provides the ability to store the state information and
data of objects into a relational database management system (RDBMS) or an object-
oriented database management system (OODBMS). The Persistent object service
provides for the replacement of the persistence protocols used within the service. A
persistence protocol is a particular set of interfaces used by a persistent object to store

its persistent state. Figure 6.2 provides the components of the persistent object

service.
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Figure 6.2: Persistent Object Service Components
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Event Service

The Event service defines generic interfaces for passing event information among
multiple sources and multiple event consumers. It allows for decoupling of the
generators and receivers of events and for a large number of receivers that are

managed by the service and not by the event sources. Event notification is one way of

using this service. This service can also be used as a multicast capability. The service

provides a general set of mechanisms for allowing recipients of event information to

register their interest in events. This also allows the source of a multicast message to

post the message once and have it conveyed to multiple recipients without direct
knowledge between the event’s source and the recipients or direct connections

between the supplier and consumer objects. Figure 6.3 provides the components of

the event service.
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The Concurrency Service

The Concurrency Service is a general-purpose service for ensuring atomic access to
distributed objects. The Concurrency Service provides synchronization across
distributed environments and allows the locking of individual objects or several
objects to provide atomic access when changing state information. This allows
applications an enabling capability for assuring coherent state information in
distributed systems. Previous capabilities for concurrency control, which are
operating system and language dependent, do not extend easily to distributed systems.
The Concurrency Service provides the advantage of portability and the effective use
of concurrency across multiple operating system platforms and languages in a
distributed environment.

The Concurrency Service works with the Transaction Service in a closely
coordinated manner. Regardless, it is likely that the Concurrency Service would be
one of the key services used during transaction processing. When the Concurrency
Service completes a transaction, either by committing the transaction or aborting the
transaction, the combined services are responsible for releasing any concurrency
locks that were put in place during the transaction. The locks are reset to their
unlocked state. This is an important part of the clean-up on termination of
transactions
The Transaction Service
The Transaction Service is a general-purpose set of interfaces that can be used to
encapsulate a variety of existing technologies and provide standard interfaces across

all implementations of transaction monitors. For example, the Transaction Service is
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designed to be layered over monitors that are compliant with the X/Open distributed
transaction protocol [OG 1994]: monitors that use the Tuxedo protocols, and object-
oriented database conformant with the OBMG-93 standards. The Transaction Service
is a general capability that allows the manipulation of the state of multiple objects in a
distributed environment. It builds on the capability of the Concurrency Service for
controlling access to individual objects. The Transaction Service allows modification
of the state of multiple objects to be viewed in a reliable and highly consistent way.
The Transaction Service supports the ACID properties of transactions (atomicity,
consistency, isolation, and durability).

Transparent Transactionality

All processing can be performed within the context of a transaction that ensures
application consistency and full transparent recoverability.

Asynchronous Processing Model

This processing model minimizes synchronization points within the application for
high throughput and traffic peak absorption.

Application Recoverability

The CORBA architecture provides recovery services for applications that are both
transactional and non-transactional, enabling customers to integrate legacy data and
process sources into the recoverable application model.

Reliable Queuing

Application developers can build models on different nodes and communicate via

distributed asynchronous transactions.
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e Kernel Level Threading
Kernel threads are lightweight processes. The CORBA architecture is designed to
take advantage of kernel mode threads, which minimizes context-switching overhead
that reduces latency and improves performance.

e Transparent Scalability
The CORBA architecture framework scales transparently by supporting single and
distributed scaling mechanisms, providing flexibility for the application designer to
make trade-offs among cost, manageability, and redundancy — as required by existing

application and business models.

6.2 Domain Application Adapters

The domain adapters form a very powerful framework for incorporating domain
applications into the overall enterprise framework. The adapter framework can be
extended to include interfaces for integrating protocols such as SNMP, and provide
support for CORBA, persistent resource managers, etc. We have developed a generic
design pattern that can be used to implement this capability. This pattern is part of the set
of EAI design pattern that we present in Chapter 8.

The domain adapters are used to expose the information and data models of the
legacy applications. This exposition allows us to look at the application services provided
by the legacy application as extension of the infrastructure services provided by the
distributed object framework. Again, this approach is consistent with the work of the

OMG in their specification of domain services.
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6.2.1 Domain Application Adapter Design Pattern

The domain application adapter pattern provides a consistent and repeatable manner for
thinking about and integrating domain silo applications into a unified framework. Figure
6.4 presents schematics of the adapter pattern. The pattern provides three main functional
areas: (1) the communication transport, (2) the application interface, and (3) the adaptor,
which is a container for the application functionality. The
ConcreteApplicationTransaction class is the main class interacting with the application
functionality via the application program interface (API). The APl may have to be
enveloped in a special purpose wrapper to handle platform specific data type conversion.
This is shown in Figure 6.5.

The ConcreteAdapter class acts as a container for the concrete application
transaction object. It effectively overrides the Get7ransaction method to return the
relevant transaction object. This is an instance of the Factory Method design pattern at
work. The TransactionMgr object associates an Appllransaction object with a
communication object and returns it to the Adapter. Thus, we can have multiple
concurrent transactions occurring at the same time. Hence, this pattern is inherently
scalable and therefore imposes no limit on the performance of the legacy application it is

adapting.
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Figure 6.5: API Specific Wrapper

6.3 Application Adapter Mediation

The application adapter mediation is a central component that provides the actual hooks
to anchor the domain application via the domain adapters to the core distributed object
framework. We have developed a design pattern to accomplish this functionality. This
pattern is part of the set of EAI design patterns. The application adapter mediation pattern

is presented in the next section.



—

6.3.1 Application Adapter Mediation Pattern
The mediation pattern, Figure 6.6, provides the framework for the adapters to register
themselves and make their functionality available. It uses the principle of delegation to

present the functionality of the respective application via the adapter to interested parties.

<<Inteface>>
intAdapterMediation

®$RegisterAdapter(Adapter : intAdapter) : void
$GetAdapter(AdapterName : String)  intAdapter
*initAdapterMediation() : void
$unRegisterAdapter{AdapterName : String) : void

AdaplerMediationManager

' ‘Monilumdaptem’slcname).uoid
Y 1

AdapterMediation

E&m_AdapterCount : Integer

$RegisterAdapter(Adapter : intAdapter) | void
$GetAdapter(AdapterName : String) : intAdapter | '
%nitAdapterMediation() : vaid

BnRegisterAdapter(AdapterName © String) : void

<<Inteface>>

+registered | 1 inlAdapter

adapters ®nitAdapter() © void

$GetAdapterName() - String
$PingAdapter() : Long
$SetAdapter(AdapterName : String) - void

1

+registe [ 0.7
Adapter

_&m_AdapterName : String
Eom_Adapterinterface : intAdapter

*GetAdapterName() : String 1
$SetAdapternterface(Adapter intAdapter) : intAdapter
¥GetAdapternterface() - intAdapter

Figure 6.6: Application Adapter Mediation Pattern

6.4 Event Mediation
Most legacy applications have no concept of asynchronous processing. This is a

consequence of the push oriented transaction model that typifies software applications
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developed using a functional decomposition methodology. The event mediation module
provides a mechanism to retrofit legacy applications with asynchronous notification
capability. This is in effect a standardized layer that is wrapped around other rudimentary

mechanisms (such as polling) that can be retrofitted into the legacy applications

6.4.1 Event Mediation Pattern

AdapterMediation
(from Mediation Core)
%m_ﬂ-\dapterc ount : Integer
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Qcetad apten)
RnitAdapterMedistion)
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EventManger
@ m_Handles : list <Handles'>

@®HandleEvents)

1 [ 2 b
EventHandler 1

1
$GetHandle) EventMediation

®HandleEvents)

‘Regis{erEuentH andlen)
$UnregisterEventHandler)
‘HandleEvenIsO

0= D,/ 1
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a..*

EveniChannel

cubscribeT oEvents()
®UnsubscribeFramEvents)

Figure 6.7: Event Mediation Pattern
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The event mediation pattern, Figure 6.7, is an extension of the Subject Observer pattern.
Concrete event handlers are registered with the event mediation object to receive specific
event notifications. The respective event manager will invoke the event handler to
process the delivered event. The event handler is able to activate process objects via the

event mediation and adapter mediation objects.

6.5  Package Mediation

This module performs data mapping between the enterprise domain, enterprise business
objects, and the silo domain application object representation. This module is
transparently invoked whenever there is any data transfer between the enterprise view

and any of the domain silo applications.

6.6 Flexible Business Processes

Business processes are the mechanism by which an enterprise implements its business
models. Thus, these act as mini-workflow processes that coordinate and collaborate the
interaction between business objects and business object managers in the N-Tier
Orthogonal architecture. The business model, the critical intellectual property of the
enterprise, is programmed into the business processes. Depending on the technology
employed in the implementation, business process objects can be developed as
deployable runtime executable components. Since business process objects are ohjects in
the object-oriented sense, all the properties inherent to the OO paradigm apply to them.
Thus, one can use the principle of inheritance to form a new business process that can be
further refined to address changes in market conditions. The new business object is
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effectively a new version. This is the manner in which this architecture achieves its
adaptable capability.

An interesting consequence of the collaboration mechanism employed by the
business process objects is that it presents a new way of looking at integration. A finite
state automaton (FSA) can be used to represent the collaboration sequence of the
business process objects. This coupled with the notion of versioning mentioned above
forms a very powerful way of looking at integration. Integration is effectively dynamic in
nature. This Dynamic Integration can be envisioned as a business process traversing a
specified path through a set of nodes. The nodes represent the business objects. Hence,
for a given set of nodes, the execution of different business processes result in different
outputs.

The abstract data view (ADV) concept is central to the notion of adaptive
business process being presented. The ADV design concept promotes reuse of interface
specification through the principle of composition since it allows complex interfaces to
be built from simpler interface components. In addition, the specification constructors
have the ability to extend the capability of the module components being combined. The
business models represented as automated workflows are, in fact, the extension capability
provided by the ADV or business process components. In so doing, the ADV mechanism
provides the capability for specification of the collaboration logic between the enterprise
business objects as well as the enterprise workflows that define the business models of
the respective organizations. In principle, the ADV approach for business processes is an
extension of the basic delegation mechanism. Figure 6.8 provides a schematic
representation of the concept.
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Figure 6.8: ADV Representation of Business Processes
6.7 Putting It Together

The Adaptive EAl Architecture Framework presented in Figure 5.1 lends itself to
significant automation. In Chapter 8, we present a UML based component development
approach using model-based development to automate much of the coding. There is
significant scope for reuse in this approach. The domain application, domain adapters,
and mediation core facilitate wholesale reuse. As long as the domain application has the
functionality, no coding is needed for reuse. It is the business process objects that will
have to undergo the most modification to implement the enterprise business models. This

is understandable since this is what affords an enterprise the ability to differentiate itself.
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In Chapter 8, we also propose a translation process that can take a UML model of the

business process and generate the deployable runtime component.
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Chapter 7

OSS Integration in the Telecommunications Industry

Operations support systems (OSS) are the mission-critical enterprise hardware
and software systems that telecommunications service providers use to implement,
manage, and support the complex transmission and delivery systems of the
communications environment. OSS software systems can be segmented into three very
broad categories: (1) Customer care, customer support, and billing, (2) provisioning and
order management, and (3) network management. The deregulation of the
telecommunications industry has resulted in significant structural changes in the
telecommunications market, causing major modifications of the business models for
telecom providers. The changes in the business models have direct impact on telecom
companies’ OSSs and interoperability of the OSSs.

The deregulation of the telecommunications industry has resulted in the
proliferation of new service providers and technology offerings, such as wireless, long
distance, Internet service providers (ISPs), and cable. The new players have fueled a
robust market for telecom OSSs, as they position themselves for battle with the
incumbent service providers. As these providers jostle for market position, convergent
service offerings and other valued-added services are used to differentiate and attempt to
gain customer lock-in.
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The solutions offered by OSS vendors are highly fragmented. Most vendors offer
solutions that can be categorized in one of the three segments mentioned above. These
solutions have little or no integration or interoperability between the various categories.
Thus, integration of OSS systems, as a general rule, is non-existent, resulting in severe
inefficiencies in the back office. This situation is exacerbated by the fact that each of the
domain-specific OSS software application is developed using diverse software
technologies and architectural frameworks, resulting in very disparate solutions that are
very difficult to integrate and interoperate. Swivel-chair integration is the order of the
day.

The business processes are normally integrated into the OSS applications’ APIs.
This results in service providers not being able to be responsive to market pressure
arising from competition, consolidations, and technological innovations. In addition,
because of the complexities of these systems, traditional peer-to-peer integration
approaches are not a viable solution. More innovative solutions must be adopted.

We need an architecture that takes the business processes out of the APIs and
elevates them to a higher level of abstraction — such as a business process management
layer. This layer should be integrated to the service management layer using configurable
soft-edge domain adapter frameworks. The impact of such an orthogonal architecture is
that the service provides can adapt rapidly to changes in their business models and these
changes do not percolate to the lower-level core OSS applications. Hence, the adaptive

EALI architecture model and framework.




7.1  Key Industry Standards

Experience with telecommunications in the deregulated market has proven the utility of
the ITU Telecommunications Management Network (TMN) information model as the
organizing principle for the information/data architecture (ITU-T M.3100, Generic
Network Model). The information model of TMN is distinct from its corresponding
implementation model. The TMN information model defines layers of abstraction that are
appropriate to different aspects of the overall telecommunication enterprise. TMN also
specifies an agent-based implementation model for the network management software.
The information model, as specified by 1TU, is illustrated in Figure 7.1. A brief summary

of the main components and associated features of the TMN model is presented below.
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Figure 7.1: ITU Standard TMN Information Model

The TMN model has five layers of abstraction, namely:
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Element Layer

This is the least abstract view of the total system, consisting of the software interface
to the hardware components that comprise the network.

Element Management Layer

This layer abstracts the differences among similar components, hiding the differences
between different products of equivalent type. This abstraction allows management of
technology types by the upper layers.

Network Management Layer

At this layer, we can abstract the difference between technologies to transform the
network configuration management problem into a graph problem.

Service Layer

At this layer, applications are constructed to provide services to the customer of the
communications firm. This layer provides service software developer with a service-
based, rather than a hardware-based, view of the network.

Business Layer

This layer consists of business applications such as billing, rate control, and customer
care. This layer provides the business software developer with business-model based,

rather than hardware-based, view of the network.

Solution to the Telecom OSS Integration Problem — A Business Process

Centric Approach

Traditional application development approaches often embed the business process logic

within the application APls. Any attempt to modify the business model result in

122



programming changes to the applications that have corresponding down time to the
application availability when installing a new version that embeds updated business
processes. The corresponding business implications are many folds: application down
time resulting in lost revenues, dissatisfied customers, and difficulty in the specification
and implementation of business process. Most OSS applications were developed with
little or no concern for interoperability and as such, resulted in enterprise stovepipes. The
competitive market pressure in the telecommunications industry has propelled service
providers to demand fully integrated operational functionality from all the OSS
applications that they have to operate in the commission of their business. A number of
approaches to integration have emerged to address the OSS interoperability problem. The
most notables are the peer-to-peer and hub and spoke (broker) models.

The intensely competitive nature of the telecommunications business market
place mandates that a telecom service provider must have the ability to perform very
flexible business process reengineering. Telecom service providers are continually
redefining their business models in an effort to differentiate themselves from their
competitors and to ward off competition.

In this environment, high availability and customer care management is essential
to establishing market acceptability and high customer retention. These are essential
ingredients to successfully operate a business in the Internet driven economy. These
requirements coupled with the necessity of flexible business process reengineering have
driven us to reevaluate the approaches that have been taken to address the enterprise
application integration (EIA) problem. The above requirements mandate a business
process driven integration framework that allows individual business processes to be
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represented, monitored, and integrated with existing systems and users across the
enterprise. With the ability to dynamically reconfigure active business processes
(software fault tolerant and hot swappable capabilities), allowing users to continuously
adapt to rapidly changing business conditions. This process-driven infrastructure provides
businesses the ability to adjust and alter their operational systems to changing market
conditions without any down time.

Application portfolio integration is mandatory in order to support many carriers’
organizational goals. These goals include operational efficiency via process flow through
and customer intimacy to enhance customer satisfaction. Examples of this include
knowing what a customer has ordered across multiple products, what problems he or she
has experienced, and his or her billing and payment history. Addressing this integration
challenge requires a comprehensive application portfolio assembly approach that can
exchange information among multiple application architectures each with different data
and process models and with different data exchange models.

The challenge is to create a means of integration at the business process level. An
information broker can create generalized event and object models to normalize the flow
of information between OSSs. We can create adapters to the various OSS applications.
This serves the purpose of migrating the architecture from a multi-point, spaghetti
architecture into a much more manageable hub-and-spoke arrangement. However, the
adapter approach is just the starting point because it does not allow for a flexible business
architecture. To create an architecture that enables best-of-breed OSS selection, while not
sacrificing integration and data sharing, requires another layer of “business aware”
software that runs above the information broker. With such a layer in place the business
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process can change without affecting the underlying applications. And conversely, IT

should be able to change applications without affecting the business processes.
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Figure 7.2: Generic OSS Integration Architecture

The architectural approach outlined in Chapters 4-6 are used to build the
schematics of integrating the typical OSS domain applications that the Telecom Service
Providers will use in the commission of telecom services to their customer. Figure 7.2
shows a logical OSS Integration architecture. This diagram has most of the applications a

telecom service provider will need.
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Figure 7.3: EAI Context Diagram

Figure 7.3 presents a simplified context diagram for the EAIl problem. Domain
silo applications are plugged into an application mediation server via their respective
domain adapters. These applications can be retrofitted with asynchronous event delivery
mechanisms that can be interfaced to an event mediation server via event handlers. Event
processors (event handlers) can be registered to the event mediation server. The event
processors respond to event notifications and can trigger operations in the business
processes. This provides an automated mechanism for legacy applications to trigger

business processes.



<<Interface=»
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Figure 7.4: Application Mediation Server

Figure 7.4 presents the main components of the application mediation server. Its
primary function is to provide for registration and use of the application domain adapters.

Adapters as fitted with interfaces corresponding to abstract data view classes.
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Figure 7.5: Billing Application Adapter

Figure 7.5 provides the major classes in the adapter for the billing application.

This adapter was developed around the Portal Billing system.
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Figure 7.6: CRM Application Adapter

Figure 7.6 provides the major classes in the adapter for the customer relationship

management (CRM) application. This adapter was developed around the Siebel CRM

system.
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7.3 Information Architecture: Static Domain Model

This section presents the information architecture corresponding to the enterprise
mediation layers (domain objects, business objects, and business processes) for the
adaptive orthogonal EAI architecture model presented in Chapters 4 and 5. The material
provides a gradient walk through the logical architecture from a domain analysis

viewpoint.

7.3.1 Customers and Orders
Figure 7.7 shows the simple and obvious relationship between customers and their orders.
An entity (company or individual) who has ordered service(s) from a telecommunication

service provider is called a customer.

Customer

+1

Order

Figure 7.7: Customers and Orders
Customers can place any number of orders for service. There is a one-to-many
relationship between a customer and its orders. The system should remember all orders a

customer has placed, even after the entity ceases to be a customer. If the entity becomes a
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customer again, all past order history is restored. The navigation between customers and
orders should be two-way. Users should be able to access all past and present order
information from the customer information and reference customer information, such as

billing address, from the order information.

7.3.2 Service Enrollment Simplified

ServiceEnrolment

Order
(from Customers and Orders <>

=

1 0.

Figure 7.8: Service Enrollment Simplified

Figure 7.8 presents a simplified diagram of the details of a service enrollment. We will
elaborate in Section 7.3.4 to make it represent a more realistic real world model, but this
view will suffice for now. A service enrollment is a specific instance of some telecom
service ordered by a customer. The term enrollment is used to represent the customer’s

use of, or enrollment onto, a service that can potentially be disconnected later.
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An order can have several service enrollments, and each enrollment is associated
with a particular product and an optional list of features. Examples of products are a
business line or a combo trunk. Examples of features are call waiting or call forwarding.
Features are dependent on products and are not inventoried. Products are independent and
are inventoried or allocated, and thus there are individual instances of products. Features
have instances so as to be associated with products in orders.

A specific product can be allocated to a customer via an order; later it can be de-
allocated (i.e., returned to the catalog of available products) and allocated to a different
customer. Line can be moved and telephone numbers changed. Thus, enroliment signifies
the changeable relationship between products and customers (via their orders). The
customer enrolls in the service. The service is added to the customer’s service portfolio

(list of services the customer has).

7.3.3 Order Operations

A more complete picture of the relationship between orders and their service enrollments,
Figure 7.9, introduces the concept of order operations. In addition to requests to acquire
and turn on service, orders are actually the primary medium of exchange between a
customer and a telecom service provider, and embody all requests for modifying the
customer’s status. Orders include requests to change some aspect of service (Change
orders) and requests to discontinue part or all service (Disconnect orders) as well as
requests for new service and several miscellaneous kinds of orders. The subtypes of order

operation shown in Figure 7.9 are not complete; however the list is easy to expand. Other



operations include From and To operations, which are two sides of a customer move, and

Records orders, which make a change to customer or service data in some small way.

Crder
(From Customers and Orders)

OrderOperation

W
ServiceEnroliment
(from Service Enralment Simalifisd)

NewOperation ChangeCperation DisconnectOperation

Figure 7.9: Order Operations

The order operation is conceived to be an association between an order and its
service enrollments (SEs), as the operation describes what will be done to the
enrollments. For example, for a disconnect order, the list of SEs represents the lines that
will be disconnected.

Order operations are commonly thought of as being associated with orders rather
than with individual items. This means that normally an operation applies to all SEs on
the order. However, the structure presented in Figure 7.9 is more flexible and makes way
for an ordering system where different items can be handled differently on the same
order. For example, a single order could specify a disconnect of three lines while adding

four lines of some other kind. If a single order rype for each order was required, then



users or the system would have to create an order type at the order level and have rules to

force all order operations to the same kind.

7.3.4 Offerings and Offering Instances

The diagram in Figure 7.10 completes and corrects Figure 7.8 and introduces the concept
of offerings. An offering is a template for describing a product or feature. Each different
kind of product (i.e., a product type) has a unique set of attributes that are relevant to it.
For example, a business line has a telephone number, whereas a trunk does not. A trunk
has a circuit ID, which may be considered irrelevant for a business line. Some types of

features, which are also offerings, have attributes; some do not.

Offering

ProductType FeatureType

1
L Offeringlnstances

1

| -

Feature 0.+

ServiceEnrollment

[0
Product 1

Figure 7.10: Oftering and Offering Instances




An offering instance is a specific item being sold and provisioned for the
customer. The two main kinds of offerings are product types and feature types. Each has
an associated instance class, product and feature, respectively. Products can be allocated
and inventoried. If you sell a customer a telephone number, nobody else can have it.
Features simply serve to further enhance and modify products. A service enrollment can

have only one product, but many features can modify the product.

7.3.5 Offerings

The diagram in Figure 7.11 expands the offering world. From the top, the
OfferingCatalogHolder and its subclasses indicate that different kinds of enterprises can
hold catalogs of offering, among which are service providers, offering vendors, and
market organizations. This list is by no means complete and could vary in  many ways.

Offering catalogs are simple collections of offerings.
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Figure 7.11: Offerings

The recursive or nesting structure of offering makes it interesting. An offering can
contain other offering in offering groups. Product types and feature types retain their
identity as leaf nodes of an offering tree.

This structure is the “implementation” view of products and features. That is, it
addresses the problem of specifying complex configuration of products and feature
definitions and their dependencies when defining the offering in the catalog, not when
putting an order together. This structure can be used to manage complex rules for
inclusion of products and features.

The offering class lists and describes the unique attributes of a certain offering.

Example implementation of this could be a collection of (name, type, length) tuples for a
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DDL definition. Each offering has an optional specification, which manages the rules of
combination and exclusion between offering and their component offering (groups,
products, and features). It represents a placeholder for constraints such as allowed
features and nested products.

The contains relationship between product type and feature type is not structural
in nature; it merely represents the rule that features are subordinate to products.

Implicit, but not shown, in the diagram in Figure 7.11 is the relationship between
an offering and its offering instances, which relates this diagram closely with Figure 7.10.

In Figure 7.10, offerings are seen as related to one or more offering instances.

7.3.6 Customer and Service Locations

Figure 7.12 provides the relationship between a customer and its service locations.
Customers can have many service locations, which are specific places that they receive
service and where circuits terminate. However, locations exist independently of
customers — customers can move in and out of locations, but many of the facts about a

location remain constant (or change independently of who is occupying the location).
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Figure 7.12: Customer and Service Locations

A many-to-many relationship exists between customers and locations. A customer
can have many offices, and a location can serve several customers. The complexity of
this relationship and the fact that the connection between a customer and its location is
transient call for an object to manage and track the relationship. This is the customer
location object, which signifies a customer at a location.

A site survey is an event in which an engineer from a service provider visits the
service location and inspects the facilities. A report or form describing what was found is
called a site survey, and may be printed at the time of the visit. Thus, conceptually, a site
survey is a complete collection of information about a site as prepared at a certain time. A
service location can be surveyed any number of times. Site surveys apply to locations, not
customers, even though some of the data on the form pertains to the customer, as

theoretically a site survey could be taken on a location unoccupied by any customer.
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7.3.7 Customers and Service Enrollments

Customer ServicelLocation
(from Customers and Orders) (from Customers and Service Locations)

CustomerlLocation
(from Customers and Service Locations)

0

ServiePortiodo

D“'ll

ServiceEnroliment
(From New Offering and Offering Instances)

Figure 7.13: Customer and Service Enrollments

The diagram in Figure 7.13 introduces the concept of service portfolio. A customer’s
portfolio is the collection of all telecommunication products to which the customer is
currently subscribed. Service portfolios are grouped by location, as the facilities at
different locations determine many constraints about the possible service. Also,
customers usually keep their locations separate from an accounting viewpoint. For

example, bills are prepared for different locations.
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Note that the service enrollment is the same object used to specify an individual
product in an order. Thus, an order can be considered to be a delta (i.e., an incremental
change) to the customer’s service portfolio. A new customer has an empty service
portfolio. The enrollments of the completed order are copied to the service portfolio,
resulting in a portfolio that looks just like the first order’s contents. A subsequent order to
disconnect a line would result in a removal of that line from the portfolio, a New or
Change order would affect an addition to the service portfolio, and so on.

An interesting way to view orders and service portfolios is from a configuration
management viewpoint. The customer’s portfolio is the aggregation of all the orders and
could be reconstructed by starting from an empty portfolio and simulating the installation

of each of the customer’s past orders in sequence.

7.3.8 The Order World
The diagram in Figure 7.14 completes the picture of the concepts surrounding the order.
In addition to the key relationships previously discussed, some more details are
mentioned in this section.

Orders are related to other orders. There are various reasons for this. For example,
an order can be related to an earlier incompletely fulfilled order or to an order for
facilities (such as a T-1 line) on which it is dependent.

An order can have any number of remarks entered for it during the process of
installing the service. An order is assigned to a sales representative for commission
purposes. The sales representative can be a person, a team, or even an external
organization.
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An order is also assigned to a customer care person who acts as the single point of
contact where applicable and also acts as the assurance person, making sure all tasks are

completed to turn up service.

Customer
(from Customers and Orders)
D- I -
8 g
Order ServiceEnroiment
Order Ralatecdxders |(From Customers and Orders) ServicePortfodo
o.* D.:®
77N
0..* } CustomerLocation
Remark Saeskep OrderOperation fleatures
CustCareRep 0:*
Jprogict
SiteSurvay ServiceLocation
0.
\1 /
OfferingType

Figure 7.14: The Order World

Note that offerings are illustrated differently than in the previous diagrams. This
diagram has hidden the inheritance relationship between products and features and the
offering instance. Both products and features are shown here as offering instances (which
they are) and the fact that they are products and features is derived (the slash before the

label in the line).
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7.3.9 The Customer World
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Figure 7.15: The Customer World

The diagram presented in Figure 7.15 completes the picture surrounding the customer,
beyond its association with orders. This diagram shows details not covered in the earlier
diagrams which discussed only the essential concepts.

A customer does business with a single service provider organization, usually an
affiliate or a market office. A single point of contact, usually the Customer Care Rep,

manages the relationship between the customer and the service provider.



The individual customer class is an association between customer and individual
that can assume many other roles than simply the customer role. The same is true for the
business customer, which is an association between business organization and customer.

Note that business customer can nest in an organizational pattern.

7.3.10 Simplified Telco Organization Structure

OrgRule
+subQrganizations
TelcoOrganization
0.
|
| Affiliate Markat LocalOffice

Figure 7.16: Simplified Telco Organization Structure

Figure 7.16 provides a simplified organizational structure for a typical telecom service

provider. A service provider is composed of affiliates, which are semi-autonomous



operating organizations with their own presidents, staff, local policies, and business
activity flow.

Affiliates often are divided into markets, which are also called branch offices.
Markets also have their own staff and management but report their business statistics
(number of orders and lines connected) to the affiliate.

The structure presented in Figure 7.16 is very flexible and represents the fact that
new companies are constantly entering the telecom market space. Young companies do
not have solidified organizational lines and need to be modeled with a structure that can
facilitate change.

In order to control this structure and not allow, for example, markets to certain
affiliates, an organization rule is needed. This class is needed to enforce the company’s

organization rules.

7.3.11 Telco Organization in Detail

Figure 7.17 illustrates the details of a telecom service provider organization and the
things that are closely related to them. A structure like the one shown in Figure 7.17 will
help manage the future as the organization grows and discovers new organizational
relationships. Task management capabilities are assigned to the top-level organization.

In this structure, the Telco organizations can contain other Telco organizations,
without any predefined labeling hierarchy for the subdivision or containment. The
affiliates and their branches actually provide service to customers. Consequently,
affiliates do business with customers and LECS and have local business practices, often
enforced by the processes of the local BELL operating companies that they must interact
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with. The column of classes on the right side on the model shows the different unique

collections that the affiliates maintain (this list is not complete).

contacts Contact
fecs LEC
TelcoServiceOrganization
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% OragRule
0.* rotelan RatePlan
ResourceAfiliate ProvidingQrg //
- contactTyoes ContactType
g
A defverpiechansms SDOM
l oulputForms QulpulForm
Affiliate Markat LocalOffice
workfows WorkAowDef
reports Report

Figure 7.17: Detail Telco Organization Structure

7.3.12 Instances of Business Activity Flows

Figure 7.18 illustrates the basic process and activity flows as it applies to a typical Telco
service provider. Each affiliate organization has a collection of business process

definitions (ProcessDef). The individual steps of a process definition are called activities
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and are defined by activity definitions (ActivityDef). A process definition may contain
many activity definitions along with the relationships between them, which can be
complex. There are different process definitions for different order operations. For
example, starting a new service for a customer is different from disconnecting service and

so has a different process definition.

TelcoOrganization
(from Simplified Telco Organization Structure)

0. *
ProcessDef ProcessInstances
a. +defines +defined by
| D.*
0%
ActivityDef ActivityInstance
+defines +defiined by

Figure 7.18: Instances of Business Activity Flows

Process instances are the individual, currently running processes defined by

process definitions. Likewise, activity definitions serve as templates for individual,

currently executing activity instances. An alternative term for activity instance is 7ask.

146



7.3.13 Orders in the Flow of Business Activity

TelcoOrganization +3ubOrganizaians
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! 0.* i
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Figure 7.19: Orders in the Flow of Business Activities

Figure 7.19 presents the relationship of a typical business activity flow and an order.
Service activation is accomplished through a sequence of business activities. The
individual business activities are represented in the diagram as a work item. The work
item is the basic thing that is passed from step to step as work proceeds. The work item
can accumulate many attachments — related documents and artifacts — as work proceeds.
The premiere work item attachment is the order.

Every instance of a process is related to one and only one order, via the work
item. (Orders can relate to other orders, which can be somewhere in the execution of a

business process themselves.) Likewise, every activity instance pertains to one and only
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one order. The line between an activity instance and an order is probably a derived

association, from the fact that an activity is related to a process.

7.3.14 Worklists

ActivityDef ActivityInstance
1 0.»
+who can doit| 0.* o.*
assoed Tacks
+can do that 0.* 1
WworkAowRale Worklist

+assumes | 0%

+assigned to | g #

Participant

7

| ]

SoftwareProces:s Assaciate

Figure 7.20: Worklists

The diagram in Figure 7.20 introduces the concepts of roles and Worklists. A
business activity role is a kind of participant who is capable or authorized to perform a
certain kind of activity. A participant can be many different kinds of entities, including
but not limited to software processes and human employees (associates). The most
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common participant is an associate. A participant is defined as some person or thing that
is assigned to a business activity role.

Whereas the business activity role describes who is authorized to do what kind of
activity, the worklist defines who is actually assigned to do a specific task in real time.
All assigned tasks for all of associates’ roles appear on their worklists. An assigned task
is one which has been assigned to a participant but has not been completed (it may not
have been started). If one associate acts as both a salesperson and as a customer care rep,

all assigned salesperson and customer care rep tasks will appear in that person’s worklist.

7.3.15 Combined Business Activity Flow

Figure 7.21 presents a comprehensive view on typical business activity flow. There is a
slight modeling twist. Here, business activity role and worklist are seen as association
classes between the participants and their activity definitions and activity instances. The
sense of the previous diagram is retained.

As an association class, the business activity role manages the assignment of
participants to kinds of activities. It keeps the list of who can do what activity. Likewise,
the worklist maintains the list of who is currently assigned to what task in real time.

One point that is not shown in Figure 7.26 is that the business process can branch
conditionally. In most cases, the data to be tested in the branch decision is in the order.

The business activity flow is usually modeled using the UML activity or state

diagrams.
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Figure 7.21: Combined Business Activity Flow
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7.4  Example: Get Customer Data for Viewing

This section provides details pertaining to the retrieval and presentation of the customer
data for viewing. The customer data resides in the customer relationship manager (CRM)
application and the billing application. Figure 7.22 provides some details of the customer

business object.
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Figure 7.22: Customer Business Object

The contact information resides in the Siebel CRM application. Figures 7.23 and
7.24 show the entities and associated state diagram for retrieving the customer contact

information from the CRM application.
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Figure 7.23: Get Customer from CRM Operation
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Figure 7.24: Get Contact Information from CRM State Diagram

Figure 7.25 shows the state specification for the GetContact state operation. The
specification uses a high-level action semantic like language for defining the operation.
This layer also inherently specifies the mapping and translation between the application

domain model exposed via the domain adapter and the enterprise business objects.
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Figure 7.25: Get Contact Action Semantic Language
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Figure 7.26: Retrieve Customer Data for Viewing Operation

Figures 7.26 and 7.27 capture the overall business process for retrieval and
presentation of the customer data to the viewing application. Figure 7.27 is a typical
activity diagram with swimlanes. Each swimlane specifies operations for a domain silo

operation. The horizontal lines indicate synchronization points.

7.5 Summary

The proposed adaptive architecture approach and techniques have been used to develop a
natural solution for the telecom OSS integration problems. Telecom OSS integration is at
the extreme end of the spectrum of application integration problems. Using our approach
to address this problem is a testament to its capability. The generic nature of the proposed
adaptive architecture approach makes it applicable to any customer centric business

software application that is transactional by nature. Thus, the approach can be used to
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address integration concerns in any enterprise that has a need for application portfolio

interoperability.
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Figure 7.27: Retrieve Customer Data Activity Diagram
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Chapter 8

UML Model-Based Component Development Framework

Dramatic and rapid changes in the computer industry make it impossible for
application developers to stay current with technological advances. Developers are
expected not only to create the applications solutions, but also to design the recovery,
scaling, distribution, and other infrastructure services needed to support the mission
critical business solutions of today’s enterprises. This is an unrealistic expectation and
results in the software application landscape being littered with failed projects.

To address this mismatch in expectations between what is currently achievable
and what the business enterprises desire, we put forward the concept of model based

software construction. This is explained in the following sections.

8.1 Model-Based Software Construction

The objective of the Model-Based Component Development Framework is to isolate core
application logic specifications from infrastructure services that the software components
will use. This will enable developers to create complex, robust, operation-critical
software solutions without embedding infrastructure services into the core application
logic. However, this is only the first step. What we really want is to have programming
language, infrastructure services, and execution environment neutrally in the
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specification of software components. That is, what we would like is to be able to specify
the component object model, complete with behavioral specification, all in a meta-
formalism such as some extended version of UML (EUML) [OMG 2000b] or some other
Universal Design Language (UDL) [OMG 2000]. Figure 8.1 gives a schematic

representation of a model-based component development framework.
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Figure 8.1: Model-Based Component Development Framework

CORBA architecture framework goes a long way to accomplish some of these

goals [OMG 1997, OMG 2001}. With such an approach we could provide the complete
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specification of a software component (object model) using a meta specification
formalism that is independent of any imperative high level programming language
specificity, independent of any execution environment, and independent of the runtime
infrastructure services that it will be using. Such components would lend themselves to
significant reusability since they could be looked at as higher-level abstract design
artifacts. An Integrated Development Environment (IDE) can be used during program
creation time to translate the meta model into a specified high level programming
language equivalent specification and link in all the runtime infrastructure services that
the generated component will use.

The application developer would thus work exclusively within a high-level
programming language independent meta-specification to determine the component
functionality. Infrastructure services and runtime binding can be specified in the IDE and
automatically generated into the resulting executable component.

Implementation induces programming language, infrastructure services, and
runtime environment specificity. If these issues are taken into consideration and
addressed during the application design then they will ultimately impose limits on the
reusability of the resulting software components. The only reasonable way to address
these issues is to have complete separation of the application business functionality from
imperative programming language, infrastructure services, and runtime environment
specificity. This requirement mandates that the application must be specified using a
meta-object formalism from which the resulting deployable software component can be

generated.
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This approach provides an effective mechanism for raising the level of abstraction
at which an application developer works. The application developer effectively works
within a graphical environment using some extended form of the UML meta-metamodel
formalism derived from the Meta Object Facility (MOF) [OMG 2000].

A great deal of the efforts, maybe up to 80%, expended during the traditional
software development process, goes into the development of the application
infrastructure. This may be even more for highly distributed applications. Only about
20% of the effort goes into the design of the application logic. If we can change this
process to be one in which the application developer specifies, using a metamodel, the
infrastructure service he/she wishes to use and the manner of use, and then allow the
integrated development environment to generate the specified software component and
associate it with all the infrastructure services it requires, we could have the developer
working at a higher level of abstraction. This approach will fundamentally change the
software development process to be that of “model and generate” as opposed to “model
and code”. Model based software construction will be the new paradigm in which we
develop software systems.

The Integrated Development Environment should let the developer perform the
following functions:

e Load a component metamodel specification into the Meta-Object Information
Repository.

e Specify target implementations (colorings), such as database type, caching, CORBA
Services, etc., without corrupting the business processes defined in the model.

e Audit models to verify correctness.
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Generate server components from the models.

Raising the abstraction level of the software developer should result in a number

of tangible advantages that we should be able to associate with metrics. These include the

following:

Faster time to market for new products and services being offered by the enterprise.
Since. applications would be define using a high-level meta-metamodel, the enterprise
needs to recruit technocrats who are skilled using this technology to define the
enterprise business model in the relevant domains. People who are skilled in
middleware technologies such as CORBA and high-level programming languages
such as C++ and Java would not be required to develop high performance business
applications. The enterprise would put greater emphasis on employing business and
domain analysts.

The enterprise could have business analysts performing the majority of the
application enhancement and refinement during the maintenance cycle. Since this is
the phase during which most of the cost for an application is incurred, the enterprise
should be able to significantly reduce its application maintenance expenditure.

Since infrastructure services such as externalization, transactionality, concurrency,
persistence, and synchronization can be specified in a high level meta formalism and
language and environment specificity associated with these services generated during
the build process, there is a distinct possibility that we could reverse the effort role.
The developer or modeler could now spent 80% or more of his or her time designing
the application functionality as opposed to programming infrastructure services in

some high level language.
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e Applications developed along this model will be high-level programming language

and runtime environment independent allowing for easy migration and

interoperability across different computing platforms.

Some of the major components of such an integrated development environment

include the following:

8.2

A UML based modeling tool

UML Extended with Action Semantic Language
Meta-Object Information Repository

UML based Model Compiler/Translator
Language specific code generators

Importers

Exporters

Auditors

Plug-Ins

Meta-Object Information Repository

In their efforts to advance the development of distributed software systems, the Object

Management Group (OMG) proposed two standard specifications for modeling

distributed software architecture and systems [OMG 2000, OMG 2000b] that are

consistent with the CORBA Object Management Architecture (OMA). The two

complementary specifications are as follows:

Unified Modeling Language Specification

Meta-Object Facility Specification
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The Unified Modeling Language (UML) Specification defines a graphical
language for visualizing, specifying, constructing, and documenting the artifacts of
distributed object systems. The specification includes the formal definition of a common
Object Analysis and Design (OA&D) metamodel, a graphical notation, and a CORBA
IDL facility that supports model interchange between OA&D tools and metadata
repositories. The UML provides the foundation for specifying and sharing CORBA-based
distributed object models.

The Meta-Object Facility (MOF) Specification defines a set of CORBA IDL
interfaces that can be used to define and manipulate a set of interoperable metamodels
and their corresponding models. These interoperable metamodels include the UML
metamodel, the MOF meta-metamodel, as well as future OMG adopted technologies that
will be specified using metamodels. The MOF provides the infrastructure for
implementing CORBA-based design and reuse repositories. The MOF specifies precise
mapping rules that enable the CORBA interfaces for metamodels to be automatically
generated, thus encouraging consistency in manipulating metadata in all phases of the
distributed application development cycle.

The MOF and OA&D metamodels are architecturally aligned to use the MOF
IDL mapping for generating CORBA IDL for both the MOF and UML models. This was
accomplished by defining the MOF and UML models using the MOF and by generating
the IDL interfaces based on the MOF specification. Alignment of UML, MOF, and
CORBA paves the way for future extensibility of CORBA in key areas such as richer

semantics, relationships, and constraints. Likewise the longer-term benefits to UML and



MOF include better recognition and addressing of distributed computing issues in
developing CORBA-compliant systems.

The extension of UML with Action Semantic Language (ASL) behavioral
specification can be accomplished by extending the UML meta-metamodel with the new
ASL constructs using the MOF. The Meta-Object Information Repository (MIR) service
would be an implementation of the extended UML MOF metamodel interfaces. This
service would be accompanied by tools (e.g., compilers or graphical editors) that allow
the designer to input information models using a human readable notation for the MOF

model.
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Chapter 9

A Mathematical Formalism for Specifying Design Patterns

Within the context of software engineering the nomenclature pertaining to object-
oriented methodologies depicts an object as an instance of a class. An object is a self-
contained entity that is complete with its sets of data and associated operations. A class is
a specification of an abstract data type. Many-sorted algebra is the mathematical
formalism used for the specification of abstract data types and represents a
straightforward generalization of classical (i.e., single-sorted) algebras [Loeckx 1996].

In this chapter we present a mathematical formalism for the specification of
design patterns. This specification constitutes an extension of the basic concepts from
many-sorted algebra. In particular, the notion of signature is extended to that of a vector,
consisting of a set of linearly independent signatures. The linearly independence property
is necessary to satisfy non-interference that is essential for compositional based
construction [Cowan 1993a; Loeckx 1996; Enderton 1972]. This is of fundamental
concern in the building of large-scale software systems where we have the composition
of smaller components to form larger components. In what follows, the major concepts
for the specification of design patterns are developed using successive extensions of the

relevant many-sorted algebraic concepts.
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21 Definitions and Concepts
This section outlines the definitions and concepts relevant to the formal specification of

the design patterns.

Signatures
A many-sorted algebra consists of sets and functions. A signature may be viewed as the

syntax of an algebra for fixing the names of the sorts and functions.

Definition 1: Signature
A signature T is a pair £=(S,F) of sets, the elements of which are called sorts and
operations respectively. Each operation consists of a (k+2)-tuple
N=58 X8 X...X§, —>§
T o twithT s s, o s 5eSand & >70; 7 is tatled the operation nanre of the operation and - —
8y, 5,,...,5, — § its arity; the sorts s,,s,,...,5, are called argument sorts of the operation

and the sort s its target sort. In the case k = 0 the operation 7:—s is called a constant of
sort s.

Informally, a sort denotes (i.e., is a name of) a type and an operation denotes a
function. Note that different operations may have the same operation name. In particular,
the equality of two operations implies the equality of their names and the equality of their

arities. One may write » instead of (17 : s, x...x s, — s) if no ambiguities arise.
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The operations and relations defined on sets are lifted to signatures by applying

them componentwise. For example, if £=(S,F) and X'=(S8"I") are signatures,

T c ¥ stands for S 8’ and F < F'; similarly, ZUZX’ stands for (SUS', FuUF").0

Definition 2: Vector Signature, extension of signature
A vector signature Z, is an n-tuple of linearly independent (Z-) signatures represented as
Z, =(Z;245.-55, ), such that ¥, =(S,,F,) and

S, represents the set of sorts for Z;

I, represents the set of operations for £,

The linearly independent property states that

TSNS, =Qforizjand FFNF; =0
An operation of X, is a vector. For example the vector w is defined as
w = (w,,w,,...,w, ) such that w; € I, with
w, =8/ x5 x..x§] = §’
with

S/,84,..,8.,8 €S, and k>0 and 1<i j<n. 0

Algebras
A many-sorted algebra assigns a meaning to a signature by associating a set of data to

each sort and a function to each operation.
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Definition 3: Total Algebra (Algebra)
Let £ =(§,F)be a signature. A total algebra for X assigns the following:
1. A set ;;1,(3) to each sort seS, called a carrier set of the sort s; the elements of a carrier

set are called carriers;

2. A total function
A@n: s Xooax 8y —»8) LA(S ) %o X A(s, ) —-A(S)
to each operation (1:s, x...xs, > 8)€FF k>0, when £k = 0, A(n:—s) denotes an

element of the carrier set A(s). 0

Definition 4: Vector Algebra, extension of algebra

Let £, =(£,,Z,,...,Z,) be a vector signature. A total vector algebra for I, (Z,—algebra)

is a vector of Z-algebras. A X,-algebra A is depicted as the vector 4 =(4,,4,,...,4,)
where 4,-) , are Z,-algebras corresponding to £, =(S§,,F;) and 1<i<n. A total vector

algebra (Z,-algebra) assigns the following:

1. Aset A(Z,) to each algebra 4;; Alg(Z,) is the class of Z-algebra corresponding to Z;.
A(Z,)=UA(s;) withs; € §..

2. A total function A4, that is the union of the total functions of the X-algebra
corresponding to the individual Z, in the vector signature £ =(Z,,Z,,....Z,). 4. is
represented as

A, (w)=UA(s))
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=UA(n, : 8] x8) x...x S} = 8'): 4,(5]) x 4,(S3) x...x 4,(S,) = A,(S")

O

such that each operation n; € F is covered.

I-Iomoniorphism
Homomorhpisms constitute mappings between the carrier sets of algebras that respect the

functions.

Definition S: Homomorphism
Let A, B be two Z-algebras, Z=(S, F). A X-homomorphism #: A—>B from 4 to B is a

family 4 = (h,),.s of functions
h, A(s)—> B(s)=h, A, > B,
-—-—— —- —such- that for- any- operation- w € J<, _say- W= (.S X8, X~ %8, —>5), -k 20 the .
following condition holds:
h (A(w)(a,,a;,....a,)) = Bw)(h, (a,),....h, (a,)) (1)
for all (aj,..., a) € A(s)x...xA(s,). The above equation, equation (1), is called the

homomorphism condition of the homomorphism /4 for the operation w. Note that in the
case k = 0 the condition simply states:

h (A(w)) = B(w) O
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F__ —— ___ __ ____ homomorphism A A—B for the operation w

Figure 9.1 shows the commuting diagram that graphically illustrates the
homomorphism condition of the homomorphism #4:4— Bfor the operation

W=(.85X..X8, —>35), k20.

A(w)

A(s)) XA(s,) X ... XA(s,) P A(s)
h h
\ B(w) \J
B(5)XB(s,)X ... XB(s,) - B(s)

Figure 9.1: Commuting Diagram illustrating the homomorphism condition of the

1
T
%
:
=
X
]
E o
il
&
P
>~
v
=]

Vector homomorhpisms constitute mappings between the carrier sets of vector algebras.

The mappings respect the functions of the corresponding vector signature.

Definition 6: Vector Homomorphism, extension of homomorphism

Let A=(4,,4,,...,4,), B=(B,,B,,...,B,) be two Z,~algebras, Z,6 =(Z,,Z,,....Z,).

A Z,~homomorhpism H: A—B is a vector of Z-homomorhpisms represented as

= {h“, ) — (h.\-' ,hf ..... hy,,)

where 4, is a homomorphism from A4, to B, over Z, given by the mapping h.: 4, = B..
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For any operationw € £ =(Z,,Z,,...,Z,), say w=(w,,W2,...,w,), such that w, € [, with
w, =8| 8} x...x8; = S'and §},8%,...,5;,5 €8,and I, =(S,,F)
and k>0 and 1</ < n the following conditions hold:

H(A)(w)(@, a,....a,) = Bw)H (a.a,,...,a,))

= B(w)(H(a),H(a,),...,H(a,)) (2)

where @, = (a,,8,,...,a;) € S| xSy %...x S, and -S|, 85,...,S} € S;.
The linearly independent property mandates that the application of w over a must be
done on a pair-wise basis. That is,

w(a,a,,....a,)=w(a,a,,....a)w,(a,a,,...,a,),...w,(a,a,,...,a,)

=w,(@), W2(@,), .., W, (,)

where w, xa, =gfori# j

~ Thus, we have,
H(A)w)@,.a,,....a,) = Bw)(H (@),H(a,),....H(a,))
= H(A4)(w ) @), H(4,)(%,)(@,),....H(4,)(w,)a,)
= B,(w)(H(@)),B,(w,)H @,)).....B,(w,)(H(a,)) (3)
Again, the linearly independent property mandates that the homomorphisms must be

applied on a pair-wise component basis. Hence,
h_,‘ (Al )(”’I )(a'l )‘h_,‘- (Al )(“12 )(53 )! vhiay h_,n (An)(lwn)(an )
= B,(w)(h, (@), B,(w.)(h: (@)).....B,(w,)(h.(@,))

= B, (w, ), (a, ),...,hl‘} (a,)),B,(w, )(h:f €@, Yissns hsﬁ (@) B (e, )(h..." (% hﬁ. (a,))
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Yi(d,, 50050, ) € A(s] Y A(s] ) Koo ¢ A(SL)

The above equation, equation (3), is called the homomorphism condition for the vector
homomorphism H for the operation w. In the case when k& = 0, the condition simply
states:

H(A)w,),H(A,)W,),... H(A,)(w,) = B (W), B,(W,),....B,(W,)

=h,(4,(w)).h.(4,(W,)),....h.(4,w,) = B,(w,),B,(w,),....B,(w,) [

Figure 9.2 shows the commuting diagram for the homomorphism condition for

the vector homomorphism H for the operation w,



A A (w,)
Alw) i .
| | R '
A (SEYXA ()X . XA (S AN ST - XA (). A (STX . A(SE) —ATD o A(S)4(S7).. 4, (5")
hy hy ﬁ. By b A,
JI’ Y Y b J Jr

. v B(¥)
BU(SXB, (S1)X ... X3, (SE)By (S )X .. XBy(SD)... B (STYX .. XB(S] )——————

RS =" - ——,

B,(5')3,(5%)...3,(S")
T A
&(w) '

—
|

By(w;)

a,(w,)

Figure 9.2: Commuting diagram illustrating the vector homomorphism condition

In our discussion of software components we have seen that the application of the
principle of abstraction partitions a software component into a specification part and a
realization part. The specification part corresponds to the interface of the software
component. The Abstract Data View (ADV) concept further extends this notion. ADV
corresponds to interfaces that are extensible. Hence, we can think of extending the

functionality of a software module by extending the ADV interface. This approach
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preserves encapsulation and enhances reusability by effectively applying the principle of

composition to the existing module functionality.

Design Patterns
Informally, a design pattern or micro-architecture software artifact is an aggregate of
abstract data types (ADTs). The class of objects corresponding to each of the ADTs is
represented by a Z-algebra. Assuming that the components are linearly independent and
thus satisfy the non-interference proof obligation, then we can represent a design pattern
as a vector of Z—algebras. One of the major attributes of design patterns is that it captures
knowledge from past experience. Thus, relationship between the component ADTs must
be made explicit in any reasonable representation of design pattern. Hence, the vector of
Z-algebras is not sufficient to represent a design pattern.

One reasonable representation is to extend the n-tuple of Z—algebras by including
a relation that is capable of encoding the requisite knowledge. That is, the relation must
be able to encode relationship, associations, roles, and multiplicity between entities in a
design pattern. The relation depicted below is capable of encoding the requisite

knowledge in a design pattern

R c L(Alpha) x L(Alpha) x Alg(Z ) x Alg(Z,) x L(Alpha) x L(Alpha) x Nait x Nat
where
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L(Alpha): depicts a set of alphabetic strings representing the name of relationship
between entities
Alg(Zy): s the class of Z-algebra corresponding to the vector signature X,

Nat: is the set of natural number.

The components for the relation R are defined as follows: the first component of
R depicts the name of the relationship or association between two entities. The second
component depicts the type of relationship. The third and forth components depict the
entities that the relation is defined between. Components five and six define the roles of
the relationship. Components seven and eight define the multiplicity of the relationship.

More formally, a design pattern can be defined as an (#+ /)-tuple containing 7 -
algebras and R. The n X-algebras corresponds to the various object entities in the design
pattern while R is used to encode the relationships between the entities. Thus, the design

pattern DP can be represented as DP = (A,45,...,Ap, R).

Example
The design pattern fragment given in Figure 9.3 shows a number of object entities and

their associations. D/ is an (n+ /)-vector representation of the design pattern fragment.
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c:Enhty:-»:-
A

<<|nterface=> <<Enlity=>>
D B
| %adcE() ~SaddE() a1 <<Entity>>
¥gaE() W pradeeesesass =] *gelE() C
:"df'p':d’ :gggf‘;) 0on
ge
*operation() *operation1() On
*operation2() *operation2()
-
=
l"//
Y e
<<Entity=>=> <=<Entity>> [~
E F . S
= +parent
e 1.n
+child
o

Figure 9.3: A Design Pattern Fragment

The relation R is enumerated by the following set of relationships:
R=1{ (nil, Aggregation, E, B, nil, nil, nil, nil),

(nil, Aggregation, F, B, nil, nil, nil, nil),

(R1, Association, B, C, nil, nil, I, n),

(R2, Association, F, C, nil, nil, 1, n),

(R3, Association, F, F, parent, child, 1, 1..n),

(nil, Inheritance, A, B, nil, nil, nil, nil,),

(nil, Interface, D, B, nil, nil, nil, nil) }
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Thus, the vector DP1 = ((A, B, C, D, I, I), R) can be used to represent the design

pattern fragment shown above.

Definition 7: Module Signature
A module signature is a pair (Z;, Z.) of signatures; 2, and X, are called import signature
and export signature respectively. A sort or operation from the signature Z,, . or LnE,

is respectively called imported, exported or inherited. 0

Figure 9.4 gives a graphical representation of the module signature (Z,, £.) with
Z=({s, r}, {wi, w2}), Z~({s},{wl, w3}). In this representation the inherited sorts and
operations are shown by broken lines. Informally, the module signature fixes the

signatures of the argument and of the value of a modularized abstract data type.

1 Ws

LT
i
|

l

w

(7 T, S S —— - "

W

4

3

Figure 9.4: Graphical Representation of a Module Signature
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It is now possible to introduce a formal notion of the syntactic specification for
design pattern. Three dimensions of design pattern are characterized: the major classes
forming the body or realization of the pattern, the interface or specification of the pattern,

and the relationship between the classes in the body and interface of the pattern.

Definition 8: Module Vector Signature, extension of Module Signature
A module vector signature is a 3-tuple consisting of a pair of signatures and the
knowledge relation discussed above. This is represented as follows:
(T2 R)
where I represents the vector signature corresponding to abstract data types depicting

the main classes in the body or realization of the design pattern. . represents the vector

signature corresponding to the abstract data views (ADVs) depicting the main classes in

the interface or specification of the design pattern. R is the relation that captures the inter-

relationship between the classesin £ and X, . O

Definition 8a: Expanded Version of Module Vector Signature

A module vector signature is a 3-tuple consisting of three pairs. The first component of
each pair is a vector signature representing the classes of the corresponding abstract data
types and the second component represents the knowledge relation that define the actual
binary relationship between the instances of the abstract data types and between abstract

data types and binary relationships. This is represented as follows:
LLELR)=(E]R), (LR WEL), )
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where R, € R"and R= UR.

1513

and

R =R =(Alg(E") U R ) XAlg(E"). 0

R is defined to be a set of binary relationships between the entities in a design
pattern. The binary relationships can be defined between abstract data types (or classes)
in the design pattern or between an abstract data type and a binary relation that has been
defined in the design pattern. As a result there are at least two kinds of binary
relationships to be considered in the specification of design pattern: (1) The primitive
binary relationship between abstract data types and (2) A higher order binary
relationships between abstract data types and primitive binary relationships. Conceivably,
this process of defining higher order relationship can be continued, defining tertiary and
quaternary relationship similar to the concepts in the entity relationship (ER) model.

The schematic design pattern shown in Figure 9.5 shows a relationship in the
specification that does not explicitly exist in the realization. The binary relationship
between A and C, (4,C)eR, in the specification is preserved via transitivity of 4 to
B,(A,B)eR, and B to C, (B,C)eR, in the realization. The relationship between A and B is
that of inheritance. Hence, B is a fype of A. Therefore the set defining relationships
between B and C can be extended to include relationships between C and 4. This

accounts for the inclusion of the transitive closure condition in the above definition.
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Specification

e

R
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Figure 9.5: Schematic Representation of Design Patterns

Claim 1: Definition 8 is consistent

An important observation of definition 7 is that implicit in the definition is the fact that
there is a structural relationship existing between the two signatures. This relationship is
effectively the inheritance relationship. Therefore the basic module signature definition
can be extended to explicitly include the inheritance relationship. This form is shown
below:

E,2.)=02,.2,,1)

If the signatures in the vector export and import signatures are all empty except for one in
each vector signature then the vector module signature reduces to the module signature.

Consider

(Z:I! 2;! ‘R‘) = ((2:)l§|5u! (E!)].SESJN’ R+) = (Zlﬂt" Ee:-“ ;e* = ])

=((Z, =0.¢.....20,....2,=0),(Z, =0, 4,.... ... 0). R = 1)
=@ =)
=, L. 1)
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with 1<i<n, X =¢, forizkand 1<e<m, I, = ¢, for e#l.

and £, =(4,6)=¢ and I =(Z, =@,....8,%, #6.0,....4,.5, =¢)=Z, .

Thus, the more general vector module signature reduces to the simpler module signature.

Definition 9: Modularized Abstract Data Type

i

1.

A modularized abstract data type for the module signature (2, Z.) or, briefly, a (X,
e)-module is a total function

M Alg(Z,) - p(Alg(X,))
such that for each algebra 4 e A/g(Z,) the class M (A4)c Alg(Z,)is an abstract

data type.

A (Z,,Z,)-module M is called persistent for an algebra Ae Alg(X)), if:
for each B € M(A):
(A|1Z,nZ,)=(B|Z,NL,).
It is called persistent if it is persistent for all 4 € A/g(Z,).
A (Z, X.)-module M is called consistent for an algebra Ae Alg(Z,), if M(A)# ¢.
It is called consistent if it is consistent for all Ae Alg(X)).

A (2, X.)-module M is called monomorphic for an algebra A e Alg(X,), if M(A) is

monomorphic. It is called monomorphic if it is monomorphic for all 4 € Alg(X,).
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Informally, persistency means that the inherited sorts and operations have the
same meaning in A and M(4) up to isomorphism. Consistency expresses the fact that the
mapping M is “effective”.

Clearly, an abstract data type may be viewed as a “constant” module, ie., a

module with-an empty import signature.

Definition 10: Modularized Vector Abstract Data Type, extension of modularized ADT

A modularized vector abstract data type for the module signature (£),X) R") is a family
of total functions that define the relationships between the various classes in a design
pattern. £ =(Z,Z,,...,2,) and Z} =(Z,,%,,...,Z,) are vector signatures representing

abstract data types corresponding to classes in the main body (realization part) and
interface (specification part) of a design pattern respectively.

i. The realization part of the modularized vector abstract data type for the module
signature (Z},Z), ") is defined by the following function:
M, Alg(X,) — p(Alg(Z,))
where the following conditions hold: 1<k,/<m and k# /and £,,%, € £ and for

each algebra A € Alg(Z,) the class M,(A4) < Alg(Z,) is an abstract data type.
it. The specification part of the modularized vector abstract data iype for the module

signature (Z),Z), R) is defined by the following function:

M, | 4D - | pgE)

l<k<m Isi<n



where the following conditions hold: 1<k <m, £, €X] and 1</<n, £, € X and

for A€ p(Alg(Z,))the class M, (A4) < (Alg(Z,) is an abstract data view. ]

The function M, effectively defines the use of object-oriented design principles
such as inheritance, composition, and aggregation in the progressive build up of the
realization part of design patterns.

The mapping allows subsets of the component ADTs of the design pattern to
present their interfaces through a combined abstract data view. The ADV can be used to
specialized or extend the functionality provided by the component ADTs comprising the

realization part of the design pattern.

Definition 11: Loose Module Specification

Let L be a logic.

i. Abstract Syntax: A loose module specification in L is a pair msp=((Z,,Z,),P)
where (Z,,Z,)is a module signature with ¥, <X, and ®cL(Z,)is a set of
formulas.

ii. Semanticss: The meaning M(msp) of the loose module specification
msp=((Z,,Z,),®)is the(Z,,Z,) — module defined by:
M(msp)(A)={BeAlg(X,)|Bl=® and (B|Z,) = A4}

for each A€ Alg(X,). tl



Clearly, a loose module specification defines a persistent but not necessarily consistent

module.

Definition 12: Design Pattern Specification, Extension of Loose Module Specification

Let L bea logic.

1.

il.

Abstract Syntax

A design pattern specification in L is a pair dpsp=((Z],L),R"), D) where

(Z/,Z,,R")is a vector module signature with R = UR,' and (R,modifiest) ),

i*» el

l<i<3
(R modifies¥,), (Rymodifies(Z] UX.))and ®=D oD, with &, cL(X)and
O, cL(Z)). ® is a set of formulas that defines the derivation sequence to

establish a relationship between two instances (entities) of the abstract data types
corresponding to the vector signatures. R is the resultant static relationship that is
determined by @.

Semantics
The meaning M(dpsp) of the design pattern specification dpsp = ((Z,Z!,R"),®)is

the (Z,Z), R")-module defined by the following set of mappings:

1. The meaning of the relationships in the realization part of the design pattern
specification is given by:
M (dpsp)(A4) = {B € Alg(Z))| A|=, B,iff foreach op, €D,
A |=,, A..,implies (4,4, )eR and op,(4)=4,,}

Top i+l
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for each algebra Ae Alg(X,)and 1<k, /<mand k#/and %, ,Z,€Z and

AL A, e AlgZ)).
Note: A=y B=B|=D,.
2. The meaning of the relationships in the interface part of the design pattern
specification is given by:
M (dpsp)(A)={B € g(Alg(Z,)) | A|=¢, B,iff for each op, € D,,
A |=,, A, ,implies (4,4,

i+l 2

:opl 141 ) € R; and Opn (Ar ) = A.:-o-l }

for each Ae@(Alg(Z,))and 1<k<m,1<l<n,Z e€Xl’and Z, €] [

The set of formulas represented by @, characterizes the nature of the relationship
between abstract data types constituting the realization part of the design pattern that is

consistent with the mapping defined by M, of definition 10. @ is depicted as follows:

®, c L(Z)=(JLE)

isl<m
The set of formulas represented by @, characterizes the nature of the relationship
between the specification part and realization part of the design pattern that is consistent

with the mapping defined by M, of definition 10. @, is depicted as follows:

o, c L(Z)=(|JLE))

12l<n

We can think of 4|=, Bas having the meaning of abstract data type B derived

from abstract data type 4 through a sequence of formulas or operations belonging to® .

In addition, an operation is only permissible if the resulting relationships between the
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abstract data types for each of the derivation steps are contained in the transitive closure

of R. That is, if the following relationship holds:
4 =, A ifE(4,4,,)eR?
and op, e ® and 4., 4,,, € (Alg(Z})w o(Alg(E))

This process of deriving abstract data type B from abstract data type A can be interpreted

using a derivation tree for the operations in @ . The process of building the derivation

tree is constrained by the relationship set depicted by R" . Figure 9.6 gives the schematics

of the derivation tree for deriving B from 4.
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p, € Qiff (A4,A)eR?
A
op, € Oiff (4,4)€ R
A

ops € Qiff (4, A4;) € R*

op, € Qiff (4,,B)e R*
B

Figure 9.6: Schematic Derivation Tree for Vector Algebra B being derived from Vector
Algebra A

It is conceivable to have more than one derivation tree for a design pattern. Each

derivation tree will result in a difference structural version of the pattern. This variation

could account for differences in implementation approaches. For example, one

implementation may favor delegation over an inheritance-based strategy.
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The concept of derivation tree presented above can be used to give some insight
into the effort required to reuse a component. Algebra 4 represents the component to be
reused and algebra B represents the desired component. The derivation tree gives the
sequence of transformations that can be used to go from A4 to B. The sequence of

transformations is a quantitative measure of the effort to reuse a particular component.

9.2  Semantics of Design Patterns and their Specification Constructors
A reasonable representation for the Semantics of Design Patterns and their Specification
Constructors is presented based on the concept of Abstract Data Views (ADV) that was
proposed by Donald Cowan and his associates [Cowan 92, Cowan 93, Cowan 93a]. The
ADV specification is consistent with the theoretical model put forward in this work and is
based on the general principle of term writing system.

The semantics of the specification constructor for composition is given in terms of
the representation of both ADVs and ADTs. The interpretation of the relationship
between ADTs and ADVs is done using the variable owner (see Chapter 3). A general

schema for an ADV is shown in Figure 9.7.

ADV_Type = ADV [is ADV] [for ADT]

declaration X id =11

invariant Inv

component ADI" Tvpe = ADV [for ADV'] [for ADT']

component '..s;:.i.ﬁll“ ADV_Typel = ADV [for ADV'| [for ADT'|

component s.c(i‘rlnl“ ADV _Type2 = ADV |[for ADV'| [for ADT'|

function fila,, U k=1 .K)a, U, (=1..J)
declaration y, , ¥, ,(/=1,..,L)

external status,, -z, . ,(m=1,.,M)
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where status, . € {'w",'rd '}

m,j
pre_condition pre _ADV _ f,
post_condition post _ADV _ f,
event e,(b,,:R,,;0=1.,0,)n=1..,N)

declaration v, , : S, ,,(p =1,...,P)

a.n

external status,, :w,,,(q=1,...,0),

R ool B
where status,,, € {w: S }

pre_condition pre _ADV _e,
post_condition post _ADV _e,
end ADV

Figure 9.7: A General Schema for an ADV

In the schema of Figure 9.7, the declaration "ADV Type = ADV[is ADV][for ADT]"
expresses the definition of a type ADV. The symbol "[..]" encloses optional syntactic
items, i.e., the declaration "is ADV" and "for ADT" are optional. The declaration "is
ADV" represents the inheritance relationship, i.e., the ADV Type is being defined as a
specialization or extension of another ADV Type. The declaration "for ADT" represents

the association of an ADV_Type with an ADT Type.
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ADT Type = ADT
declaration Yio Lo =1,...1)

invariant Inv
component ADT Twpe= ADT
function 7, 5;,,,- :a,,-;k = l,...,E; )c_u+1,; U i (J= ],..‘,j)

declaration ;,_J IF;,; (= 1,.,.,5)

external status,, , : zm;,(m=1,.,M)

Ry e af
where status,, . € {wr' ) rd }

pre_condition pre ADT _ f

post_condition post _ ADV _ f
end ADT

Figure 9.8: A General Schema for an ADT

An ADV Type is composed of a declaration part, invariant, components, functions, and
events. The declaration part represents the private variables of the ADV Type. The
invariant part describes the constraints on variables that compose the ADV Type. The
components represent the structural composition of the ADV Type. Finally, the functions

and events describe the behavior of the ADV_Type.

A general schema for an ADT is presented in Figure 9.8. The symbols and constructs
used in this schema are the same ones used in the ADV representation. The variable
owner represents the association of an ADV with an ADT. This association is illustrated

by the representation in Figure 9.9.

ADV_Type = ADV for ADT

declaration - T o (. )
ovwner : ADT Tyvpe
invariant Inv

component ...
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function fi@; U pik=1..K)a,,; :Upy,(G=1...7)
declaration y, . :V, (I =1,...,L)

external status,,  :z, ,(m=1,..M)

T B TH

where status,, . € {wr' rd'}

pre_condition pre ADV _ f,
post_condition post _ADV _ f,
event e (0.t Byt 02 )0 =1 N)

declaration v, : S, . (p=1,...,P)

external status, . w, ,,(q=1,...,0),

\ TR ]
where sialus, , € {wr' rd'}

pre_condition pre _ADV e,
post_condition post _ADV e,
end ADV

Figure 9.9: A General Schema Showing Inclusion of an ADT in an ADV

9.3  Closure of Design Pattern under Composition

Let X =(X,Z,,....,) be a vector signature. The composition of two X -
homomorphisms, say H:4—>B and G:B—>C, yields a X, -homomorphism

G oH : A— C thatis a family of functions of the form G H = (g.°h,)

i=l.n-

Theorem

For any vector signature I the composition of two I -homomorphisms yields a X -

homomorphism.
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Proof:
Given a vector signature X =(Z.X,,....Z )and the two £, -homomorphisms

H:A—> B and G:B— C, we want to show that GoH : 4 — C satisfies the vector

homomorphism condition, thus,
G o H(A(W)@,,a,,....a,)= C(w)G - H(@),G  H(@,),...,G > H(@,)).
That is,
goh (A)w)@), g h.(A4,)(w,)(@,),....g o h.(4,)(w,)@,)
= Ci(w)(g 2 h,(@)).Ci(w,)g o . (a)),....C,(w, g e h.(@,))
Therefore, we have
G(H(A(w)@,a,,...,a,) = G(B(w)(H (&),H(@,),....H (a,))
= G(B,(w)(h,(@)),B,(w,)("+(@,)),..., B,(w,)(h,.(@,)))
- Applying vector homomorphism condition
= g, (Bw)(h, (@))).g,: (B, (w,)(h:(@))),....&,.(B,(w,)(h,(@,)))
- Applying G component wise
= G, 2h,(a)),.Co(w, g 2 © 12 (@,),....C.(W, )8, b, (a@,))
= GG e H(a)),C,(w, (G = H(@,)),...,C,(w,)(G > H(a,))

=C(WXG o H(@),G o H(@,),....G H@,))



9.4  Examples Illustrating the Use of the Formalism Presented Above

The Factory Method design pattern primary intent is to define an interface for creating an
object, but let subclasses decide which class to instantiate [Gammal995]. Thus, the
Factory Method lets a class defer instantiation to subclasses. Figure 9.10 provides a

generic structure of the Factory Method design pattern.

[ <<Entit>>
<<Enlity>> Creator AnOperation() B
Hrogbete, =4 0 [ el i
*FactoryMethod() . - -
. *AnGperation() Product *product = FacinyMethod
.“n\ 1
i
<<Enlitys> <<Enbty:=>

ConcrataProduct ConcreteCraalor

SactoryMethod() |

==---[return new ConcrateProduct bl

Figure 9.10: Generic Structure of the Factory Method Design Pattern

Use of the Factory Method design pattern is applicable when either of the
following conditions apply: (1) a class can’t anticipate the class of objects it must create,
(2) a class wants its subclasses to specify the objects it creates, or (3) classes delegate
responsibility to one of several helper subclasses, and you want to localize the knowledge
of which helper subclass is the delegate [Gamma 1995]. The Factory Method is ideal for
use in frameworks that use abstract classes to define and maintain relationships between

objects. Frameworks are often responsible for creating the objects as well.
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Figure 9.11 gives an instance of the Factory Method design pattern that can be

used in a multiple document framework. The key abstractions are Document and

Application. The Factory Method pattern encapsulates the knowledge of which

Document subclass to create and moves this knowledge out of the framework.

Application subclasses redefine an abstract CreateDocument operation on Application to

return the appropriate Document subclass. Once an Application subclass is instantiated,

the application subclass can then instantiate application-specific Documents without

knowing their classes.

<<Entity>> <<Enlity>>
Document Application
R1 &docs - List<Document™>
0.n ) )
$0pan() NewDocument() &S
*Cigse() |+has +belongs *CreateDocument() [
*Save() *NewDocument() )
*Rever( *0penDocument() Docement *doc = CreateDocument
docs Add(doc)
doc->0Opeen
}
<<Enlity>>
<<Entity>> MyAaplicalion
MyDocument << --- instantiates - -- - -
“CreateDocument() [~~~ -~
77| return new MyDocument Ij

Figure 9.11: Instance of Factory Method Design Pattern

The Factory Method design pattern for the document framework is represented by

FM ,,, using the formalism presented above. Thus,

FM p, = ((A1g(Z)), R), (Alg(27). R, ), ((AIg(Z7) w AIg(Z))), R,))
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The realization part of the factory method design pattern is represented by the tuple
(Alg(Z}),R,) . These components are explained below.
Y = ((Z pocumen: = ({void,...},{Open : void — void ,Close : void — void,
Save : void — void , Revert : void —» void, .. })),

(2 pspocumen: = ({Document void.,...},{Open : void — void,Close : void — void,

Save : void — void , Revert : void — void, .. .})),

(Z 1 piicanon = ({Document,void int,.. .},
{CreateDocument : void — Document,
NewDocument : void — int ,
OpenDocument : string — int,...})),

(Z s pappiicanon = ({Application, Document, void,int, ...},

{CreateDocument : void — Document,

NewDocument : void — int ,

OpenDocument : string — int,...})))

The class of ¥ -algebras corresponding to X is represented by A/g(X)),
Alg(Z}) = (Document, MyDocument, Application, MyApplication) .

The relationships between the algebraic entities is represented by R,
R, ={ (R1, Aggregation, Document, Application, belongs, has, 1, 0..n),

(nil, Inheritance, MyDocument, Document, nil, nil, nil, nil),

(nil, Inheritance, MyApplication, Application, nil, nil, nil, nil),
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(mil, Instantiates, MyApplication, MyDocumnet, nil, nil, nil, nil) }

The Specification part or interface of the Factory Method design pattern is
represented by the tuple (4/g(Z)),R,). There is no explicit specification part or interface
corresponding to this design pattern. However, the Application and the set of
ConcreteApplication classes can be combined to form the interface specification for this

pattern. In addition, it is quite easy to extend this pattern with an interface. Figure 9.12

shows an expanded example that has an interface.

«<Entity»> <<Enlity>>
Document Aaglication <clnterdface>>
frow Doc Exampie) o Vow Doc Exawple) htAaplication
a) 10Qp¢'m:£idmw"
SCoeng +has +belongs R # -4 %newlocument(
SClose() SCreateCocument) VCpenlocument()
®53m( Sive wlocument() % SaveDocument ()
Shevod() SCpentocument() S e vedOocunent()
<<intedfacer>
IntApplicationY
<<Entity>> ACreateDocument) einteracess
<<Entity>> Applicationy o RFeeT $HewDocumeni) IntApplicationX
Documenty | . --4(fem Doe Example) d“ $0pendocumenty
(tram Doc Example) :Swlbowmlnﬂ WCreatebocument)
WCreateDocument() fevesoumenty $HewDocument
”,.‘-"' $0penDocument)
R4 $SaveDozument
<<Entity>» €<Enlity> Pk $AeverdDocument)
DocumentX hef--ccuo oo .... o o R R R RS i S ApplicationX,

SLreateDocument)

Figure 9.12; Factory Method Design Pattern with Interface

The interface corresponding to Figure 9.11 is given by (A4/g(Z!),R,) where we
have the following:

Z, = (., icanon = ({Document void,int,.. .},
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{CreateDocument : void — Document,

NewDocument : void — int ,

OpenDocument : string — int,...})),

(Z gappiicann = ({Application, Document void, int, ...},
{CreateDocument : void — Document,

NewDocument : void — int ,

OpenDocument : string —» int,...})))

The class of I -algebras corresponding to X! is represented by A/g(Z),

Alg(XE)) = (Application, MyApplicationX)

The relationships between the algebraic entities in the interface is represented by R,,

R, = { (nil, Inheritance, MyApplication, Application, nil, nil, nil, nil) }

The relationship between interface and the realization is represented by R,,

R, = { (nil, Instantiates, MyApplication, MyDocumnet, nil, nil, nil, nil) }

The interface corresponding to Figure 9.12 is given by (A/g(Z)),R,) where we

have the following:

e =% = ({Application, Document  void int,...},

intd pplication
{CreateDocument : void — Document,
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NewDocument : void — int ,

OpenDocument : string — int,...})),

(X appicarions = ({intApplication, Document, Document X ,void,int,...},
{CreateDocument : void — Document
NewDocument : void — int ,
OpenDocument : string — int,...})),

(2, uipptican oy = ({Applicatio n, Document , DocumentY ,void ,int,...

{CreateDocument : void — DocumentX ,
NewDocument : void — int ,

OpenDocument : string —> int,...})) )

The class of T -algebras corresponding to X is represented by A/g(Z)),

Alg(Z)) = (intApplication,intApplicationX ,intApplicationY’)
The relationships between the algebraic entities in the interface is represented by &,

R, = { (nil, Inheritance, intApplicationX, intApplication, nil, nil, nil, nil),

(nil, Inheritance, intApplicationY, intApplication, nil, nil, nil, nil) }

The relationship between interface and the realization is represented by R,

R, = { (R2, Realizes, intApplication, Application, nil, nil, nil, nil),

(R4, Realizes, intApplicationX, ApplicationX, nil, nil, nil, nil),

(R3, Realizes, intApplicationY, ApplicationY, nil, nil, nil, nil) }

Realize is a special form of inheritance. It allows you to inherit a subset of a signature.
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9.4.1 The Transformation Process of Building the Document Framework Pattern
The document framework version of the Factory Method design pattern shown in Figure
9.12 can be built using a sequence of elemental transformations that are consistent with

the permissible relationships.

The set of transformation operations include the following:
e Inheritance of operation

e Inheritance of sorts or types

e Addition of sort to the signature

e Addition of operation to the signature
¢ Rename of operation

e Rename of sort

e Addition of variable

e Rename of variable

e Aggregate a class to another

e Instantiate

e Realize a class by another

¢ Duplication of a design pattern

The sequence of transformation is as follows:
1. Duplicate the pattern in Figure 9.10
2. Rename Product to Document

3. Rename Creator to Application
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4. Rename ConcreteProduct algebra to DocumentX

5. Rename ConcreteCreator algebra to ApplicationX

6. Aggregate (Document, Application)

7. Add operation Open to Document

8. Add operation Close to Document

9. Add operation Save to Document

10. Add operation Revert to Document

11. Inherit operation Open (DocumentX, Document)

12. Inherit operation Close (DocumentX, Document)

13. Inherit operation Save (DocumentX, Document)

14. Inherit operation Revert (DocumentX, Document)

15. Rename operation (FactoryMethod, CreateDocument) Application
16. Update operation signature CreateDocument (void—Document) Application
17. Rename operation (AnOperation, NewDocument) Application

18. Add operation OpenDocument to Application

The resulting vector module signature after the above sequence of operations is given

below:
L= ((Z pooumen: = ({void,...},{Open : void — void ,Close : void — void,
Save : void = void , Revert : void — void,...})),
(Z pocumens = ({Document, void, ...}, {Open : void — void,Close : void — void
Save - void — void , Revert . void — void,...})),
(Z . phcaon = ({Document, void, int,...},

{CreateDocument : void — Document
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NewDocument : void — int ,
OpenDocument : string — int,...})),
z

appticanon = ({Application, Document, void int,.. .},

{CreateDocument : void — Document,

NewDocument - void — int ,

OpenDocument : string —» int,...})))

The relationships between the algebraic entities is represented by R, ,
R, ={ (R, Aggregation, Document, Application, belongs, has, 1, 0..n),
(nil, Inheritance, MyDocument, Document, nil, nil, nil, nil),
(nil, Inheritance, MyApplication, Application, nil, nil, nil, nil),

(nil, Instantiates, MyApplication, MyDocumnet, nil, nil, nil, nil) }

9.5  Applicability to Reuse
With the exception of the duplicate pattern operation, the operations presented above are
all elemental. Since the set of elemental operations needed to build a component is finite
then we can use the aggregate of the sequence of operations as a quantitative measure of
the effort to reuse a component. The operations can be fitted with a differential-weighting
scheme based on relative weights of the operations.

The prevailing conclusion of the collective wisdom of building complex
distributed software over the past decade or so is that the software construction process

must be iterative and incremental. The software practitioner must have a very good
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understanding of what he wants to build and must be able to give a reasonable
specification of it, albeit incomplete. A tool environment that takes advantage of the
above mentioned formal principles will give the practitioner the ability to play scenario
games with very complex modules specification and therefore help to guide the
development process-.

The formal principle explored above can be incorporated into the very large-scale
software construction process to facilitate automatic program verification. Given the
beginning and ending specifications, a tool could use the principles above to verify that
the resulting component is consistent. In fact, it would be able to identify the offending
code giving developers the ability to zero in on supposedly suspected code.

The applicability of the formal principles explored in this thesis to automatic
program verification can be put into the format of a theorem prover based on the
principle of interpretation between theories [Enderton 1972]. The vector signature
concept can be incorporated into a logic based on predicate calculus. This can then be
used to represent a design pattern as a theory, to which the principle of interpretation
between theories can be applied. Thus, we can develop a formal mathematical basis for

the theorem prover.
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Chapter 10

Conclusions and Future Work

Software reuse is the reapplication of a variety of existing knowledge during the
construction of a software system in order to reduce the effort of development and
maintenance of the new system. This reused knowledge includes artifacts such as domain
knowledge, development experience, design decisions, architectural structures, module-
level implementation structures, specification, design, code, etc. Different reuse
techniques may emphasize or de-emphasize certain of these artifacts.

Creating a complex software system with a smaller amount of effort and less
cognitive burden on the part of the software developer implies a higher level of
abstraction. For a developer to effectively select, specialize, and integrate reusable
artifacts, the reuse technology must provide natural, succinct, high-level abstractions in
which the abstraction specifications describe the artifacts in terms of what they do. The
ability of a developer to practice software reuse is primarily limited by the abstraction
mechanism employed by the reuse technology. That is, there must be a small cognitive
distance between informal reasoning and the abstract concepts defined by the reuse
technology.

Why is software reuse so difficult? The answer is simply that raising the level of
abstraction of an artifact is extremely difficult. For example, early reuse required the
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development of the entire body of knowledge of Formal Language Theory before
unlocking the secrets of compiler construction.

The object-oriented approach to software development has emerged as one of the
primary vehicles for the realization of software reuse. The features of inheritance,
dynamic binding, and polymorphism offered by this paradigm provide an extremely
powerful and elegant approach to software reuse, which differs fundamentally from other
mechanisms.

Design patterns express the static and dynamic structures and collaborations of
components in software architectures. Patterns aid the development of extensible
distributed system components and frameworks by expressing the structure and
collaboration of participants in software architecture at a level higher than (1) source
code and (2) object-oriented design models that focus on individual objects and classes.

Design patterns are an effective mechanism for capturing successful designs and
micro-architectures. Expressing proven techniques as design patterns makes them more
accessible to new systems and thus facilitates greater reuse. The ability to reuse a
successful pattern without any modification is highly desirable. However, this is hardly a
realistic expectation because the interface exported may not be an exact match. Hence,
the next best thing is to be able to superimpose on the design pattern the requisite

interface. The abstract data view (ADV) concept performs this task perfectly.

10.1 Summary
We have shown how to use the concepts of ADV, design pattern, and software
architecture to create a very powerful software architecture framework for developing
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new applications and integrating existing applications into a unified adaptive business
centric solution. To illustrate the approach, we have applied this framework to solving the
OSS integration problem in the telecommunications industry.

We have presented a model-based software development approach. This is an
approach to raise the abstraction level at which application developers work and to
automate the process of translation from an application model to its corresponding
distributable runtime component. The basic thesis here is that we can effectively reverse
the effort role in the software development process in which about 80% of the
development effort goes into the development of infrastructure services and 20% into the
development of application logic.

We have presented a mathematical formalism for the specification of design
patterns. This specification constitutes an extension of the basic concepts from many-
sorted algebra. In particular, the notion of signature is extended to that of a vector,
consisting of a set of linearly independent signatures. The linearly independence property
is necessary to satisfy non-interference that is essential for compositional based
construction. This is of fundamental concern in the building of large-scale software
systems where we have the composition of smaller components to form larger
components. The approach can be used to determine efforts for component reuse and
facilitate program verification. The approach has the potential to be able to aid complex

software development by providing the developer with different design alternatives.
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10.2  Future Work

The material from Chapters 8 and 9 present opportunities for the construction of various
tools to explore the concepts proposed by this research effort. The algebraic specification
formalism presented illustrates an approach to determine the effort to reuse a software
artifact. This concept can also be applied to automatic program verification and other
related concepts.

The applicability of the formal principles explored in this thesis to automatic
program verification can be put into the format of a theorem prover based on the
principle of interpretation between theories [Enderton 1972]. The vector signature
concept can be incorporated into a logic based on predicate calculus. This can then be
used to represent a design pattern as a theory, to which the principle of interpretation
between theories can be applied. Thus, we can develop a formal mathematical basis for
the theorem prover.

The proposed adaptive integration architecture can be combined with the model-
based software development approach presented in Chapter 8 to provide a very powerful
IDE. The architecture framework could be transparently provided by the IDE along with
all the relevant infrastructure services. Such an environment would definitely facilitate
raising the abstraction level at which application developers work by allowing them to
focus on pure application model specification using a meta-metamodel formalism. The
application model is independent of infrastructure and imperative programming language
specificities.

The adaptive architecture technique explored in this research undertaking is of a

generic nature and applicable to any customer centric business software application that
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is transactional by nature. Some of the relevant application domains include financial
services, telecommunication OSSs, item tracking, energy and water utilities, back-office
item processing, and office automation. Applying the proposed approach to such systems

will provide further experiments in supporting the findings of this research effort.
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