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Pressure swirl atomizers are commonly used in IC, aero-engines, and liquid propellant rocket combustion. Understanding the atomization process is important in order to enhance vaporization, mitigate soot formation, design of combustion chambers, and improve overall combustion efficiency. This work utilizes non-invasive techniques such as ultra-speed imaging, and Phase Doppler Particle Anemometry (PDPA) in order to investigate the cascade atomization process of pressure-swirl atomizers by examining swirling liquid film dynamics and the localized droplet characteristics of the resulting hollow cone spray. Specifically, experiments were conducted to examine these effects for three different nozzles with orifice diameters .3mm, .5mm, and .97mm.

The ultra-speed imaging allowed for both visualization and interface tracking of the swirling conical film which emanated from each nozzle. Moreover, this allowed for the measurement of the radial fluctuations, film length, cone angle and maximum wavelength. Radial fluctuations are found to be maximum near the breakup or rupture of a swirling film. Film length decreases as Reynolds number increases. Cone angle increases until a critical Reynolds number is reached, beyond which it remains constant.

A new approach to analyze the temporally unstable waves was developed and compared with the measured maximum wavelengths. The new approach incorporates the attenuation of a film thickness, as the radius of a conical film expands, with the classical dispersion relationship for an inviscid moving liquid film. This approach produces a new long wave solution which accurately matches the measured maximum wavelength swirling conical films generated from nozzles with the smallest orifice diameter. For the nozzle with the largest orifice diameter, the new long wave solution provides the upper bound limit, while the long wave solution for a constant film thickness provides the lower bound limit. These results indicate that temporal instability is the dominating
mechanism which generates long Kelvin Helmholtz waves on the surface of a swirling liquid film.

The PDPA was used to measure droplet size and velocity in both the near field and far field of the spray. For a constant Reynolds number, an increase in orifice diameter is shown to increase the overall diameter distribution of the spray. In addition, it was found that the probability of breakup, near the axis, decreases for the largest orifice diameter. This is in agreement with the cascading nature of atomization.
“We choose to go to the moon in this decade and do the other things, not because they are easy, but because they are hard, because that goal will serve to organize and measure the best of our energies and skills, because that challenge is one that we are willing to accept, one we are unwilling to postpone, and one which we intend to win, and the others, too.” - John F. Kennedy
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CHAPTER 1: INTRODUCTION

1.1 Pressure-Swirl Atomizers

Pressure-swirl atomizers are commonly used in IC, aero-engines and liquid propellant rocket combustion. Pressure-swirl atomizers allow for the atomization of high volume fuel flows into micron sized droplets. This is beneficial because it is shown that smaller droplet sizes lead reduced vaporization time.

Therefore, the droplet size profile is of high interest. However, the droplet size profile is influenced by many factors such as the flow field characteristics, droplet-droplet interactions. In total, all these factors can be grouped together into one phenomena: the cascading nature of pressure-swirl atomization.

1.2 Cascade Atomization

Cascade atomization in general is a complex phenomenon which includes many breakup processes which occur sequentially or sometimes even simultaneously. For instance, a velocity discontinuity between the interface of an ambient environment and thin liquid film may cause unstable surface waves to grow on the surface of the liquid film and lead to the breakup of the liquid film into ligaments. The subsequently formed ligaments are then subject to unstable surface deformations caused by pressure fluctuations, which lead to the formation of droplets. Additionally, the droplets can be subject to either aerodynamic force or pressure fluctuations and breakup into daughter droplets as shown in figure 1.1. In the particular scenario of pressure-swirl atomization, it is shown that all these instabilities not only occur during the cascade atomization process, but occur at different sequences or at different flow regimes.
The individual breakup processes are governed by a form of hydrodynamic instability. Some hydrodynamic instabilities which occur during the cascade phenomenon are Rayleigh Taylor Instability (RTI), Kelvin Helmholtz instability (KHI), and Rayleigh Plateau Instability (RPI). RTI primarily occurs due to one fluid accelerating and penetrating another fluid with a different density. This penetration causes the formation of a mushroom-shaped head as shown in figure 1.2 (a). KHI primarily occurs due to unstable wave growth on a liquid interface of two fluids with different velocities. Wave formation is indicative of KHI as shown in figure 1.2 (b). RPI primarily occurs due to pressure fluctuations imposed in a liquid, with unstable curvature, by surface tension. RPI is often accompanied with a ‘pinch off’ mechanism as shown in figure 1.2 (c).
In the particular scenario of pressure-swirl atomization, it is shown that all these instabilities not only occur during the cascade atomization process, but occur at different sequences or in different flow regimes. This unique behavior demonstrates the complexity of the cascading nature of pressure-swirl atomization. In order to take the first step in understanding this phenomenon, the fundamental physics of liquid sheet atomization must first be discussed.
1.3 Literature Search In Thin Sheet Atomization

Atomization is a process consisting of linear and non-linear wave instabilities which induce breakup of a continuous fluid phase. Therefore to understand the atomization process, the type of waves which propagate within the dense fluid of a spray must be evaluated.

1.3.1 Dispersive Waves in a Dense Fluid

Rayleigh (1899) and Plateau (1873) were one of the first to discover that waves propagating on the surface of an incompressible fluid are dispersive in nature. Dispersive waves are unique in that they are characterized by the solution of a governing equation. Essentially a dispersive wave has the typical form

$$\xi = \xi_0 e^{ikx - i\omega t}$$ (1.1)

where $k$ is the wave number, $\omega$ is the angular frequency, and $\xi_0$ is the amplitude. It should be noted that if the solution to $\xi$ is separable, then the amplitude can be described as an oscillatory function $\xi_0(kx)$. From equation 1.1 it is apparent that there is a coupled behavior between $\omega$ and $k$, such that

$$\omega = \omega(k)$$ (1.2)

Equation 1.2 is often referred to as the dispersion relationship. The significance of the dispersion relationship is that a wave’s frequency is dependant upon the wave number.
For linear dispersions a more general form can be made with the use of Fourier integrals as

\[ \xi = \int_{-\infty}^{\infty} F(k)e^{ikx-\omega(k)t}dk \]  

(1.3)

From equation 1.3 the phase speed can be obtained as \( c(k) = \frac{\omega(k)}{k} \). However, dispersive waves are such that each wave in a wave train will have a different phase speed if the wave number(or wavelength) of a given wave is different from the companion waves. Essentially the wave train is considered an oscillatory train, where the amplitude fluctuates as a wave coalesces or travels past another wave. Therefore in terms of examining propagation of a wave train, the group velocity provides a more suitable interpretation of propagation.

\[ c_g = \frac{d\omega}{dk} \]  

(1.4)

Equation 1.4 is a powerful interpretation which can be used to described energy propagation or amplification (see section 3.3).

1.3.2 Short Wave and Long Wave Interpretation

Often the dispersion relationship displays behavior which is difficult to observe any tendencies. Therefore it is useful to use asymptotic analysis to observe the dispersion relationship for either asymptotically long wavelength(small argument for \( k \)) or or asymptotically short wavelength( large argument for \( k \)).

In order to simplify the dispersion relationship for long wavelength or short wavelength interpretation, \( \omega(k) \) must be asymptotically expanded for both small \( k \) and large \( k \), respectfully.
For long wavelength, $\omega(k)$ should be a form comparable to:

$$\omega(k) = K_0 + K_1 k + K_2 k^2 + K_3 k^3 + \mathcal{O}(k^4)$$  \hspace{1cm} (1.5)$$

For short wavelength, $\omega(k)$ should be a form comparable to:

$$\omega(k) = L_{-1} k + L_0 + L_1 \frac{1}{k} + L_2 \frac{1}{k^2} + L_3 \frac{1}{k^3} + \mathcal{O}\left(\frac{1}{k^4}\right)$$  \hspace{1cm} (1.6)$$

A few methods for obtaining long wavelength and short wavelength interpretations are regular perturbation expansion, and method of dominant balance. However, there are only a few unique solutions which contain both a short wavelength and long wavelength interpretation. Some of these unique solutions are hyperbolic functions and Bessel functions. If the dispersion relationship contains a combination of hyperbolic functions and/or Bessel functions, then the long wavelength and short wavelength interpretation can be found by simply substituting the respective function with its long wavelength or short wavelength approximation.

Table 1.1: Long and Short wavelength interpretations for hyperbolic tan, modified Bessel function of the first kind, and modified Bessel function of the second kind.

<table>
<thead>
<tr>
<th>Function</th>
<th>Long Wavelength Interpretation</th>
<th>Short Wavelength Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tanh k$</td>
<td>$k + \mathcal{O}(k^3)$</td>
<td>$1 + \mathcal{O}\left(e^{-2k}\right)$ or $1 + o\left(\frac{1}{k}\right)$</td>
</tr>
<tr>
<td>$I_0(k)$</td>
<td>$1 + \mathcal{O}(k^2)$</td>
<td>$\frac{e^k}{\sqrt{2\pi k}} + \mathcal{O}\left(\frac{1}{k^{3/2}}\right)$</td>
</tr>
<tr>
<td>$I_1(k)$</td>
<td>$\frac{k}{2} + \mathcal{O}(k^3)$</td>
<td>$\frac{e^k}{\sqrt{2\pi k}} + \mathcal{O}\left(\frac{1}{k^{3/2}}\right)$</td>
</tr>
<tr>
<td>$K_0(k)$</td>
<td>$\sim - \ln k$</td>
<td>$\sqrt{\frac{\pi}{2k}} e^{-k} + \mathcal{O}\left(\frac{e^{-k}}{k^{3/2}}\right)$ or $\sqrt{\frac{\pi}{2k}} e^{-k} + o\left(\frac{1}{k^{3/2}}\right)$</td>
</tr>
<tr>
<td>$K_1(k)$</td>
<td>$\frac{1}{k} + \mathcal{O}(k)$</td>
<td>$\sqrt{\frac{\pi}{2k}} e^{-k} + \mathcal{O}\left(\frac{e^{-k}}{k^{3/2}}\right)$ or $\sqrt{\frac{\pi}{2k}} e^{-k} + o\left(\frac{1}{k^{3/2}}\right)$</td>
</tr>
</tbody>
</table>
1.3.3 Linear Stability Analysis

Identifying instability in nonlinear solutions is quite difficult. Often instability is only recognized simply because the solution shows irregular behavior. However, in linear solutions, instability can be determined from the growth rate of the dependant variable.

For instance, let's examine the first order ordinary differential system shown below.

\[
\dot{x} = Ax
\]  

(1.7)

Where \( \dot{x} \) and \( x \) are \( m \times n \) matrices and \( A \) is a \( m \times m \) matrix. While this system can be solved for an exact solution, let's assume it cannot and expand \( x \) by a small parameter \( \epsilon \).

\[
x(t) = x_0 + \epsilon x_1 + O(\epsilon^2)
\]  

(1.8)

or

\[
x(t) \sim x_0 + \Delta x
\]  

(1.9)

Where \( x_0 \) is independent of \( t \) and \( \Delta x \) is a small perturbation. The first order system now looks like this.

\[
\dot{x} = \Delta \dot{x}
\]  

(1.10)

\[
\Delta \dot{x} = A \Delta x + Ax_0
\]  

(1.11)
Solving for the homogeneous equation, the solution is:

\[ \Delta x = \vec{v} e^{\lambda_m t} \]  

(1.12)

If \( \lambda_m > 0 \) then the small perturbation \( \Delta x \) would grow exponentially large. If that is the case than the solution would violate the definition. In other words the solution becomes unstable.

Now lets assume the small perturbation \( \Delta \xi \) represents the signal response of a wave train such that:

\[ \Delta \xi = \xi_0 e^{ikx - i\omega t} \]  

(1.13)

or

\[ \Delta \xi = G(x) e^{-i\omega t} \]  

(1.14)

Additionally, \( \omega \) can be decomposed into a real and imaginary part, \( \omega = \omega_r + i\omega_i \). Hence:

\[ \Delta \xi = G(x) e^{-i\omega_r t + \omega_i t} \]  

(1.15)

therefore

\[ \lambda_m = -i\omega_r + \omega_i \]  

(1.16)

It should be noted that the real component never becomes imaginary unless the wave number is imaginary. Therefore in order for the wave train to exhibit unstable growth \( Re(\omega_i) > 0 \). Hence, \( \omega_i \) is termed the growth rate.
While the example shown above is impractical, the underlying principle holds true. This will be shown in the upcoming sections.

1.3.4 Thin Liquid Sheet moving in Ambient Air

Thin liquid sheet moving in ambient air is a classical problem which gives insight into the atomization process for a liquid sheet (Squire 1953, Hagerty and Shea 1955, and Clark and Dombrowski 1972). Because of the density and velocity discontinuity, the thin liquid sheet is subject to Kelvin Helmholtz instability. Kelvin Helmholtz instability manifests itself as growing surfaces waves which ultimately causes the sheet to breakup in wavelength increments. Alternatively, this type of atomization is called wave disintegration.

1.3.5 Two Phase Flow Interpretation

In two phase flow, the phases are separated such that one is considered a continuous phase and the other phase is considered a dispersed phase. For this problem statement, the liquid sheet is the dispersed phase moving at a constant velocity $U_0$ and the ambient air is the continuous phase. The notation $g$ will indicate the continuous phase, while the notation $l$ will indicate the dispersed phase.

The short hand notation for derivatives will be used as shown below. $p$ stands for phase ($l$ or $g$).

\[
\frac{\partial \Xi}{\partial x} \bigg|_p = \Xi_{p,x} \tag{1.17}
\]

\[
\frac{\partial^2 \Xi}{\partial x^2} \bigg|_p = \Xi_{p,xx} \tag{1.18}
\]
1.3.6 Problem statement

Figure 1.3: Nonlinear instability of a plane liquid sheet (Jazayeri and Li 2000). It should be noted for the current problem statement \( h_0 = 2a \).

The thin liquid sheet is moving with a constant velocity \( U_0 \) and has an undisturbed film thickness \( h_0 \). Additionally, the interface is deflected by some \( \eta \).
1.3.6.1 Governing Equation

The governing equation is the continuity equation is nondimensionlized as \( u = \frac{u^*}{U_0}, v = \frac{v^*}{U_0}, t = \frac{t^*}{U_0 h_0}, x = \frac{x^*}{h_0}, \text{ and } y = \frac{y^*}{h_0/2} \).

\[ u_g, x + v_g, y = 0 \]  \hspace{1cm} (1.19)
\[ u_l, x + v_l, y = 0 \]  \hspace{1cm} (1.20)

Under the assumption of inviscid and irrotational flow, the governing equations can be further simplified as such.

\[ \phi_g, xx + \phi_g, yy = 0 \]  \hspace{1cm} (1.21)
\[ \phi_l, xx + \phi_l, yy = 0 \]  \hspace{1cm} (1.22)

1.3.6.2 Boundary Conditions

Using the free surface condition at the interface \( y = \pm 1 \), the kinematic boundary condition is obtained.

\[ \phi_l, y - \eta_j, t - \phi_l, x \eta_j, x = 0 \]  \hspace{1cm} (1.23)
\[ \phi_g, y - \eta_j, t - \phi_g, x \eta_j, x = 0 \]  \hspace{1cm} (1.24)
Where \( j = \pm 1 \) which represents either the upper or lower interface.

Given that the curvature of the interface is defined as \( f(x, y) = 1 + (-1)^j \eta_j \), the normal to the interface can be found as \( n = \frac{\nabla f}{|\nabla f|} \). Moreover the laplace equation can be obtained.

\[
\nabla \cdot n = \frac{(-1)^j \eta_{j,xx}}{(1 + \eta_{j,x}^2)^{3/2}} \tag{1.25}
\]

\[
P_g - P_l = \frac{(-1)^j \eta_{j,xx}}{W e_s (1 + \eta_{j,x}^2)^{3/2}} \tag{1.26}
\]

Where \( P = \frac{P^* h_0}{\sigma} \) and \( W e_s = \frac{\rho_1 U_g^2 h_0}{\sigma} \). Using the Bernoulli equation to solve for both pressures, the dynamic boundary condition can be determined as shown below.

\[
Q \phi_{g,t} - \phi_{l,t} + \frac{1}{2} Q (\phi_{g,x}^2 + \phi_{g,y}^2) - \frac{1}{2} (\phi_{l,x}^2 + \phi_{l,y}^2) = \frac{(-1)^j}{W e_s (1 + \eta_{j,x}^2)^{3/2}} \eta_{j,xx} \tag{1.27}
\]

1.3.6.3 Regular expansion

The three main quantities \( \eta_j \), \( \phi_l \), \( \phi_g \) can be expanded about a small parameter \( \epsilon \). Note that \( \epsilon \) is an artificial parameter, therefore can mean anything. For this study and also done in the work of Jazayeri and Li (2000), \( \epsilon \) will be taken as the ratio of the disturbance amplitude to initial amplitude.
\[\eta_j = \sum_{n=1}^{\infty} \varepsilon^n \eta_{jn}(x, t)\]  \hspace{1cm} (1.28)

\[\phi_t = \sum_{n=0}^{\infty} \varepsilon^n \phi_{tn}(x, y, t)\]  \hspace{1cm} (1.29)

\[\phi_g = \sum_{n=0}^{\infty} \varepsilon^n \phi_{gn}(x, y, t)\]  \hspace{1cm} (1.30)

### 1.3.7 First Order Solution $\mathcal{O}(\varepsilon)$:

\[\phi_{g1,xx} + \phi_{g1,yy} = 0 \quad \text{for } y \in [1, +\infty) \text{ and } y \in (-\infty, -1] \]  \hspace{1cm} (1.31)

\[\phi_{l1,xx} + \phi_{l1,yy} = 0 \quad \text{for } y \in [-1, 1] \]  \hspace{1cm} (1.32)

\[\phi_{l1,y} - \eta_{j1,t} - \eta_{j1,x} = 0 \]  \hspace{1cm} (1.33)

\[\phi_{g1,y} - \eta_{j1,t} = 0 \]  \hspace{1cm} (1.34)

\[Q\phi_{g1,t} - \phi_{l1,t} - \phi_{l1,x} - (-1)^j \frac{\eta_{j1,xx}}{We} = 0 \]  \hspace{1cm} (1.35)
1.3.7.1 Linear Solution for Sinuous Mode

Hagerty and Shea (1955) discovered that the two most predominant modes of instability, found on liquid sheet, were sinuous mode or varicose mode. Moreover, it was shown that sinuous mode tends to have a larger growth rate than varicose mode, for a liquid sheet. Sinuous mode has the form

\[ \xi = h_s \cosh k_ze^{i(kx-\omega t)} \]  \hfill (1.36)

All the solutions can take a normal form as shown below.
\[ \phi_{t1} = \psi_s \cosh ky e^{i(kx-\omega t)} \]  
(1.37)

\[ \phi_{g1} = \psi_s e^{\mp ky + i(kx-\omega t)} \]  
(1.38)

\[ \eta_{j1} = f e^{i(kx-\omega t)} \]  
(1.39)

Therefore equations 1.31 - 1.35 above can be solved to yield Squire’s solution.

\[ Q\omega^2 + (k - \omega)^2 \tanh(k) - k^3 We^{-1} = 0 \]  
(1.40)

\[ \omega_r = -\frac{k \tanh k}{\tanh k + Q} \]  
(1.41)

\[ \omega_i = \pm k \sqrt{Q \tanh k - (\tanh k + Q)k/We} \]  
(1.42)

Figure 1.5 shows the typical growth rate plot. The growth rate observations, give more insight into the range of unstable wave numbers there are. Also, the maximum value of a growth is used as an indication of where breakup or rupture of a sheet will occur.
1.3.7.2 Long Wave and Short Wave Interpretation of Squire’s solution

From table 1.1 we see that for long wavelength \( \tanh k \sim k \) and for short wavelength \( \tanh k \sim 1 \). This value can be plugged into the dispersion relationship or growth rate to get better insight of the problem.
Long wavelength interpretation of Squire’s Results:

\[ \omega_i = \frac{k\sqrt{Qk - (k + Q)k/W_e}}{k + Q} \]  

Short wavelength interpretation of Squire’s Results:

\[ \omega_i = \frac{k\sqrt{Q - (1 + Q)k/W_e}}{k + Q} \] 

While Squire’s results are simply enough to solve the entire equation, other dispersion models are not as easy to interpret. Therefore using long wavelength or short wavelength interpretation can be beneficial.

1.3.8 Second Order Solution \( \mathcal{O}(\varepsilon^2) \)

While linear solution allows us to evaluate instability, it does not demonstrate breakup of a liquid sheet. In order to examine breakup of a liquid sheet, the solution must be expanded to at least a second higher term.

\[ \eta_{j2} = \psi_{j2}e^{2ikx} + \overline{\psi}_{j2}e^{-2ikx} \]  

\[ \omega_{2r} = \frac{2k \coth 2k}{\coth 2k\rho} \]  

\[ \omega_{2i} = \pm \frac{2k\sqrt{\rho \coth 2k - (\coth 2k + \rho)2k/W_eh}}{\coth 2k + \rho} \]
where the coefficients are given as shown below.

\[
\psi_j = (-1)^j \left( A_1 e^{i\omega_2 t} + A_1 e^{i\omega_2 t} + A_2 e^{2i\omega_1 t} + A_2 e^{2i\omega_1 t} + A_3 e^{2i\omega_{1r} t} \right) \tag{1.48}
\]

\[
A_1 = \frac{C}{(\omega_2 - \bar{\omega}_2)(\omega_2 - 2\omega_1)} + \frac{\bar{C}}{(\omega_2 - \bar{\omega}_2)(\omega_2 - 2\omega_1)} + \frac{E}{(\omega_2 - \bar{\omega}_2)(\omega_2 - 2\omega_{1r})} \tag{1.49}
\]

\[
A_2 = \frac{\bar{C}}{(\omega_2 - \omega_1)(\omega_2 - 2\omega_1)} \tag{1.50}
\]

\[
A_3 = \frac{E}{(\omega_2 - \omega_{1r})(\omega_2 - 2\omega_{1r})} \tag{1.51}
\]

\[
C' = -\frac{1}{32} \left( (\tanh k^2 + 4 \coth 2k \tanh k - 5)(\bar{\omega}_1^2 + 2k\bar{\omega}_1 + k^2) \right) \tag{1.52}
\]

\[
E = -\frac{1}{16} \left( (k^2 + 2k\omega_{1r})(\tanh k^2 + 4 \coth 2k \tanh k - 5) \right.
\]

\[
+ 2(\omega_{1i}^2 + \omega_{1r}^2)(\tanh k \coth 2k + \frac{1/2}{\tanh k^2 - 3/2})
\]

\[
- 2(\omega_{1i}^2 - \omega_{1r}^2)(\tanh k \coth 2k - 1) - 1 \right) \tag{1.53}
\]
Figure 1.6: The breakup evolution as higher harmonics are introduced to the solution (Jazayeri and Li 2000). (a) Only the first harmonic exists. The solution is linear and sinuous. (b) Second harmonic is introduced and causes pinch off behavior. (c) Third harmonic causes more undulations on the sheet.

Figure 1.6 shows the effect of nonlinearity in the solution. Figure 1.6 (a) shows the linear solution for a unstable $k$, or $Re(\omega_i) > 0$. While the solution shows large sinuous deformations, it is not necessarily breaking up. However, from figure 1.6 (b) it is observed that a pinch off mechanism is occurring. This is due to the contribution of the second order harmonic which acts as a varicose mode. The second order varicose mode is smaller in magnitude than the fundamental
harmonic. However, the varicose disturbance is 180 degrees out of phase with the fundamental harmonic. Thus, while the interface deforms over a large time, the second harmonic induces pinching which leads to breakup.

This result determined by Jazayeri and Li(2000) is profound. This finding concludes that the breakup of a thin sheet is actually governed by the nonlinear effects which induce varicose disturbances, over a long time. However, does this result hold true for an attenuating sheet, where time scales are much smaller? This will be examined in 3.2.

1.3.9 Influence of Thin Liquid Sheet Atomization in Pressure-Swirl Atomization

Pressure-Swirl atomization is distinctly different from thin liquid sheet atomization. Two major differences are that in pressure-swirl atomization the sheet is swirling and the film thickness is attenuating. However while these are significant distinctions, these distinctions do not discredit the use of thin liquid sheet atomization theory in the examination of pressure-swirl atomization. In fact, Crapper and Dombrowski (1975) and Mehring and Sirignano (2001) have demonstrated that the dispersion relationship for annular sheet with aerodynamic effects, and annular sheet with swirl effects respectively can be reduced to the 2-D counterpart if radius is very large or if $\frac{\lambda}{h} \sim 1$. Therefore, under certain criteria 2-D assumption becomes valid. An additional scope of this work is the examination of when 2-D assumption is valid.

1.4 Significance Of This Work

The breadth of this work covers broad aspects of atomization which have been touched upon by previous work. Therefore it is important to distinguish the current work from past work.
Table 1.2: Summary of Past Work and Current Work done within the topic of pressure-swirl atomization.

<table>
<thead>
<tr>
<th>Contribution</th>
<th>Saha et al. (2012)</th>
<th>Lee et al. (2013)</th>
<th>Current Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investigated droplet size and velocity profile</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Investigated unstable wavelengths</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Investigated coalescence of droplets</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Investigated liquid film velocity field</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Investigated the swirl effect on atomization</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Investigated the attenuating film thickness effect on film rupture</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Investigated droplet breakup in the near field</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

This current work is an addendum to the previous work done in pressure-swirl atomization by Saha et al. (2012) and Lee et al. (2013). The significance of this work is that further influence of the swirling conical film and the breakup process of both the liquid film and droplets were examined. In particular, the swirl behavior, attenuating film thickness effect on film rupture were all investigated in order to add further insight into cascade atomization of pressure swirl atomizers. Table 1.2 catalogs both the previous work and the current work.
In this thesis, cascade atomization phenomena is studied for pressure-swirl atomization. The novelty of this work is in connecting liquid sheet dynamics and droplet dynamics with cascade atomization phenomena. This work also brings further insight into the swirling behavior and effect on film formation and breakup, which has never been shown before.

The experimental studies were conducted on a setup consisting of an autoclave and downward spray nozzle configuration in an open environment. The open environment allowed for the use of two different optical diagnostic systems, ultra-speed imaging and Phase Doppler Particle Anemometry (PDPA). Chapter 2 details the experimental setup used along with both diagnostic systems used. The ultra-speed imaging allowed for examination of the swirling liquid film and the fluctuations which occur on the interface of the film. The PDPA allowed for examination of droplet size and velocity profile and distribution and local points within both the near field and far field.

This work reports the correlation between linear 2-D analysis with the experimental observations of the swirling and undulating liquid film. In Chapter 3, theoretical analysis and experimental observations of the attenuating film thickness influence on the dynamics of the film have been delineated. Additionally, the influence of temporal instability on film rupture have been determined and classified.

Finally, Chapter 4 further explores the concept of cascade atomization in pressure-swirl atomization by examining the droplet dynamics. Moreover, a new theoretical model and criteria were developed to corroborate the influence of cascade atomization. The breakup and coalescence characteristics were examined for droplets in the near field and the far field.
CHAPTER 2: INSTRUMENTATION AND EXPERIMENTAL SETUP

2.1 Global Setup

The cascade phenomena was examined using three different simplex nozzles as the pressure-swirl atomizers. Table 2.1 displays the properties for each nozzle. Flow number, $FN$, represents the effective area which the fluid or spray covers. In other words, as flow number increases, the area exposed to the emanating spray increases.

Table 2.1: Properties for all three Nozzles used.

<table>
<thead>
<tr>
<th>$FN (lb_m/hr/\sqrt{psi})$</th>
<th>Orifice Diameter(mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>1.7</td>
<td>0.5</td>
</tr>
<tr>
<td>8</td>
<td>0.97</td>
</tr>
</tbody>
</table>

When fluid enters the nozzle, the flow is directed into a tangential port and into a swirl chamber. Once inside the swirl chamber, the fluid swirls around a circumferential diameter at a pitch angle. Once the swirling fluid reaches the orifice exit, the fluid emanates as a swirling liquid film. The internal geometry can be seen from figure 2.1.
However, in order for the swirling liquid film to radially expand, the inertia of the fluid must be very large. Therefore an autoclave was used as shown in figure 2.2. Liquid is poured into the autoclave and pressurized with nitrogen gas. Once the desired autoclave pressure is reached, the fluid is passed through piping which ultimately leads to the nozzle. The operating autoclave pressures were from 3 bar to 32 bar.
Certain parameters can be calculated with the global setup alone. $U_{scale} = \sqrt{\frac{2\Delta P}{\rho_l}}$ is the theoretical velocity of the emanating liquid film (Kohnen et al. 2010). $\Delta P$ is the difference between the autoclave pressure and the ambient pressure and $\rho_l$ is the density of the liquid. With this the Reynolds number can be calculated as $Re = \frac{\rho_l D_{orifice} U_{scale}}{\mu_l}$ where $D_{orifice}$ is the orifice diameter (can be found from Table 2.1) and $\mu_l$ is the dynamic viscosity of the liquid. Additionally, the Weber number for the liquid sheet can be calculated as $We_s = \frac{\rho_c h_0 U_{scale}^2}{\sigma}$ where $\rho_c$ is the density of the ambient air, $\sigma$ is the surface tension of the liquid, and $h_0$ is the film thickness of the liquid sheet near the orifice of the nozzle. The theoretical value for $h_0$ can be calculated as shown below in equation (Rizk and Lefebvre, 1985).
\[ \dot{m} = FN\sqrt{\Delta P\rho_l} \quad (2.1) \]

\[ h_0 = 3.66 \left( \frac{\dot{m}D_{orifice}\mu_l}{\Delta P\rho_l} \right)^{1/4} \quad (2.2) \]

### 2.2 Ultra-Speed Imaging Setup

A Phantom V.12 camera was used to capture images of the swirling liquid film. The operating parameters for the camera are shown below in table 2.2. The camera’s aperture was perpendicularly aligned with the axial direction of the swirling liquid film. An LED light source is aligned perpendicular with the axial direction of the swirling liquid film, but also in direct contact with the camera’s aperture.

**Table 2.2: Camera Settings**

<table>
<thead>
<tr>
<th>Frame Rate (fps)</th>
<th>Exposure Time (µs)</th>
<th>Resolution (pixel × pixel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>28000</td>
<td>10</td>
<td>512 × 256</td>
</tr>
<tr>
<td>130000</td>
<td>80</td>
<td>128 × 256</td>
</tr>
</tbody>
</table>

### 2.3 PDPA Setup

PDPA diagnostic system was used in order to analyze the droplet size and velocity distribution at local positions within the spray. A 632nm He-Ne laser is passed through a Bragg Cell which causes the laser to split into two beams with an optical frequency shift, \( f_0 = 40MHZ \). The two beams then intersect with beam separation of 50mm ± 0.5mm and at a focal length of 310mm ± 0.5mm.
This creates a measuring volume where droplets pass through. In addition, the nozzle is attached to a traverse which allows for different locations of the spray to be measured. Figure 2.3 displays the configuration.

![Figure 2.3: Liquid delivery system for the pressure-swirl atomizer.](image)

Both the transmitting optics (laser) and the receiving optics are aligned in a forward scattering configuration with a scattering angle of $70^\circ$. This configuration allows for first order refraction of scattered light to be received inside the aperture of the receiving optics. Three photodetectors are positioned at three different azimuthal angles $\alpha_{\psi_i}$ inside the receiving optics, where $i$ represents the $i$th detector. Scattered light enters the aperture of a photodetector with a different scattering angle $\alpha_{\phi_i}$. This causes a phase difference $\Phi_{ij}$ to occur.
\[ n_{rel} = \frac{n_2}{n_1} \]  

(2.3)

\[ f_{i\pm} = 1 \pm \sin 0.5\alpha_{\nu} \sin \alpha_{\phi_i} \sin \alpha_{\theta_i} + \cos 0.5\alpha_{\nu} \cos \alpha_{\phi_i} \]  

(2.4)

\[ \alpha_{\beta_i} = 2\left(\sqrt{1 + n_{rel}^2 - \frac{2}{2}n_{rel}f_{i+}^{1/2}} - \sqrt{1 + n_{rel}^2 - \frac{2}{2}n_{rel}f_{i-}^{1/2}}\right) \]  

(2.5)

\[ D = \frac{\Phi_{ij}\lambda_{pdpa}}{\Delta\alpha_{\beta ij} \pi n_1} \]  

(2.6)

Because the first order refracted light is the dominant scattering mode, there exists a linear relationship between \( \Phi_{ij} \) and the droplet diameter, \( D \). This can be seen in equation 2.6 where \( \lambda_{pdpa} \) is the laser’s wavelength (632 nm), \( n_1 \) is the index of refraction of air (1), \( n_2 \) is the index of refraction of the water droplet (1.334), and \( \alpha_{\nu} \) is the angle of the beam separation (Durst and Zaré, 1976).

\[ C_{Rij} = A_{ij}(\tau) \cos (\omega_0 t + \Phi_{ij}) \]  

(2.7)

\[ C_{Iij} = A_{ij}(\tau) \sin (\omega_0 t + \Phi_{ij}) \]  

(2.8)

\[ \Phi_{ij} = \arctan \frac{C_{Iij}(0)}{C_{Rij}(0)} \]  

(2.9)

Phase difference can be calculated using complex cross covariance functions of the signal difference detected between two photodetectors. This is shown in equation 2.9 where \( C_{Iij} \) is the imaginary component of the covariance function of the signal, \( C_{Rij} \) is the real component of the covariance function of the signal, \( A_{ij} \) is the envelope function of the signal, and \( \omega_0 \) is the Doppler angular frequency (Lading and Anderson, 1989).
As previously shown the size calculation of the droplets is based on both geometrical parameters and the signal processing of the scattered light. The maximum uncertainty from geometrical measurements such as the focal length and angle of beam separation is 1%. Additional, the system is calibrated such that only droplets emitting a signal with a signal to noise ratio of at least 7 dB are validated and accepted. This equates to a signal to noise ratio of at least 5.01, or a maximum random error of 16% from the noise. However, since the scattered light gives information about the curvature of the droplets, the spherical deviation can be calculated between two photodetectors. Therefore, the maximum random error, from noise, can be further reduced by restricting the validation of droplets which have a maximum spherical deviation of 5%. This leads to a maximum phase error of 2%. Ultimately, the droplet diameter and velocity have an uncertainty of 4% and 2% respectively.
In addition to error propagation, the polydispersed spray has an associated droplet size distribution at a given local point. It was observed that there was no significant change to the mean of the droplet size distribution after 10,000 samples. Figure 2.4 displays the typical distribution profile at a given location within the spray. Also, table 2.3 contains statistical information on the droplet size distribution at a location near-field and far-field along the axis of the spray.
Table 2.3: Mean and standard deviation of the droplet size distribution in the near-field and far-field.

<table>
<thead>
<tr>
<th>FN</th>
<th>$D_{avg}(\mu m)$ near-field</th>
<th>$D_{S.Dev}(\mu m)$ near-field</th>
<th>$D_{avg}(\mu m)$ far-field</th>
<th>$D_{S.Dev}(\mu m)$ far-field</th>
</tr>
</thead>
<tbody>
<tr>
<td>.4</td>
<td>25.4</td>
<td>± 8.99</td>
<td>12.01</td>
<td>± 5.36</td>
</tr>
<tr>
<td>1.7</td>
<td>41.3</td>
<td>± 15.7</td>
<td>20.6</td>
<td>± 8.79</td>
</tr>
<tr>
<td>8</td>
<td>41.2</td>
<td>± 15.4</td>
<td>44.0</td>
<td>± 13.8</td>
</tr>
</tbody>
</table>
CHAPTER 3: SHEET DYNAMICS

3.1 Liquid Film Morphology and Swirl Properties

Pressure Swirl atomizers are unique in that the film formation is dependent upon the centrifugal force of the swirling film. This dependency on the centrifugal force allows the film to undergo transition through different fluid flow states with different morphology. In other words, the centrifugal force changes the nature of the film formation and atomization process. This is clearly seen when examining the transient evolution of a liquid film, where the centrifugal force rapidly grows as the inertia of the liquid film reaches steady state.
Figure 3.1: The transient evolution of a hollow cone spray at $FN = 8 \ Re \approx 21000$. All images were taken at a frame rate of 28,000 fps.

(a) Denser fluid accelerates and penetrates the ambient air in the form of a swirling jet. The mushroom-shaped head is caused by the Rayleigh Taylor instability generated by the acceleration of the film.

(b) Film begins to swirl but collapses due to pressure difference caused by surface tension. This state is often called the Onion stage.

(c) Liquid film radially expands more and begins to generate surface waves.

(d) Fluid agglomerates to form branches of stretched and recessed ligaments at the edge of the film.

(e) Liquid film is swirl stabilized with fluid agglomeration still occurring at the edge. This state is often called the Tulip stage.

(f) Waves become more prominent at the periphery of the liquid film.

(g) Liquid film radial expands and fluid is no longer agglomerating at the edge of the film.

(h) Liquid film has fully expanded and the film ruptures by wave disintegration.
Specifically, figure 3.1 demonstrates transition in film formation by displaying the transient evolution of a fully developed conical film. From figure 3.1(a) and figure 3.1(b), it is observed that the film begins as a swirling jet, and then expands into an annular jet which collapses due to a weak centrifugal force, which is unable to impede the pressure force. Both of these states are governed by Rayleigh Plateau instability, where the capillary motion causes the pinching of the neck, which ultimately leads to the formation of droplets. From figure 3.1(c) and figure 3.1(d), it is observed that the increase in centrifugal force causes the liquid film to expand radially. This radial expansion not only impedes film collapse, but also causes the film thickness to thin or attenuate. Moreover, figure 3.1(d) displays that surface waves have generated on thinner annular film with protruding ligaments at the edge of the sheet. The surface waves generated travel with a group velocity faster than film velocity. This causes the fluid to agglomerate at the edge of the film, thus forming protruding ligaments. Ultimately, the ligaments breakup due to capillary instability. From figures 3.1(e)-(g), it is observed that fluid agglomeration becomes smaller in magnitude as the film velocity is approaching steady state and the Kelvin-Helmholtz waves start to grow on the film periphery. The atomization in these states are considered rim disintegration, where the fluid still agglomerates, but breakup is assisted by the emerging growth of Kelvin-Helmholtz waves. Finally, from figure 3.1(h) the liquid film has reached steady state with a conical structure and the atomization process is governed by wave disintegration. Thus, the transient evolution encapsulates how not only how the film formation changes, but also how the atomization process changes.

In addition to the transient evolution, the same morphological transformations can be seen in steady state for an array of Reynolds Numbers and Weber Numbers. Given that the desired fluid flow state is in the conical state, it is of interest to investigate when the film transitions to conical flow. In order to investigate this transition, the swirl intensity was calculated and compared to the necessary swirl needed to stabilize a swirling annular sheet.

The calculation of swirl intensity given in Equation 3.1 cannot be determined with initial values
or control parameters alone. However, Alekseenko et. al. (1999) demonstrates, near the exit of the swirl chamber, Equation 3.1 can be approximated as Equation 3.2. Equation 3.2 is dependent entirely on geometrical parameters of the swirl chamber where $D_{\text{chamber}}$ represents the swirl chamber diameter, $d_{\text{core}}$ represents the circumferential diameter upon which the injected fluid swirls around, and $A_p$ represents total area of all the inlet ports.

$$S = \frac{\int_{A_p} \rho_d w u r \, dA_p}{\frac{D_s}{2} \int_{A_p} P + \rho_d u^2 \, dA_p}, \quad (3.1)$$

$$S \approx \frac{\pi D_{\text{chamber}} d_{\text{core}}}{4A_p} \quad (3.2)$$

Additionally, $d_{\text{core}}$ can be represented by the air core diameter, at the orifice exit. Moreover, $d_{\text{core}}$ can be substituted as shown below.

$$d_{\text{core}} = D_{\text{orifice}} - 2h_0$$

$$S \approx \frac{\pi D_{\text{chamber}} (D_{\text{orifice}} - 2h_0)}{4A_p}$$

$$S \approx \frac{\pi D_{\text{chamber}} D_{\text{orifice}}}{4A_p} \left( 1 - \frac{2h_0}{D_{\text{orifice}}} \right) \quad (3.3)$$

Thus, Equation 3.3 represents the inertial swirl intensity generated at the orifice exit of a given nozzle. Note that if $h_0$ is assumed to be zero, Equation 3.3 is identical to the inner Swirl parameter of a coaxial swirl atomizer, derived by Sivakumar, Raghunandan (1998). The product $\frac{A_p}{D_{\text{chamber}} D_{\text{orifice}}}$ was calculated as $\sqrt{\frac{\pi(1-X)^3}{32X^2}}$, where $X = \frac{(D_{\text{orifice}} - 2h_0)^2}{D_{\text{orifice}}^2}$. Both of these relationships are given by Suyari and Lefebvre(1998).
\[ w_0^* = \sqrt{\frac{2}{We_{\text{swirl}}}} + \mathcal{O}\left(\frac{1}{R^3}\right) \]  

(3.4)

\[ S \approx \frac{w}{u} \]  

(3.5)

\[ w_0^* = \frac{w_0}{u_0} \]

\[ S_{\text{stable}} \approx \sqrt{\frac{2}{We_{\text{swirl}}}} \]  

(3.6)

Mehring and Sirignano (2001) demonstrated that for a swirling annular sheet, if centrifugal force is in excess, the swirl would destabilize and become conical. Equation 3.4 represents the non dimensional azimuthal velocity required to maintain a swirl stabilized state near the orifice, where \( We_{\text{swirl}} \approx \frac{\rho U_{\text{scale}}^2 h_0}{\sigma} \). Given that Swirl intensity can also be approximated as equation 3.5, where \( w \) is the azimuthal velocity and \( u \) is the axial velocity, equation 3.6 represents the swirl intensity necessary to maintain swirl stabilized film. Henceforth, any values calculated using equation 3.6 will be referred to as stable swirl intensity.
Figure 3.2: The Swirl Intensity for all three flow numbers. Solid line indicates the inertial Swirl number near the orifice of the nozzle. All three solid lines were calculated using equation 3.3, each line is calculated using a different flow number. Dashed line represents the Swirl Intensity needed to maintain Swirl Stabilized film, near the orifice of the nozzle. The dashed line was calculated using equation 3.6. Note $W_{es} = Q \cdot W_{esw}$.

Figure 3.2 compares the inertial swirl intensity (near the orifice) of all three with the stable swirl intensity. Figure 3.2 demonstrates that inertial swirl intensity, for all three nozzles, increases beyond the stable swirl intensity approximately 0.5. It is also observed that the inertial swirl intensity is monotonically increasing, while the stable swirl intensity is monotonically decreasing. Both of these observations indicate swirl intensity for all three nozzles becomes in excess at a
relatively low $W e_s$. Therefore, it can be concluded that the liquid film generated by all three nozzles will maintain a thin conical sheet formation. It is also seen that $FN=8$ requires a larger $W e_s$ than $FN=1.7$ and $FN=.4$ to become in excess of swirl.

3.2 Radial fluctuations

Figure 3.3: Image processing sequence for quantifying the outer interface of the conical film. (a) The original image of a film formed from a nozzle with $FN=8$. (b) Background is subtracted and the image is threshold and converted to binary. The threshold image is such that the film’s pixel value is 0, while the rest of the image has a pixel value of 1. (c) The original image with the outer interface traced and the axis located. The solid red line represents radial location of the film for every $z$ location. The dashed red line represents the axis of the film.

In order to further investigate the film behavior, the curvature of the outer interface was measured in both space and time. This was accomplished by the use of a Phantom V.12 camera operated at a frame rate of 130,000 fps. Thousand images were collected for a given Reynolds number for all three Flow Numbers. Figure 3.3 displays how the images were processed such that the curvature could be measured. Essentially a threshold was applied such that only the liquid sheet remained within the image. This allowed for easy detection of the outer interface and collection of the radial position data with respect to time and the axial location.
Moreover, time series data was collected at all axial location. Since the data points were taken at discrete time steps, time averaged value of r can be represented by the ensemble average as shown in equation 3.7. With the ensemble average, radial fluctuations can be calculated by using equation 3.8. Additionally, the root mean square of the radial fluctuations was calculated using equation 3.9.
Figure 3.4: Represents the $r'(t)$ at three different axial locations. (a) Near orifice (b) Away from the orifice but prior to rupture (c) Rupture regime
Figure 3.5: Represents the radial fluctuation intensity, $r'_{rms}/r_{avg}$, for varying Reynolds number. Note that the axial position is non dimensionalized by the theoretical breakup length $L$, where $L = \frac{U_{scale}}{\Omega_s} \ln \left( \frac{\rho_h}{\rho_0} \right)$, given by Senecal et. al. (1999). $\ln \left( \frac{\rho_h}{\rho_0} \right) \approx 12$ which is the correlation given by Dombrowski and Hooper(1962). (a) for FN=.4 (b) for FN=1.7 (c) for FN=8.
From figure 3.4 it is observed that the fluctuations become higher further downstream. This observation indicates that the outer interface propagates (in time) with larger amplitude, the closer the dispersive waves travel towards the breakup regime. It should also be noted from figure 3.4 (c) that the large fluctuations are occurring mainly in the negative direction. This is due to the occurrence of cascading breakup where the film ruptures and then subsequently torn liquid filaments undergo further breakup. Essentially there is very little positive fluctuation because the torn filaments travel along the periphery of the cone.

Figure 3.5 (a)-(c) shows that the radial fluctuation intensity reaches a peak, for all Flow Numbers, and at each specified Reynolds Number. This peak represents the maximum fluctuations which occur due to the liquid film breaking up. Additionally, for a given flow number, with an increase in Reynolds number, the attenuation of the film thickness occurs much quicker or the gradient with respect to the axial location becomes steeper. Therefore, the rupture of the film can occur with a smaller unstable amplitude or smaller fluctuation intensity, because the film thickness is smaller at all axial locations. This is also observed from 3.5 (a) where the radial fluctuation intensity decreases at the point of rupture as Reynolds Number increases.

Similarly, the same decrease in radial fluctuation intensity can be observed for 3.5 (b). In contrast, from figure 3.5 (b), the peak described from 3.5 (a) appears to diminish. However, as Reynolds number increases, it is observed that the peak begins to bifurcate. The breakup or rupture of the film is indicated by the second peak.

Lastly, from figure 3.5 (c), the bifurcation of the peaks becomes distinct for FN=8. Additionally, the peaks differ in magnitude, such that the first peak is smaller than the second peak. In comparison with FN=1.7, the second peak indicates the breakup of the film. It should be noted that the length scale $L$ is a linear length scale, therefore any nonlinear contributions to breakup would not be indicated by the use of $L$. To elucidate any ambiguity contributed from nonlinear effects,
both inspection and comparison of the photographs with figure 3.5 (c). From this inspection, it is observed that second peak is correlated with the location of the film breakup which is comparable to the case of FN=1.7. Conversely, it is observed that beyond $Re \approx 20000$, the linear length scale $L$ is no longer an accurate predictor of the breakup for FN=8. Therefore, it can not be deduced that as Reynolds number increases, film rupture occurs further downstream.

![Figure 3.6: Comparison of the radial fluctuation strength for all three Flow numbers at $Re \approx 22000$.](image)

From figure 3.6, it is demonstrated that a peak will bifurcate into two peaks which ultimately display growing oscillatory behavior, as flow number increases. Jazayeri and Li (2000), have
demonstrated similar behavior occurs in a thin plane liquid sheet exposed to nonlinear instability. Specifically, their findings have shown that the first (linear) harmonic of the sinuous did not lead to break, despite being unstable. Instead it was actually the higher harmonics which cause the rupture of a thin plane liquid sheet by introducing small varicose disturbances.

The key distinction between the work of Jazayeri and Li and the current work, is that Jazayeri and Li assumed a constant film thickness where this work accounts for the effect of the attenuating film thickness. This implication is profound because it demonstrates that for a small flow number, attenuation of the film thickness supersedes the long term behavior of nonlinear instability. Rangel and Sirignano (1991) supports this conjecture, where their findings demonstrated that nonlinear effects occur on slower varying time scale. However, it should be noted that the converse is true as well, where for larger flow number, the long term behavior of nonlinear instability contributes and is coupled with the attenuation of the film thickness to cause breakup of the film. This is possible because for larger flow numbers, the spatial average of the film thickness becomes larger, regardless of attenuation. Therefore, the film thickness will become thin at a longer time scale before breaking up.

3.3 Wavelength Characteristics

Squire(1953), Hagerty and Shea(1955), and Taylor(1959) were some of the first to demonstrate the existence of dispersive waves on the surface of thin-liquid moving sheets. Dispersive waves are unique in that each wave in a given wave packet, or wave train, travels at a phase speed which is dependant upon the wave number or angular frequency. Alternatively, the angular frequency is dependent upon the wave number. This coupled behavior between the angular frequency and wave number makes it quite difficult to experimentally analyse the temporal and spatial characteristics of the surface waves generated on thin-liquid moving sheets. Therefore, a clearer interpretation
would be to examine the asymptotic behavior of dispersive waves. In other words, examination of either very short wavelengths or very long wavelengths are feasible and easy to measure for comparison with theory.

Saha et. al.(2012) had shown accurate comparison of experimentally measured wavelengths near the rupture location with the asymptotic values for both the dominant long wavelength for inviscid temporally-unstable growth rate and dominant short wavelength for inviscid temporally-unstable growth rate. While Saha et. al.(2012) demonstrated the transition from long wavelength to short wavelength, they stated that the sample size was only as large as thirty images. Therefore, the scatter of their predicted mean(for short wavelength measurements) was large. It should also be noted that there are very few measurements within the short wavelength dominant regime(defined by Senecal et. al. 1999). Additionally, Mehring and Sirignano(1999) and Villermaux and Clanet(2002) have reported that short wavelengths can be on the order of molecular scale.

The measurement of maximum wavelengths undulating on the surface of a swirling liquid film is possible from Ultra-speed imaging. Given the difficulties arising from the length scale of short wavelengths, only comparison with long wavelength solutions are usually performed. In this work,a new long wavelength solution is derived to include the effect of film thickness which is attenuating and approaching zero.

As previously shown, the attenuation of the film thickness contributes to the breakup and/or rupture of the conical film. In order to investigate the contribution of the attenuation of film thickness as the film thickness approaches zero, an expression for the film thickness with respect to ‘r’ is needed.

Matsumoto and Takashima (1971) demonstrates that sheet velocity remains relatively constant up to the point of breakup. Thus, if we consider the attenuation of the undisturbed conical film, mass conservation can be used to find an expression for film thickness with respect to r.
\[ \dot{m} = U_0 \rho \pi \left( r^2 - (r - h)^2 \right) \]  
\[ h(r) = \frac{2r - \sqrt{4r - \frac{4\dot{m}}{U_0 \rho \pi}}}{2} \]  
\[ h(r) = r - \sqrt{r - M} \]  
\[ (3.10) \]
\[ (3.11) \]

As shown above, equation 3.11 represents the attenuation of film thickness as \( r \) increases, where \( M = \frac{\dot{m}}{U_0 \rho \pi} \). While equation 3.11 is accurate, the interest of film thickness behavior is within the limit as \( h \) nears 0, or conversely the limit when \( r \) becomes very large. Thus to examine this limit, \( h \) is expanded in terms of \( \delta_n \left( \frac{1}{r} \right) \) as shown below.

\[ h(r) = r - r \sqrt{1 - \frac{M}{r^2}} \]
\[ h(r) = r - r \left(1 - \frac{M}{r^2} - \frac{M^2}{8r^4} + \mathcal{O} \left( \frac{1}{r^6} \right) \right) \]
\[ h(r) = \frac{M}{2r} + \frac{M^2}{8r^3} + \mathcal{O} \left( \frac{1}{r^5} \right) \]
\[ h(r) \sim \frac{M}{2r} \]  
\[ (3.12) \]
\[ (3.13) \]

Equation 3.12 represents the asymptotic expansion of \( h \). Furthermore, since only \( h \)'s behavior for very large \( r \) is of interest, the first term truncation becomes an accurate approximation, which is shown as equation 3.13. Also note that the \( \frac{dh}{dr} = \mathcal{O} \left( \frac{1}{r^2} \right) \). Therefore the use of equation 3.13 will also include the attenuating behavior, since equation 3.13 is \( \mathcal{O} \left( \frac{1}{r^3} \right) \) accurate.
\[ \omega = \frac{U_0 k \tanh(kh/2)}{\tanh(kh/2) + \frac{Q}{\tanh(kh/2)}} \pm \frac{\frac{\sigma k^3}{\rho_d} \left( \tanh(kh/2) + \frac{Q}{\rho_d} - QU_0^2 k^2 \tanh(kh/2) \right)}{\frac{\sigma k^3}{\rho_d} \tanh(kh/2) + \frac{Q k^3 \sigma}{\rho_d} \tanh^2(kh/2) - \frac{QU_0^2 k^2}{\tanh(kh/2)}}^{\frac{1}{2}} \]

Given that small film thickness approximation is identical to the long wave approximation, Squire’s result, as shown above, can be simplified to equation 3.14.

Using \( \sqrt{M} \) as a length scale \( l \), variables in equation 3.14 can be non-dimensionalized. After nondimensionalization, equation 3.13 can be substituted into equation 3.14 to produce equation 3.15. If equation 3.15 is decomposed into real part and imaginary, the results are equation 3.16 and 3.17, respectively.
\[
\tilde{c}_g = \frac{\partial \tilde{\omega}_r}{\partial \tilde{k}}
\]

\[
\tilde{c}_g = \frac{1 + 8Q\tilde{r}/\tilde{k}}{(1 + 4Q\tilde{r}/\tilde{k})^2}
\] (3.18)

\[
s(\tilde{k}, \tilde{x}) = \ln \left( \frac{\eta(\tilde{k}, \tilde{x})}{\eta(\tilde{k}, 0)} \right) = \int_0^t \omega_i \, dt = \int_0^t \omega_i \, \frac{dx}{c_g}
\]

\[
dx = \frac{dr}{\sin \alpha}
\]

\[
s(\tilde{k}, \tilde{r}) = \frac{1}{\sin \alpha} \int_0^{\tilde{r}} \frac{4Q\tilde{k}r\tilde{r}^2(1 + 4Qr/\tilde{k})}{(1 + 8Qr/\tilde{k})} \left( 1 - \frac{4r}{We_l} - \frac{\tilde{k}}{QWe_l} \right)^{1/2} \, dr
\] (3.19)

\[
\tilde{r}_{\text{max}} = \frac{We_l}{4} - \frac{Q\tilde{k}}{4}
\] (3.20)

With \( \omega_r \) the group velocity was calculated and is represented by equation 3.18. Using the group velocity, the integral within the amplification factor can be converted with respect to \( x \), where \( x \) represents the cone slope direction. For an undisturbed conical film, \( x \) can be described in terms of both \( r \) and \( \alpha \), the half cone angle. Combining all these transformations, results in the amplification factor as described by equation 3.19. Equation 3.19 can not be examined analytically, however with the use of Leibniz rule the maximum \( \tilde{r}_{\text{max}} \) can be found (equation 3.20).

\[
\tilde{k}_{\text{max}} = \frac{We_{\sqrt{M}}Q + \sqrt{We_{\sqrt{M}}^2Q^2 - 4}}{4}
\] (3.21)

\[
\frac{\lambda_{\text{max}}}{h_0} = \frac{\sqrt{M}}{h_0} \frac{4\pi}{We_{\sqrt{M}}Q + \sqrt{We_{\sqrt{M}}^2Q^2 - 4}}
\] (3.22)

With \( \tilde{r}_{\text{max}} \) known, equation 3.20 can be substituted into equation 3.17 to find the dominant \( k \).
at which maximum growth rate occurs. Equation 3.22 represents the dominant wavelength. With \( \tilde{k}_{\text{max}} \) known, the scaled theoretical wavelength can also be found and is represented by equation 3.22.

![Figure 3.7: Maximum wavelengths measured for FN=.4, 1., 8. The error bars represent \( \pm 1 \) standard deviation. The solid black,red,green line represents the theoretical dominant wavelength (for maximum growth rate) of the asymptotically small \( h \) or large \( R \) approximation (calculated using equation 3.22, for \( FN = 4 \) \( FN = 1.7 \) \( FN = 8 \) respectively. The solid blue line represents the dominant wavelength for long wave approximation \( \approx \frac{2\pi}{W_{e_5}} \)).

From the photographs, the maximum wavelength along the periphery were measured. The mean and standard deviation were calculated using a sample size of 1000 images. This was done for each Weber Number. Along with equation 3.22, the dominant wavelength for long wave approximation
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was also calculated and compared with the measured results. This comparison can be seen in figure 3.7.

From figure 3.7 it is observed that approximately around \( We_s \approx 2 - 6 \), equation 3.22 is similar to the measured wavelengths, for all three nozzles. Below \( We_s \approx 2 \), the measured wavelengths appear to match more closely with the long wave approximation. For both FN=.4 and FN=1.7, equation 3.22 is in good agreement. However from \( We_s \approx 8 \) and above, FN=8 deviates away from the small thickness assumption.

Another interesting observation, is that the small thickness approximation represents the upper bound, where the long wavelength and constant thickness approximation represents the lower bound. This indicates that temporally unstable Kelvin Helmholtz waves are able to grow larger on films which are attenuating, as opposed to films which are small but relatively constant.
3.4 Global Sheet Measurements

Figure 3.8: Image of a Conical Film. $\alpha$ represents the half angle of the cone. The film length is determined as the length at which the film breaks up or ruptures from the base of the nozzle. It should also be noted that the film thickness is defined as the difference between the inner and outer interface. For a sinuous mode of breakup, both interfaces deflect symmetrically.

From Ultra-speed images, the film length, cone angle can be determined. Figure 3.8 shows how both the film length and cone angle be measured. Additionally it can be seen how film thickness can be measured using the interface.
Figure 3.9: Film Length for all three nozzles ($FN = 0.4$ $FN = 1.7$ $FN = 8$) with respect to $We_s$. The dashed line indicates the critical line ($We_s \approx 27/8$) which delineates the long wave dominant regime and short wave dominant regime as determined by Senecal et al. (1999). It should be noted that Senecal et al. (1999) used half film thickness as the length scale. In this study, the length scale is the full film thickness, $h_0$, therefore the critical value which Senecal et al. (1999) discovered ($We_s \approx 27/16$) was multiplied by 2.

From the previous section, it was determined that short wavelengths scale can be as small as a molecule. However, this does not imply that short wavelengths do not effect the breakup behavior of a liquid film. Instead, after a critical value short wavelengths have a more dominant effect than long wavelengths. This can be observed from figure 3.9 where below $We_s \approx 27/8$, the film length decreases with a slight descent. However, beyond $We_s \approx 27/8$ the film length decreases with a
steeper slope before reaching a asymptotic value. This behavior is seen for all three flow numbers. This delineation is analogous the the breakup regime map developed by Reitz and Bracco (1992).

Reitz and Bracco (1992) discovered that for jet breakup, there exists a primary dominant Rayleigh Plateau instability regime, first wind induced regime, second wind induced regime, and finally full atomization regime. Moreover, depending on the Weber number, the breakup mode would transition through all aforementioned modes. In our current, study only two regimes were identified. However, from the previous section it was determined that for a swirling sheet at low $We_s$ there is a possibility of sheet collapse or rim disintegration. Rim disintegration is a mode of breakup driven by capillary instability due to the meso-scale formation of ligaments. Additionally, Mehring and Sirignano (2000) determined that both varicose and sinuous mode of instability were coupled in a swirling annular sheet (not in excess swirl). Also, if $FN = 8$ is observed beyond $We_s$ there seems to exist a region where the asymptotic behavior is relaxed and the film length begins to descend again. It is speculated that this region is the onset of shear instability where the boundary layer formed by the continuous phase begones to separate causing further instability coupling. To summarize, the long wavelength dominant regime includes breakup by both capillary instability and Kelvin Helmholtz instability, while the short wavelength dominant regime is mainly dominated by short Kelvin Helmholtz waves. Lastly, there exists a shear-induced breakup regime where viscous continuous phase now must be considered.
In addition to the film length, the cone angle for all three nozzles was measured. From figure 3.10 it is observed that the cone angle reaches an asymptotic value near $\approx 80^\circ$ for all three nozzles. It should also be noted that all three nozzles were manufactured by the same company and are part of the same series. To clarify, the cone angle ceiling observed, for all three nozzles is due to the internal geometry of the pressure swirl atomizers. Additionally, because of the viscosity there is momentum loss to the boundary layer within the swirl chamber. Therefore while swirl chamber pitch angles are often small, the liquid film will never expanded near the value of 180 degrees.
CHAPTER 4: DROPLET DYNAMICS

4.1 Diameter and Velocity Profile

To segue into droplet analysis, a semi-quantitative analysis was conducted to examine the transitional behavior from sheet breakup to droplet formation. Equation 4.1 was used to examine the growth rate of the unstable waves generated on the surface of the conical sheet. Senecal et al. (1999) derived equation 4.1 from his dispersion relationship for a 2-d viscous sheet moving in inviscid-ambient gas. Equation 4.1 was used for all three flow numbers (FN=.4, 1.7, and 8), for both $\sigma = 70\, mN/m, 48\, mN/m$ at a constant $Re \approx 21000$. Figure 4.1 represents the growth rate for all 6 cases.

$$\omega_{\text{visc}} = \sqrt{\frac{4\nu_s k^4 \tanh^2 kh - \left(\frac{\rho_c}{\rho_s}\right)^2 U^2 k^2 - \left(\tanh kh + \frac{\rho_c}{\rho_s}\right) \left(\frac{\sigma k^3}{\rho_s} - \frac{\rho_c U^2 k^2}{\rho_s}\right)}{\tanh kh + \rho_c/\rho_s}}$$

$$- \frac{2\nu_s k^2 \tanh kh}{\tanh kh + \rho_c/\rho_s} \quad (4.1)$$
Figure 4.1: The temporal growth rate for $FN = 0.4, 1.7, 8$. The dotted line represents $\sigma = 70\text{mN/m}$ and the solid line represents $\sigma = 48\text{mN/m}$.

Two immediate observations can be made in Figure 5. First, the cut-off wave number (k-intercept) increases as flow number decreases. Secondly, the maximum growth rate increases as flow number decreases. Given that the cut-off wave number represents the upper bound for the domain of unstable waves, the first observation indicates that the smallest flow number will have the largest set of unstable waves. Also given that the maximum growth rate represents the mode of temporal instability, the second observation is that the smallest flow number will have the higher mode of instability. Therefore it is clear from Figure 5 that $FN=0.4$ will have the greatest degree of
sheet instability and breakup. Moreover, we expect FN=.4 to have more sequences in cascading atomization process (see section 4.2). The effect of surface tension displays similar behavior to the flow number effect on growth rate. Therefore, there is a larger set of unstable waves and higher mode of instability as surface tension decreases.

In order to further evaluate the spray characteristics, the droplet diameter and velocities were measured with PDPA diagnostic system at a constant $Re \approx 21000$ and both $\sigma = 70\, mN/m$, $48\, mN/m$ and for all three flow numbers (FN=.4,1.7 and 8).

![Figure 4.2: Average diameter profile for measured droplets along the axis with $Re = 21000 \pm 150$ (a) $\sigma = 70\, mN/m$ (b) $\sigma = 48\, mN/m$](image)

From both figures 4.2 (a) and (b) it is displayed that for higher flow numbers, the droplet size is also higher. This is expected because as flow number increases, so does mass flow rate. Since the Reynolds number is being held constant, the velocity of sheet for higher flow numbers is smaller. Thus, with increasing flow number, the thickness of the liquid film increases which when disintegrated either through perforation or wave disintegration, produces larger droplets. As previously stated and observed from figure 4.1, the smallest flow number has the highest growth rate which means that it is also undergoing a higher mode of instability. Since the liquid sheet for the smallest flow number is undergoing a higher mode of instability, there will also be a higher
breakup mode occurring.

When comparing figures 4.2 (a) and (b) we see that with decrease in surface tension, the droplet size also decreases. This is due to the fact that secondary breakup is occurring at a higher frequency and coalescence is occurring less frequently. Another interesting observation is that the average diameter for the smallest flow rate FN=.4 increases at a higher rate further downstream than compared to FN=1.7 and FN=8. This due to the fact that at FN=.4 the coalescence is much higher further downstream than for larger flow numbers.

![Figure 4.3: Average velocity profile of droplets along the axial position for Re = 21000 ± 168. (a) σ = 70 mN/m (b)σ = 48 mN/m](image)

One unique observation, from figure 4.3 is that for FN=8, the velocity tends to increase before approaching asymptotic value. It is speculated this is due to the contribution of a recirculation regime, which was discovered to occur for Re > 20,000 by Saha et al. (2012). Nevertheless, Figure 4.3 demonstrates the monotonically decaying behavior of the velocity. The velocity decreases due to the loss in kinetic energy from the secondary breakup process. Faeth et al. (1995) demonstrate the decrease in velocity, after breakup, through phenomenological and empirical analysis.
4.2 Secondary Breakup

In order to discuss the phenomena of secondary breakup, the physical context of where the secondary breakup occurs must also be discussed. In regards to the breakup regime of a hollow cone spray, secondary breakup is either ultimate or penultimate sequence of the cascading atomization process.

4.2.1 Cascade Atomization

In the primary breakup regime of a spray it is seen that Rayleigh Plateau Instability (RPI), Rayleigh Taylor Instability (RTI), Kelvin Helmholtz instability (KHI), and even turbulence are all mechanisms which compete against each other in order to induce breakup of a jet or film (Rimbert and Castanet 2011). However, that does not mean that if one instability mechanism occurs, the other instability mechanisms can be neglected. In fact, it is both experimentally and numerically observed that once one mode of instability occurs, other modes of instability follow, causing the cascading nature of atomization (Beale and Reitz 1999, Tanner 2004, Wang, Im et al. 2008, Park, Kim et al. 2009, Rimbert and Castanet 2011).

The significance of cascading nature in atomization can be further understood from the experiments of Wang, Im et al. (2008). Wang observed that at an air speed lower than 60 m/s (but higher than 45 m/s) Kelvin Helmholtz instability would manifest in the form of surface undulations on the jet causing ligaments to protrude from the surface, pinch off, subsequently retract and breakup due to capillary instability. At an air speed greater than 60 m/s Wang observed that instead of ligaments, the surface undulations were blown into two dimensional membranes with thick rims which would produce similar behavior to the bag breakup of a droplet where the residual rim would retract, coalesce and breakup due to capillary instability. The key observation here is that the residual
rim displayed behavior similar to the ligament. Additionally Theofanous (2011) has shown that the lower modes of droplet breakup such as bag and bag and stamen breakup, are actually caused by weak modes of RTI. This leads one to infer that because a stronger mode of KHI occurred on the surface of the jet, the subsequent breakup process went from RTI induced to capillary instability. Therefore it is important to understand the preceding instability in order to understand and describe the breakup criteria of secondary breakup regime.

4.2.2 Literature Search In Breakup Criteria

On the topic of breakup criteria, tremendous amount of research has been conducted by many in order to create a distinct critical point at which breakup occurs based on Weber number. Luna and Klikoff Jr (1967), Hsiang and Faeth (1992), Wierzba (1990), are just a few who give a detailed catalog of previous experiments (including the work of other researchers) and the critical Weber number determined from those experiments. To summarize, critical Weber number at which onset of breakup occurs varies greatly from as low as 1 to as high as 60. There are three major factors which alter critical Weber number and lead to such large variance in its calculation. First, the viscosity of the liquid globule or droplet has a dampening effect on the oscillation and deformation, thus more viscous droplets require a stronger external force or Weber number to induce breakup. Secondly, since RTI is a primary mechanism governing the breakup of a droplet (Beale and Reitz 1999, Theofanous 2011), then the density ratio between droplet and the continuous phase must be taken into account. Duan, Koshizuka et al. (2003) developed a relationship for critical Weber number dependency on density ratio using numerical results from simulation. Lastly, the flow regime of the continuous phase and/or the presence of flow disturbances have shown to alter the critical breakup Weber number (Blanchard 1950, D’albe and Hidayetulla 1955, Luna and Klikoff Jr 1967, Theofanous, Li et al. 2007).
To summarize, critical Weber number at which onset of breakup occurs varies greatly from as low as 1 to as high as 60. There are three major factors which alter critical Weber number and lead to such large variance in its calculation. First, the viscosity of the liquid globule or droplet has a dampening effect on the oscillation and deformation, thus more viscous droplets require a stronger external force or high Weber number to induce breakup. Secondly, since RTI is a primary mechanism governing the breakup of a droplet (Beale and Reitz 1999, Theofanous 2011), then the density ratio between droplet and the continuous phase must be taken into account. Duan, Koshizuka et al. (2003) developed a relationship for critical Weber number dependency on density ratio using numerical results from simulation. Lastly, the flow regime of the continuous phase and/or the presence of flow disturbances have shown to alter the critical breakup Weber number (Blanchard 1950, D’albe and Hidayetulla 1955, Luna and Klikoff Jr 1967, Theofanous, Li et al. 2007).

Table 4.1: Secondary breakup modes which occur when $Oh < .1$. This table was compiled from the observations and data of Guildenbecher et al. (2009), and Theofanous and Li (2008).

<table>
<thead>
<tr>
<th>Breakup Mode</th>
<th>Range of $We_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vibrational deformation</td>
<td>$0 &lt; We_d &lt; 11$</td>
</tr>
<tr>
<td>Bag, Bag and Stamen (Rayleigh Taylor Piercing)</td>
<td>$11 &lt; We_d &lt; 35$</td>
</tr>
<tr>
<td>Multimode (Rayleigh Taylor Piercing)</td>
<td>$35 &lt; We_d &lt; 80$</td>
</tr>
<tr>
<td>Sheet-thinning</td>
<td>$80 &lt; We_d &lt; 350$</td>
</tr>
<tr>
<td>Shear-Induced Entrainment with Rupture</td>
<td>$We_d &gt; 350$</td>
</tr>
</tbody>
</table>

61
4.2.3 New Breakup Model and Criteria

In the current experiment, the majority of the droplets have an Ohnesorge number less than .1 and less than 1 percent of all the droplets for all cases have $We > 12$. As previously mentioned, the cascading nature of breakup and flow conditions are both important factors in determining the breakup of the droplet. For all three Flow Numbers, the hollow cone sheet breakup is governed by either transitional long wave to short wave Kelvin Helmholtz unstable instability or short wave dominant Kelvin Helmholtz instability. Also, the measurements of the droplets were taken either just inside the cone and/or near breakup of the film. Thus the fluctuations in pressure and velocity caused by the propagating surface waves on the film contribute to flow disturbances in the spatial location where the droplets were measured.

With both of these observations considered, we can deduce that the breakup of the droplet is due to the combination of Rayleigh Taylor instability and capillary instability (in the case of short wave dominant breakup of the film) and capillary instability (in the case of transitional long wave to short wave breakup of the film).
Figure 4.4: Comparison of the phenomenological breakup model with experimentally observed images. All images were taken at a frame rate of 100,000 at $Re \approx 40$ for $FN=0.8$ droplet is initially stable but eventually elongates. Instead of restoring to a spheroid, the droplet resembles a dumbbell structure. Consequently, the dumbbell-shaped sphere starts restoring closer to the poles than the equator. This results in further unstable elongation which leads to pinch off.

From a phenomenological standpoint, breakup due to vibrational breakup can be considered a capillary instability. A droplet oscillating due to external aerodynamic forces will distort become prolate and then restore back to spherical shape due to surface tension acting as a restoring force. In the case of vibrational breakup, center of mass of the half prolate droplet is shifted a critical distance away from the equilibrium position such that when the droplet begins to restore its shape, dilation occurs faster at the opposite poles than the equator of the flattened prolate droplet. The droplet begins to create a dumbbell like structure and a neck bridge begins to develop at between
the two dilating poles of the droplet. After a certain point, the neck bridge becomes unstable and pinches off, hence breakup by capillary instability (Marmottant and Villermaux 2004). This model is shown in figure 4.4.

From Table 4.1 it would appear that bag burst would not be possible since the Weber number is below 12. However as previously mentioned, there are flow disturbances caused by the film would induce a higher mode of breakup. Koenig (1965) visually displayed drops that would normally breakup by vibrational deformation, breakup by bag bursting when exposed to the wake of another droplet. Moreover, not only fluctuations from the film, but also the presence of other droplets can promote bag burst of droplets near the breakup regime of the film.

Therefore, while capillary instability of droplets is occurs in the cascade sequence, bag burst breakup of droplets is still possible due to the kinematics of the continuous phase. With the governing mechanism of secondary breakup restricted to both bag bursting and vibrational modes, Clark’s model for breakup was used to calculate the theoretical deformation of each droplet. Like the TAB model, Clark modeled the forces acting on the droplet (external aerodynamic force, viscous dissipation force, restoring surface tension force) using the Taylor analogy of a spring dash pot system (O’Rourke and Amsden 1987, Clark 1988). Unlike the TAB model, Clark uses the spring dash pot analogy to track the distortion of the center of mass of the half droplet. This distinction allows for analogies to be drawn with the phenomenological model shown in figure 4.4. In addition, the equations for all three forces were recovered from energy balance, which allows physical interpretation of the physical parameters of our experiment. The advantage of Clark’s model is that it accounts for drop deformations occurring at both poles and the forces are applied through the center of mass of the isotropic drop (Clark 1988, Ibrahim, Yang et al. 1993, Lee, Park et al. 2012).
The non-dimensional form of Clark’s model is:

\[(K + 1)\ddot{y} + \frac{9\pi(N + 1)}{4Re_d} \dot{y} + \frac{9\pi^2}{4We_d} \left( y - \frac{4}{3\pi} \right) = \frac{2}{\pi} \] (4.2)

Where \(K = \frac{\rho_c}{\rho_d}, \ N = \frac{\mu_c}{\mu_d}, \ Re_d = \frac{\rho_c\nu_0}{\mu_c}, \ We_d = \frac{\rho_c\nu_0^2}{\sigma}, \ t^* = \frac{t_0}{\nu_0}, \ y^* = \frac{4a}{3\pi\nu_0}. \) Note the * were dropped from the non-dimensional variables, for the sake of brevity. By solving the characteristic equation, equation 4.2 can be analytically determined to yield:

\[y = \frac{4(3\pi^2 + 2We_d)}{9\pi^3} + e^{-\frac{9\pi^2(N+1)}{8Re_d(K+1)}} \left( C_1 \sin \omega_dt + C_2 \cos \omega_dt \right) \] (4.3)

\[C_1 = y_0 - \frac{4(3\pi^2 + 2We)}{9\pi^3} \] (4.4)

\[C_2 = \frac{\ddot{y}_0}{\omega_d} + \frac{(N + 1)(9\pi^3y_0 - 8We_d - 12\pi^2)}{8\pi Re_d(K + 1)\omega_d} \] (4.5)

\[\omega_d = \frac{3\pi}{8Re_d} \sqrt{\frac{16Re_d^2(K + 1) - 9\pi^2We_d(N + 1)^2}{We_d(K + 1)}} \] (4.6)

The initial conditions are \(y_0 = \frac{4}{3\pi}\) and \(\dot{y} = 0\). It is important to note that Clark’s model linearizes the viscous dissipation force and restoring force due to surface tension. Since we are restricting the use of the model within the vibrational deformation mode and onset of bag breakup where deformation (displacement of center mass of the half droplet) are small, the residual error accrued from neglecting the nonlinear terms should not be high.

The breakup criteria chosen for our data is a modified version of TAB model’s breakup criteria. The modification allows us to incorporate droplets that breakup due to vibrations as well as bag bursting. It is observed that breakup has a chance to occur if the deformation of the droplet exceeds that of the maximum stable cross-stream diameter. Hsiang and Faeth (1992) developed an
empirical correlation for ratio of maximum cross-stream diameter over original undisturbed diameter of the droplet for droplets undergoing vibrational deformation without breakup. If we assume the deformation to be equal at both poles of the droplet, equation 4.7 can be used to calculate the maximum stable elongation over the unperturbed radius of the droplet.

\[ \left( \frac{a}{r_0} \right)_{\text{maxstable}} = 1 + 0.19 \sqrt{We_d} \]  \hspace{1cm} (4.7)

However, the deformation of the droplet exceeding the maximum stable deformation is not enough to conclude breakup will occur. This conclusion was made by Wierzba (1990). He observed that the deforming droplets reach the onset of vibrational breakup but yet revert back to stable droplets. Therefore, droplets that approach the onset of vibrational breakup have the possibility to restabilize their shape without breaking up. In order to distinguish between droplets that successfully undergo vibrational breakup and droplets that fail to undergo vibrational breakup, the theoretical breakup time was obtained. If the theoretical breakup time is less than the period of oscillation, then vibrational breakup will successfully occur.

\[ t_{osc} = \frac{2\pi r_0}{\omega u} \]  \hspace{1cm} (4.8)

\[ t_b = \frac{r_0}{u} \sqrt{\frac{4 \rho_d}{3 \rho_c} \left( \frac{\delta}{r_0} \right)_{crit}} \]  \hspace{1cm} (4.9)
Table 4.2: Breakup criteria used to determine the breakup occurrence of a droplet.

<table>
<thead>
<tr>
<th>Event</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>A ( \left( \frac{a}{r_0} \right)<em>{\text{maxstable}} &lt; \frac{3\pi}{4} y</em>{\text{max}} )</td>
<td>( P(A) = \frac{\text{Droplets undergoing Event A}}{\text{Total number of droplets}} )</td>
</tr>
<tr>
<td>B ( t_b &lt; t_{\text{osc}} )</td>
<td>( P(B</td>
</tr>
<tr>
<td>C ( \text{Breakup of Droplet} )</td>
<td>( P(C) = P(A) \cap P(B</td>
</tr>
</tbody>
</table>

Oscillation time (equation 4.8) is derived from the angular frequency of the Clark model as shown in equation 4.6. It is important to note that since time was non-dimensionalized, \( t_{\text{osc}} \), is multiplied by \( \frac{\omega}{u} \) in order to recover the dimensional time.

Hinze’s (1949) derivation for breakup time \( t_b \) was used in equation 4.9. \( \left( \frac{\delta}{r_0} \right)_{\text{crit}} \) is chosen to be one.

Table 4.2 summarizes the modified breakup criteria. Event A is the event that a droplet’s radial distortion is greater than the maximum stable distortion. \( \left( \frac{a}{r_0} \right)_{\text{maxstable}} \) is calculated using equation 4.7, where \( y_{\text{max}} \) is calculated from equation 4.3 by numerically finding the maximum value of \( y \). Also note that since \( y \) is measured from the center of the half hemisphere, it is therefore rescaled in event A to represent the distortion which would occur at the pole of the droplet. Event B is the event that the breakup time is less than the period of oscillation. Event C is the union of Event A and B, therefore the probability of event C is the probability of breakup. Note that a droplet which undergoes bag bursting, successfully undergoes event C as well. Hence, the proposed breakup
criteria predict the probability of droplets undergoing both vibrational breakup and bag bursting.

Figure 4.5: The breakup probability along the axis $FN = 1.7 \ Re \approx 21000 \ \sigma = 48\mu N/m$. Clark’s Model refers to the probability of event A (shown in Table 4.2 occurring. Modified criteria refers to the probability of event C (also shown in Table 4.2 occurring. Tab model refers to the breakup criteria proposed by Reitz ($We_d > 6$). Turbulence criteria refers to the breakup due to high turbulence intensity ($We_d > 1.5$) which is based on the work of D’Albe and Hidayetulla(1955) and Blanchard(1950).

From figure 4.5 we see that the modified criteria predicts breakup to occur at a probability between that of the TAB model and Turbulence Criteria. This correlates well with our experimental results. The TAB model only predicts droplet which breakup only by bag breakup or higher modes while neglecting breakup due to vibrational deformation. Thus, TAB model would under predict
breakup when vibrational deformation is the prime mode of breakup. The Turbulence criteria assume a high intensity of turbulence is present. While the velocity fluctuations induced by the waves propagating in the liquid sheet are a source for turbulence intermittency, we suspect the turbulence to be dissipative some near the axial location. Therefore the turbulence intensity should be less near the axial location and the breakup should be less than that predicted by the Turbulence criteria. Regardless of the breakup criteria we see that the breakup probability monotonically decreases in the downstream direction. Another important observation is that once breakup probability reaches zero it remains zero. This is expected given that breakup is cascading in nature and secondary breakup is the last stage of breakup. Moreover, the breakup probability is only significant in the near field region where the conical liquid film breakup is occurring.

4.2.4 Breakup Analysis

![Figure 4.6: The breakup probability along the axis, for different axial positions. All data points on both (a) and (b) were calculated using the modified criteria. (a) For $FN = .4,FN = 1.7,FN = 8$, with $\sigma = 70mN/m$, $Re \approx 21000$. (b) For $FN = .4,FN = 1.7,FN = 8$, with $\sigma = 48mN/m$, $Re \approx 21000$.]
When comparing the breakup probability between two liquids with two different surface tensions we see that a decrease in surface tension increases the probability of secondary breakup. This increase in breakup probability can be observed when looking at the difference between figure 4.6 (a) and figure 4.6(b). Since surface tension acts as a stabilizing force, the decrease in surface tension allows the tangential component of velocity acting along the liquid film to induce faster growing waves. The faster growing waves tend to break off the liquid sheet quicker forming more blob-shaped fragments (instead of slender ligaments) which tend to undergo bag bursting mode of breakup instead of going straight to vibrational breakup. Thus, despite the information displayed in Table 4.1, bag bursting mode is occurring because the liquid film undergoes a more dominant mode of short wave Kelvin Helmholtz instability causing a cascading effect which leads to bag bursting mode and ultimately to vibrational breakup of the bursted bag’s rim.

Another observation that can be seen is that the breakup is the highest for the nozzle with the smallest flow number (FN= 0.4). This is expected because cone angle is small and the axial location is not far from the radial location where the periphery of the conical liquid film is breaking up due to unstable Kelvin Helmholtz short waves. For the largest flow rate (FN= 8), there seems to be no breakup occurring at all near the axis regardless of surface tension effects. This is due to cone angle being large and that the axial location is significantly far away from the periphery of the conical liquid film and that the cascading breakup process has reached completion.

### 4.3 Coalescence

Due to the stochastic nature of droplet formation caused by cascading breakup, droplets within the hollow cone spray are bound to collide, bounce, coalesce, or split. Qian and Law (1997), Jiang, Umemura et al. (1992) determined that there is a critical amount of kinetic energy required to overcome viscous dissipation during collision in order for two colliding droplets to split up again.
The critical kinetic energy can be described by the $W_{e_{\text{crit}}}$, which can be found from equation 4.10 where Saha et al. (2012) demonstrated that a first order conservative estimate of the coalescence probability in a hollow cone spray can be found if we assume head on collisions only (impact parameter $B=0$). Therefore, the coalescence probability for that a droplet has is when the collision Weber number is $W_{e_{l}} = \frac{\rho_d l^2}{\sigma}$.

$$W_{e_{\text{crit}}} = 30Oh_{col} + 15 \quad (4.10)$$

Figure 4.7: Coalescence probability for all three flow numbers along the axis, in the downstream direction. (a) For $FN = 4$, $FN = 1.7$, $FN = 8$ with $\sigma = 70mN/m$, $Re \approx 21000$. (b) For $FN = 4$, $FN = 1.7$, $FN = 8$ with $\sigma = 48mN/m$, $Re \approx 21000$.

Contrary to the breakup probability, a decrease in surface tension causes a decrease in coalescence, as shown in figure 4.7 (a) and (b). When two droplets collide, they begin to oscillate between the shape of a newly coalesced droplet and a stretched ligament at the onset of breaking up (Qian and Law 1997). Since surface tension acts as a restoring force when a droplet (or two colliding droplets) is oscillating, a decrease in surface tension allows the colliding droplets to oscillate further away from equilibrium spheroid shape and into an even more stretched ligament. Longer
and slender ligaments have a higher chance of breaking up, thus a lower probability of coalescing.

Another difference between breakup probability and coalescence probability, is that the coalescence probability displays more of a dynamic behavior as shown in figure 4.7. Particularly, we see in the near field region (axial position < 20 mm) there is a sharp increase in coalescence probability. This is could be due to the fact that after droplet has undergone a mode of breakup, there are always fragmented membranes associated with the breakup that tend to coalesce into either a droplet or a slender ligament which undergoes capillary instability. A statistical explanation can be given by observing figure 4.8.

Scaling $We_{col}$ with $We_{crit}$ the critical condition for coalescence is found to occur when $\frac{We_{col}}{We_{crit}} < 1$. In this manner, we can examine the migration of the scaled pdf distribution. Figure 4.8 displays the migration of the scaled pdf distribution for case of $FN = 4$, $\sigma = 48 \text{mN/m}$, $Re \approx 21000$. After primary breakup, the droplets formed have a very large amount of kinetic energy such that coalescence becomes insignificant, as shown in figures 4.8 (a),(b),(c). Due to the secondary breakup of droplets, the velocity and kinetic energy associated with each droplet is less for every daughter droplet produced. This loss in kinetic energy exhibits a decrease in the collision kinetic energy causing the pdf to not only migrate but to also converge towards the critical kinetic energy required as shown in figures 4.8 (a),(b),(c),(d),(e),(f). The pdf convergence at 1 occurs due to the fact that droplets that have already broken up will not breakup again, thus remain the same with kinetic energy less than the critical kinetic energy. Once cascading breakup has finished the velocity of the droplets reach a terminal value. Further downstream, droplets with near critical kinetic energy are being depleted from the axial center and pulled towards the periphery. This occurs because of the centrifugal dispersion displaces larger droplets toward the periphery (Saha, Lee et al. 2012). This causes the flattening of the pdf, seen in figure 4.8 (g),(h),(i). With smaller droplets further downstream, viscous dissipation becomes more dominant causing the critical kinetic energy required for splitting to increase. With this steady increase in critical kinetic energy, the pdf begins
to steadily migrate below the critical line (1) as seen in figure 4.8 (j), (k), (i).

Figure 4.8: Coalescence migration for $\frac{W_{el}}{W_{ecol}}$. A critical line is displayed at 1, for all sub figures, indicating the criteria for coalescence $\frac{W_{el}}{W_{ecol}}$. For axial positions (a) 1.3mm, (b) 2.6mm, (c) 5mm, the pdf is moving closer to the critical line. For axial positions (d) 10mm, (e) 15mm, (f) 20mm, the pdf begins to converge onto 1. For axial positions (g) 25mm, (h) 38mm, (i) 43mm, the pdf begins to redistribute and flatten out evenly. For axial positions (j) 51mm, (k) 84mm, (l) 140mm, the pdf migrates below the critical line.

With an understanding of the dynamic behavior of coalescence, figure 4.7 (a) and (b) indicates coalescence probability for FN=1.7, the sharp coalescence is much less than that of FN=.4; where coalescence probability is the probability that a droplet has a $W_{el}$ less than $W_{ecrit}$. This is due to
the fact that for FN=.4, there is much higher collision frequency leading to a higher probability. Moreover, figure 4.7 (b) shows that further downstream, FN=.4 coalescence probability continues to increase, while FN=1.7 and FN=8 remain constant. For FN=.4, the axial component of velocity is the most dominant component so droplets moving downstream are not being pushed towards the periphery as much in the case of FN=1.7 and FN=8. Coupled with the high frequency of collisions, a continuous increase in coalescence is a plausible outcome.

Despite this agreement of FN=1.7 and FN=.4 with the dynamic behavior described by figure 4.8, FN=8 seems to have a distinct behavior pattern. In particular FN=8 has a much larger coalescence probability near $z = 15\text{mm}$. From chapter 4, it was shown that at $Re \approx 21000$, there is not much excess swirl given by the nozzle with FN=8. Also the film rupture occurs $\approx 10\text{mm}$ for this case as well. Therefore, the swirling liquid film is in a meta-stage where it is neither a fully developed cone nor a collapsed sheet. From morphological examination of the sheet, protruding ligaments can be seen to form. Therefore the higher coalescence probability is likely occurring due to ligaments simultaneously stretching and recessing into a larger globule.

An interesting observation between figure 4.7 (a) and (b) is that for water (figure 4.7 (a)) FN=8, remains constant at a lower coalescence probability downstream than that of FN=1.7, but for (figure 4.7 (b)) FN=8 remains constant at a higher coalescence probability than that of FN=1.7. Further examination of FN=8 shows that there actually is not much of a decrease in coalescence probability caused by the decrease in surface tension.
Figure 4.9: The coalescence probability for all three flow numbers along the axis in the downstream direction. (a) For $FN = 1.7$, and $Re \approx 21000$, $FN = 8$ and $Re \approx 21000$, $FN = 8$ and $Re \approx 26000$, with $\sigma = 70mN/m$. (b) For $FN = 1.7$, and $Re \approx 21000$, $FN = 8$ and $Re \approx 21000$, $FN = 8$ and $Re \approx 26000$, with $\sigma = 48mN/m$.

This peculiarity can be attributed to $FN=8$ at is underdeveloped flow displaying onion/tulip zone features, for both water and $\sigma = 48mN/m$. If we examine $FN=8$ at a higher Reynolds number ($Re \approx 26000$), we see that $FN=8$ actually has the less or approximately the same coalescence as $FN=1.7$, as shown in figure 12.

In summary, it can observed that both breakup and coalescence contribute to the diameter profile in a hollow cone spray. As breakup probability monotonically decreases, coalescence probability shows a sharp increase before decaying due to centrifugal dispersion. It is speculated that the time scale at which coalescence occurs is much slower than the breakup time scale. Thus for droplet size to increase due to coalescence, the probability of of coalescence must be much larger than breakup probability. This region is clearly scene when compared to both the diameter and velocity profile for $FN=.4$ and $FN=1.7$. For the case of $FN=8$, there appears to be no breakup but high coalescence probability. However, due to the slower time scale of coalescence, droplet size does not increase until some axial distance downstream.
CHAPTER 5: CONCLUSION

The swirling liquid film emanating from three different pressure swirl atomizers with different flow numbers were studied. This study allowed for the further investigation of the dynamic behavior the swirling film and droplet and droplet/flow field interactions which gives insight to the cascading nature of the pressure-swirl atomization process. Ultra-speed imaging was conducted to obtain wavelength, film length, cone angle measurements for varying Reynolds Number between 10,000 70,000 and varying Weber Numbers between 1 15. Additionally, the localized droplet characteristics were analysed as well. The localized droplet characteristic profile is beneficial to the design of combustion chambers, where flame placement and dense droplet regimes are key factors leading to the optimization of combustion. Reynolds number was held constant at Re 21,000 for the droplet analysis for PDPA.

From the investigation of the swirling film, both the swirling behavior and sheet characteristics were determined. The swirling behavior of the liquid film is determined by the centrifugal force which is generated from the inertia of the film. Remarkably, the intrinsic behavior of film breakup or atomization is found to be governed by the centrifugal force or swirl intensity. Specifically, the atomization process changes from Rayleigh plateau instability, to rim disintegration and eventually to wave disintegration. Further investigation of the swirl strength or swirl parameter demonstrate that for increasing flow number or orifice number, there is a larger domain where the swirl is not stabilized. In other words, an increase in orifice diameter also leads to the requirement of a higher operating \( \text{We} \) condition to ensure a fully developed cone. Therefore, despite a larger orifice diameter leading to a larger range or Reynolds Number, the required operating Reynolds Number to ensure a conical film is also increased.

To corroborate film breakup phenomena, further insight into the temporal instability of the
attenuating liquid film was obtained. This was obtained from examination of the asymptotically large wavelength for a liquid film thickness, compared with the maximum wavelength measured on the surface of the swirling liquid film. Both the experimentally measured wavelengths and the theoretical wavelength compared well. This result further elucidates the ongoing debate of whether temporal instability exists or if spatial instability is sole contributor to the breakup phenomena in liquid sheet atomization. In other words, temporal instability does exist within a liquid sheet and manifest as the maximum wavelength, longest wavelength, on the surface of the liquid sheet. Additionally, this result allows for an accurate linear simplification of the interface of the liquid sheet which can be used to deterministically analyse the droplet profile near the film disintegration and ligament rupture regime.

In regards to wavelength measurements, the breakup length scale displays a piecewise behavior for varying Reynolds Number and Weber Number. This tendency is analogous to the capillary instability regime, first wind-induced regime, second wind-induced regime, fully developed atomization regime for a jet delineated by Reitz and Bracco (1982). In the case of a swirling liquid sheet the regimes are separated as such: a) long-wave dominant breakup mode where both capillary instability and Kelvin Helmholtz instability contribute to the breakup, b) short-wave dominant breakup mode where short Kelvin Helmholtz waves are the primary contributor to breakup, and lastly c) shear-induced breakup.

The droplet diameter and velocity profile measured for all three nozzles, showed agreement with the results obtained by Saha et al. (2012). Specifically, just downstream of the film rupture, there exists a regime where secondary breakup occurs, and further downstream there exists a regime where coalescence occurs.

Droplet breakup is confirmed to exist as consequence of the cascade atomization. Clark’s model was used to analyze the breakup in the lower Weber number limit($We_d < 12$). Clark’s model
allows for the possibility of both capillary instability and bag bursting breakup to occur.

The analysis obtained from the use of Clark’s Model led to profound discovery. In particular, it was observed that the near axis breakup probability decreased for increasing flow number or orifice diameter. Conversely, the breakup probability becomes more prominent near the periphery of the hollow cone for increasing orifice diameter. This profound implication leads to additional constraints when considering geometrical design of combustion chambers. However, the secondary breakup becomes more prominent towards the periphery of the cone. Furthermore from cross examination, the secondary breakup regime is correlated with the location of smallest droplet sizes.

Lastly, the coalescence analysis also led to further significant considerations to geometry design. From the coalescence probability it was shown that for the smallest orifice diameter there is a steady increase in coalescence along the axis. Additionally, one way coupling is observed where only breakup effects coalescence. Nevertheless, both the breakup and coalescence analysis leads to significant considerations for the design of combustion chambers.

This study provides valuable insight to the cascading nature of pressure swirl atomization. Moreover, the understanding of cascade atomization leads to better insight into vaporization characteristics and future enhancement of combustion with particular focus on biofuel combustion.
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