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ABSTRACT

Modern information era gives rise to the persistent generation of large amounts of data with rapid

speed and broad geographical distribution. Obtaining knowledge and understanding via analysis

and learning from such data have invaluable worth. Features of such data analytical tasks commonly

include: data can be large scale and geographically distributed; computing capability demand can be

enormous; tasks can be time-critical; some data can be private; participants can have heterogeneous

capabilities and non-IID data; and multiple simultaneously submitted data analytical tasks can be

possible. These bring challenges to contemporary computing infrastructure and learning models.

In view of this, we develop techniques with the purpose of tackling above challenges together to-

wards more efficient collaborative distributed data analysis and learning. We propose a hierarchical

framework that supports data analytics on multiple Apache Spark clusters. We propose reinforce-

ment learning based resource management approaches to improve overall efficiency and reduce

deadline violations for scheduling general and time-critical data analytical workflows among com-

puting resources. We establish a new hybrid framework for efficient privacy-preserving federated

learning and further propose an algorithm upon it for improving asynchronous federated learning

of heterogeneous participants having non-IID data. We also propose an asynchronous stochastic

gradient descent algorithm for general distributed learning of heterogeneous participants having

non-IID data with convergence analysis. Experiments have shown the efficacy of our proposed

approaches.
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CHAPTER 1: INTRODUCTION

One of the most significant phenomenon that accompanies the ever accelerating development of

modern information era is the persistent generation of tremendous amount of data with both rapid

generation speed and widely broad geographical distribution. Hidden inside such data are the

abundant knowledge and information that intrinsically shapes the data generation. Such knowledge

and information are vitally important for understanding substantial property of the data and could

bring invaluable benefit to both the development of society and the improvement of people’ daily

life when adequately mined. This immense and still continually rising demand of obtaining

the knowledge behind data stimulates the desire of many large-scale data analysis and learning

tasks. Such tasks also present many special features and bring significant challenges to underlying

hosting computing facilities and infrastructures. Proposing techniques and mechanisms that could

tackle such challenges, fortifying the design of the computing infrastructure and fitting to the

representative features of modern data analysis and learning tasks have important academic and

practical significance.

Features of Modern Data Analysis and Data Learning Tasks

Based on their intrinsic characteristics, we can roughly categorize modern data analytical tasks

into general data analysis tasks (for instance, those general tasks running on popular parallel and

distributed platforms such as Apache Hadoop and Apache Spark) and data learning tasks (such as

those tasks running with distributed learning, federated learning mechanisms). To better depict and

understand modern data analysis and data learning tasks, we first inspect their most representative

features. Such kind of data analytical tasks commonly possess features such as:

1



1. Data involved in the analytics can be large scale and can be geo-graphically distributed. This

is due to the rapid and often widely spread generation of data, such that the data involved

in an analytical task can be both with a large volume and with multiple origins possessing

unique and irreplaceable data.

2. The amount of computing capability desired can be enormous. This is due to the frequently

observed enormous amount of input data involved in modern big data analytics. The analytical

workflows corresponding to such tasks often require processing all input data and correspond-

ing intermediate results with multiple operations that could be on some extent paralleled,

which favors larger amount of computing nodes within hosting facilities for efficient task

completion.

3. Task can be time-critical. Modern data analytical tasks nowadays mostly on some degree

have temporal urgency. This could simply be a general desire that the task be completed at

earliest possibility, such that the obtained knowledge can be quicker applied to beneficial

utilization. This could also be some more strict temporal deadlines that the analytical workflow

should follow (thus be time-critical), which could also present in streaming type iterated data

processing tasks.

4. Some of the data involved could be private. The large amount of data involved in analytical

tasks are more than likely to contain some private data that are uniquely generated and

owned by specific participants which shall not be shared. Protecting such private data and

avoids privacy leakage at best effort could be an important consideration for the successful

accomplishment of the according data analytical tasks.

5. Participants involved can have heterogeneous capabilities and non-IID data. Since data

involved in an analytical task can be from multiple unique origins (participants), they can

easily have non-IID data distribution. Furthermore, participants involved in computation
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could also be from multiple agents in purpose of increasing available computing capability,

this results in possible heterogeneous participants with different computing and networking

capability.

6. It is possible to have a large amount of simultaneously submitted data analytic tasks in the

hosting computing facility during a time interval. This is once again due to the rapid and

spread generations of data that derive many diversified data analytical tasks which could

happen concurrently. Thus from the perspective of computing facility, a computing platform

may face task submission from multiple data analytical tasks simultaneously which could

cause a resource competition condition.

Challenges Facing Computing Facilities

With the detailed description of certain features of modern data analysis and learning tasks, the

focus now moves on to how the underlying computing facility could handle the load from all the

data analytical tasks and provide efficient task completion. However, there is no denying that all the

aforementioned task features bring much challenges to contemporary computing infrastructure and

facilities. We summarize the desires and challenges to the computing facility as follows:

• Due to the extensive computing capability demand of large-scale data analytical tasks, fa-

cility’s computing capability on one site (cluster) may not be sufficient for efficient task

completion. And further scaling up on one site is likely to be more unrealistic due to cost,

power and management concern. Therefore utilizing computing capabilities from multiple at-

tending facilities becomes more actual. However, how to enable the collaborative mechanism

remains a great challenge.

• From the view of the overall computing infrastructure which could be composed of multiple
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distributed computing clusters, since there can be many continual and even multiple concurrent

task submissions, how to reasonably schedule all analytical tasks to according computing

cluster such that the overall efficiency is improved meanwhile lowering the missing deadline

events of time-critical tasks is a challenge to the scheduling scheme.

• A special type of data analytical tasks is the data learning problem. Due to the features of the

data origin, distributed data learning better fits the task requisites. Compare to synchronous

organization form, asynchronous distributed data learning improves training efficiency by

avoiding synchronization barriers. However, features of the underlying deployment scenario

could bring more pressure to the asynchronous organization form. Such as, with heteroge-

neous participants having different capability and non-IID data, asynchronous methods need

to take special consideration to grant a correct convergence result. How to provide efficient

asynchronous approaches under specified deployment environment for efficient data learning

remains a challenge.

• Since private data can be involved in the data analytical process, how to protect privacy

during potentially geographically distributed analytical tasks is a significant requirement

to the underlying system infrastructure design. Potential measures include keeping private

data local with no cross-participant transmission and neutralizing private information con-

tained in intermediate cross-participant information such as the participant gradients used in

distributed learning. An overall effective privacy protection approach can help to stimulate

participating enthusiasm of different data owners and alleviate privacy concern related to

general collaborative distributed data analytical tasks.
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Our Contributions

In view of previously mentioned task features and corresponding system challenges, my doctoral

research focuses on developing a few approaches for the purpose of tackling aspects of these

described challenges. And in hope that these works together could be towards more efficient

collaborative distributed data analysis and learning.

• In order to enable large-scale data analysis of which the requirement of computing resources

could be beyond the capability of one computing cluster, we propose a hierarchical framework

that supports deploying a data analytical workflow onto multiple clusters with Apache Spark

platform for collaborative data analytical task completion. This work has been published as

paper [52].

• As stated previously, it is a challenge for accomplishing resource management in a large-

scale computing system which may contain multiple distributed computing clusters. For

scheduling a large amount of data analytical workflows potentially containing both general

and time-critical jobs among multiple computing clusters, we proposes a reinforcement

learning based resource management approach to improve overall efficiency and reduce

violations of temporal deadlines. This work has been published as paper [51].

• We further proposes a deep reinforcement learning based elasticity-compatible resource man-

agement approach for heterogeneous computing environment containing multiple computing

clusters. In this work, the nodes in different clusters may have different computing capabilities

and certain clusters could have elasticity. This work has been published as paper [50].

• For collaborative distributed learning (including federated learning) among multiple partici-

pants as a specific type of distributed data analytics, we establish a new hybrid architecture
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with the name HALE-Fed for efficient privacy-preserving federated learning. It could pro-

vide equivalent if not better participant-level privacy protection effect as the native Secure

Multi-party Computation (SMC) meanwhile maintaining nearing to pure asynchronous orga-

nization training efficiency. We further proposes an algorithm Fed-SUDA which is built upon

HALE-Fed for improving federated learning in a deploy environment with heterogeneous

data and participants. It helps to enable a reliable asynchronous federated learning approach

in such kind of deployment environments.

• We also proposes an algorithm named HP-ASGD as an asynchronous stochastic gradient de-

scent (SGD) algorithm for general distributed learning having non-IID data and heterogeneous

participants. It could correct the model shift concern of native asynchronous SGD method in

such a heterogeneous condition and serve as a trustful SGD method in such a situation. We

also establish the convergence analysis of the HP-ASGD algorithm for non-convex problems,

so that the efficiency estimation and convergence guarantee can be quantitatively evaluated.

I hope the works done in this doctoral dissertation could serve as a step to stimulate more insightful

and innovative approaches towards resolving challenges facing the distributed computing system

from modern data analysis and learning tasks. And I hope this dissertation could contribute to the

eventual goal towards more efficient collaborative distributed data analysis and learning.
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CHAPTER 2: LITERATURE REVIEW

Parallel and Distributed Data Analysis

1 Parallel and distributed data analytical systems have rising significance to meet the ever increasing

demand from modern data analytical tasks. Many works have contributed into improving system

performance in various aspects of such systems [28, 64, 56, 57]. Among them, Apache Hadoop and

Apache Spark are popular and representative platforms for such data analytical systems which also

attract attentions from researchers [34, 99, 76, 96, 97].

MapReduce is a popular computational model with great application and research potentials [40,

21, 12]. Apache Hadoop can be seen as a popular open-source implementation of the MapReduce

paradigm. There are several existing research projects either providing a hierarchical level design for

the MapReduce model or even providing framework design support for deploying MapReduce jobs

to multiple cluster environments. [92] proposes a new Map-reduce-Merge model as an extension

of the MapReduce paradigm. The new merge phase can merge heterogeneous dataset already

partitioned and sorted by MapReduce and can express relational algebra operators as well as join

algorithms. However, it increases system complexity and learning curve due to the introduction

of several new components. [22] classifies MapReduce jobs into two categories based on whether

they are recursively reducible or not. It provides a solution that could support hierarchical reduction

or incremental reduction for recursively reducible jobs, however it is only applicable to single

cluster environment. [30] introduces MRPGA (MapReduce for Parallel Genetic Algorithms), which

additionally adds a second reduce phase to the original MapReduce model in order to address

genetic algorithms, however, this extension is designed for a special application and may not be

1Content of this chapter is in part based on our published papers [52, 51, 50].
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suitable as a solution for general MapReduce applications. The concept of "distributed MapReduce"

is introduced in [9], which is a hierarchical design for MapReduce. However this solution is lacking

scheduling algorithm and programming model design. [4] addresses the data analysis problem in

the hybrid cluster, which consists of a local cluster and cloud computing resources, with the usage

of both local and global reduce phases. However, the solution also lacks scheduling algorithm.

Luo et al. [55],[54] presents a hierarchical MapReduce framework that adopts the Map-Reduce-

GlobalReduce model introduced in the paper. The framework is capable of utilizing computational

resources from multiple clusters to collaboratively accomplish MapReduce jobs, and it also provides

scheduling algorithms for compute-intensive jobs and data-intensive jobs. However, above solutions

are targeted for MapReduce paradigms, and are not designed for Apache Spark system.

Reinforcement Learning based Resource Management

Resource management for time-critical distributed computing faces many challenges, which re-

quires a better understanding of both instantaneous and long-term influence of allocation decision.

Traditional rule-based or white-box resource allocation models are inadequate on these goals due to

intrinsic system complexity and difficulty in abstracting behavior characteristics. Instead, we tackle

this problem by using the cutting-edge reinforcement learning technique, which is good at capturing

intricate system features and gradually improving itself along RL process. Reinforcement learning

is an important area in machine learning. The goal of which is to gradually learn to perform good

actions in response to state representations of different environment status, in earning maximum

action value.

Recently, many significant achievements have been accomplished using reinforcement learning

technique. For one representative example, Deepmind [17] recently developed a computer Go

program called AlphaGo to defeat world champions [73, 74]. In [73], they facilitate Monte-Carlo
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Tree Search (MCTS) algorithm [11] with their own policy network and value network, which

are obtained via techniques including supervised learning and reinforcement learning with deep

neural networks. Further in [74], they apply reinforcement learning strategy directly without human

knowledge, and are able to achieve model which surpasses previous one [73] in a short interval of

time.

In the field of distributed computing, there are also studies focusing on utilizing various approaches

in improving system performance and functionality. [47] proposes a search-based automatic

parameter tuning method for MapReduce [16] framework. It uses a genetic algorithm to identify

near-optimal configuration of several Hadoop platform parameters in minimizing job execution time.

[86] proposes an architecture for scientific workflow management systems that supports provenance

and atomicity to distributed scientific computations represented as scientific workflows. [52]

proposes a framework facilitating execution of a big data computing application with multiple spark

clusters. [79] proposes JDS-HNN, a heuristic approach that utilizes Hopfield Neural Network for job

scheduling and data replication in a grid, in purpose of minimizing job execution makespan and data

file delivery time. [94] and [83] try to deduce machine learning model that could respectively capture

the relationship between execution time or percentage performance improvement with parameter

configurations. The former is depicted as a regression problem, while the later a binary and multi-

category classification problem. [1] proposes a cloud computing configuration optimization method

for big data analytical platforms. It focuses on configurations such as selecting appropriate type

and numbers of instances, and could distinguish a good configuration efficiently due to Bayesian

optimization efficiency.

Approaches including reinforcement learning have been investigated to be applied to computing

resource management. [2] introduces a parallel temporal-difference reinforcement learning algo-

rithm for achieving optimal cloud resource scaling decision. [59] employs deep learning strategy in

reinforcement learning to accomplish resource management in a cluster from gradually accumulated
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experience and the result called DeepRM is comparable to state-of-the-art heuristics. [88] presents

a novel multi-agent reinforcement learning method for load balancing problems of grid computing

resources composed of multiple clusters with large-scale computing jobs. [41] proposes to enable

model-free control in distributed stream data processing systems using deep reinforcement learning,

which aims at minimizing tuple processing time in average. However, none of the above researches

handles hybrid time-critical workload in distributed computing environment.

Elasticity-compatible Resource Management

Reinforcement learning (RL) has recently gained astonishing accomplishments in a diversified

range of tasks such as artificial intelligence, object tracking, vehicle management, robot navigation

and dialogue system [74][85][77][49][31][36]. Its advantages are well demonstrated in extracting

knowledge from continual interactions with the environment even in complicated systems, which is

otherwise hard to be abstracted by rule-based approaches even under expert guidance. Once trained,

it could respond fast to inference for providing timely action decisions in contrast to searching-based

approaches.

In accordance with this consensus, reinforcement learning has been adopted to deal with decision-

making problems in a distributed computing environment. [59] presents “DeepRM” that utilizes

reinforcement learning for obtaining a resource manager to coordinate workload execution in a

cluster for improving execution efficiency. [88] uses multi-agent reinforcement learning in obtaining

a method aiming at the job scheduling problem in a Grid computing environment, in purpose of

realizing load balancing. In [20], a cloud controller towards resource allocation for applications

in a cloud environment as an automatic workflow is obtained via reinforcement learning where

techniques in accelerating training process are integrated. [2] applies Q-learning in training towards

optimal policy for dynamic resource allocation for applications in a cloud. [48] tries to solve a joint
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virtual machine resource allocation and power management problem by proposing a hierarchical

framework learned via reinforcement learning. In [41], a model-free approach is obtained by

deep reinforcement learning, targeting at minimizing average end-to-end tuple processing time for

distributed stream data processing systems. [14] presents DRL-Cloud, a resource provisioning and

task scheduling system achieved via deep reinforcement learning focusing on reducing energy cost.

[51] proposes a resource management approach for time-critical applications in a distributed

computing environment via reinforcement learning. It is the most related one to our elasticity-

compatible resource management approach. However, they differ in multiple aspects. Firstly, the

underlying problem is largely different. Although similarly dealing with a multi-cluster environment,

[51] does not consider cluster heterogeneity and elasticity, both of which are considered in this

elasticity-compatible approach. Later descriptions in Chapter 5 will reveal how greatly this will

change the problem nature and increase problem complexity. Secondly, depending on the new

problem feature, the most important action value in reinforcement learning of Chapter 5 is vitally

redefined with novel consideration and insights. Thirdly, the added problem complexity leads to a

brand new model structure design. [51] uses a general neural network with fully-connected layers,

while we in Chapter 5 propose a deep neural network based on LSTM structure and a partial network

sharing multi-target learning mechanism. Fourthly, experiments in Chapter 5 provide thorough

observations and show comparison with approach in [51]. Hence, this work shows great importance

and significant difference comparing to [51] from aforementioned aspects.

Efficient Privacy-preserving Federated Learning

FL related: Federated learning [38] is a form of technique for organizing collaborative learning

among multiple participants, meanwhile keeping their data local and private. It enables the oppor-

tunity to collaboratively learn knowledge and mine information from decentralized and privately
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owned data of participants. FL is capable of handling up to a large scale of participants. In [6],

it provides design principles for scaling FL to a large group of participants. [27] provides an

application sample for FL at scale. The organization of FL can be traditionally classified into two

cases, synchronous and asynchronous, with synchronous FL being the more popular one in the past

due to its more formulated organization form. Besides SGD updating mechanism, other updating

mechanisms such as FedAvg [60] which adopts multiple local updating rounds before coordinating

to the global model, have also been developed for different algorithm balancing priority. However,

synchronous FL could suffer from the synchronization overhead and asynchronous FL has drawn

more and more attentions recently for its better efficiency due to the elimination of synchronization

process. Thus there are works emerged that focused on the research of asynchronous FL. [13]

proposes an asynchronous FL algorithm that tunes local computing episodes before sending out

local updates towards accelerating training convergence. [53] presents an asynchronous federated

learning mechanism for edge network computing which utilizes self-adaptive threshold gradient

compression and dual-weights correction for network communication reduction.

Privacy related: [32] has provided a good summarization for recent advances and open problems

in the field of FL. One category is about the Privacy related concerns related to FL. Similar as other

form of machine learning algorithms, FL faces challenges from adversarial attacks. [72] shows

membership inference attacks against machine learning models which is also applicable to FL. More

correspondingly, [61] directly demonstrates the appliance of inference attacks against collaborative

learning. [101] presents potential information leakage from gradients generated by model updating

process, and shows that such leakage could be used for reconstructing information related to

the training data. [68] extends the work in [101] by establishing the limits of the training data

reconstruction in different network structures. As aforementioned, these attacks can be categorized

into two functionality subgroups, one is those towards general information shared by many forms of

machine learning, the other is more towards FL-specific participant level information. Regarding
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security and defending measures, DP is an effective approach towards information obfuscation

for defending multiple attacking methods and [24] provides description for applying DP in FL.

Another popular security measure, especially in synchronous FL, is MPC/SMC technique, which

hide individual gradient information by secure gradient aggregation among multiple participants

and [7] establish a practical secure aggregation protocol that could be used in large-scale FL.

Hybrid FL related: There are studies related to hybrid-alike FL providing benefit to FL be-

yond either synchronous or asynchronous structure. [10] organizes asynchronous tiers for global

updating with synchronous intra-tier computation with nodes of similar speed. [89] proposes

a semi-asynchronous federated averaging protocol, including a lag-tolerant model distribution

method that conditionally requires participant synchronization. [33] proposes a two-phase FL

algorithm that selects a small model aggregation committee for training, where secure aggregation

is only applied within committee to reduce communication overheads. However, none of the above

work provide SMC-alike technique to a foundationally asynchronous FL framework, and none

could solve practical issues like our proposed Fed-SUDA for asynchronous FL with heterogeneous

environments.

Convergence Analysis of Distributed Learning Algorithms

Distributed learning (including FL) is a machine learning technique that aims at accomplishing

collaborative learning from decentralized participant data [38, 93]. [6] shows the system design for

large scale federated learning. [26] presents a distributed learning scenario among multiple agents.

Regarding convergence analysis related to distributed GD/SGD in FL: [35] and [87] present analysis

for synchronous FL of convex function with non-IID data and full participation. [75] is with the

similar setting as the above but for IID data. [84] and [100] then focus on FL convergence for
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non-convex functions with full participation. [95] adopts similar setting but is with respect to the

distributed momentum SGD. Accordingly for FedAvg [60] algorithm, [91] analyzes asynchronous

FL with non-IID data and full participation. [43] shows result for synchronous FL of convex

functions with non-IID data and partial participation. [70] changes setting in [43] to asynchronous

but still for convex functions.

Other distributed learning with SGD has also drawn great attention from theoretical analysis. [69]

presents parallelized SGD algorithm with lock-free manner and provides theoretical analysis for

convex functions. [15] provides a martingale-based analysis that reveals convergence rates for

convex functions with relaxed assumptions comparing to [69] and analyzes asynchronous SGD

for non-convex matrix problems and for lower-precision arithmetic. [19] shows that asynchronous

stochastic convex optimization achieves asymptotic optimal convergence rate. [46] further shows

ergodic convergence rate for asynchronously paralleled stochastic gradient algorithms for non-

convex functions in both network and multi-core systems. However, none of the above works is for

asynchronous algorithm for non-convex problems with non-IID data and participant heterogeneity.
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CHAPTER 3: COLLABORATIVE DATA ANALYTICS AMONG

MULTIPLE CLUSTERS

1 With the coming and on-going duration of the information era, more and more data are generated

everyday, even in an exploding speed. These data carry lots of invaluable information that are of

great importance to human society and global development. The necessity of analyzing such drastic

amount of big data stimulates the continuing prosperous development of big data computing. Since

the analytical process of such data are way over the computational capability of even the best single

computing node, people spend great efforts to develop parallel computing methods and platforms.

Among them, Apache Hadoop and Apache Spark are two of the most popular open-source big

data computing platforms. Apache Hadoop utilizes HDFS (Hadoop Distributed File System) as its

storage layer, and uses MapReduce computing model to provide end users a distributing computing

platform that has better reliability and scalability than traditional parallel computing interfaces.

Apache Spark further improves the performance of Apache Hadoop by introducing RDD (Resilient

Distributed Dataset) object based on the in-memory technique. Apache spark overall provides better

distributed computing performance for big data analytical workflow, which supports much richer

computational operations and more complicated workflow structure comparing to Apache Hadoop.

Both Apache Hadoop and Apache Spark are deployed upon the concept of cluster. All computing

nodes form a cluster that can be employed by the resource manager such as YARN to schedule

computing tasks. In this case, all internal nodes are natively considered to have a local network

connection with other nodes in the cluster. However, distributed computing may involve multiple

geographical locations. Even if we use the virtual private network (VPN) technique to connect

these computer into a single cluster, as the resource manager is not able to detect and realize such

1Content of this chapter is based on our published paper [52].
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heterogeneous network structure, the cluster performance will degrade significantly. A hybrid cloud

is a good example to utilize distributed computing on multiple geographical locations. A user may

have one local cluster initially, but then realizes the shortage of computing resources due to data

analytical demand, and decides to request more resources from public cloud platforms such as

Amazon EC2. The user is then facing with the obstacle of how to integrate and utilize the resources

from both local private cluster and public cloud computing recourses. On the other aspect, with

ongoing popularity of cloud computing platforms, many organizations with data security concerns

would like to keep sensitive data local. In this scenario, it is of great significance to enforce the

isolation between multiple clusters, in order to obey the data security standard. For example, the

data security standard may grant only the transferring of computation generated intermediate data

but not original input data. These scenarios motivate great necessity of migrating big data computing

workflow to multi-cluster environment.

In this chapter, we present a multi-cluster big data computing framework built upon Spark. Our

major contributions include:

• A framework that addresses the problem of utilizing the computation capability provided by

multiple Apache Spark clusters, where heterogeneous clusters are also permitted.

• A scheduling algorithm to optimize workflow execution on our multi-cluster big data comput-

ing framework.

• An integrated controller within the framework, which grants ability for submitting, monitoring,

and finishing of workflows.
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Architecture of Hierarchical Spark

The architecture of hierarchical Spark mainly contains two component layers, the global controller

layer and the distributed layer. The global controller layer consists of the workflow scheduler and

the global listener. The distributed layer consists of the distributed daemons, each has job manager

and job monitor in charge of submitting and monitoring the job allocated to corresponding cluster.

When using hierarchical Spark, users provide the following files to the framework: (1) application

files that contains component jobs to form the overall workflow; (2) configuration files that specifies

application dependencies; (3) profiling information for component jobs. If the profiling information

is absent, it can be supplemented by on-site profiling with the original workflow and sample data.

Upon receiving input, the workflow scheduler extracts information, and then generates job allocation

arrangement by our scheduling algorithm. Once the arrangement is decided, the workflow scheduler

will utilize the global listener to distribute and start the actual execution. The global listener is

another component of the global controller layer, based on the scheduling plan provided by the

workflow scheduler, the global listener will deploy corresponding job to assigned clusters. It will

also communicate with distributed daemons, which manage job submission and monitor job status.

Once job finished, the distributed daemon will notify the global listener so that the latter will arrange

transferring of the output file, submitting other dependent jobs, or launching the final job, until the

entire workflow is finished. The architecture of hierarchical Spark is illustrated in Figure 3.1.

Workflow Model

In hierarchical Spark, the workflow model contains three type of components, i.e., non-dependent

job, dependent job, and final job. The non-dependent jobs are those jobs that start from initial input

files, and have no other dependencies. The dependent jobs are those jobs that have dependencies on
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Figure 3.1: Architecture of Hierarchical Spark

other jobs, either non-dependent or dependent ones. The final job is the last component in the entire

workflow, this is fixed to be executed on the central cluster. By dependencies, all these component

jobs form the entire workflow as the input of our framework. Each job is a basic element that will

be scheduled to clusters for computation. Figure 3.2 illustrates a hierarchical Spark workflow.
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Figure 3.2: Illustration of Hierarchical Spark workflow

Recall in Spark, a job can be expressed as a DAG (Directed Acyclic Graph), similarly, our framework
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workflow can also be represented as a DAG. The transformation from original spark workflow to

the our framework workflow is natural.

Basically, Algorithm 1 starts by letting each stage in initial spark DAG become a job in the

framework workflow. Then, we suggest splitting jobs in the workflow into multiple ones, or

combine several jobs in the framework workflow into one job. We recursively examine the workflow

until there is no new change. For example, in lines 3-8 of Algorithm 1, for a job in the workflow, if

its “inputsize" over “blocksize" (equivalently the number of blocks) is very big, we suggest split

it into multiple jobs, with default suggesting splitting number shown in algorithm. Conversely,

in lines 11-18, by looking at some job i together with its dependency jobs list Di as a group, we

can check whether using the whole group as one job in our workflow is beneficial, then apply the

change if this will significantly lower total transit data meanwhile not violating other constraints.

We provide general default values to thresholds in the algorithm, for example, the default value of

threshold1 is 10×(max # of executors in all clusters). However they can also be specified by the

user to customize the suggestion engine.

Using the wordcount application as an example. When it is used as the workflow input for

our framework, Algorithm 1 will provide transformation plan from this Spark workflow to our

framework workflow. For this example, if the number of block for the input file is larger than

threshold1, we suggest split the job into multiple ones. In this case, the split can be accomplished

by roughly repeating the unary operation “reducebykey()" twice, with each new non-dependent job

taking care of one portion of the initial input file.

The core pesudo code for original wordcount application is follows.

line.split(“ ”).map(word→ (word,1)).reducebykey()

Core pesudo code for our framework wordcount application (non-dependent jobs) is the same with
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the code above, which also demonstrates that the transformation burden is little to framework users.

The core pseudo code for the final job is:

collectedresultline.map(parser(“K,V ”→ (K,V ))) .reducebykey()

Algorithm 1 Spark Workflow Transformation Algorithm
1: Let each stage in Spark become a job
2: for each job i do
3: if (Di = /0 && (β =# of clusterhasinput)>1 && input/blocksize > threshold1) then
4: split job to β jobs, update corresponding dependency lists
5: end if
6: if (Di 6= /0 && input/blocksize > threshold1) then
7: split job to input/(blocksize×threshold1) jobs, update corresponding dependency lists
8: end if
9: end for

10: Change=true
11: while Change==true do
12: Change=false
13: for each job i do
14: if !IsNewSplittedJob(i) && total input blocks to i <threshold1 && new output/original

total output<threshold2 && combined input exists if non-dependent jobs are involved
then

15: combine job i and Di into one job, update corresponding dependency lists; Change=true;
16: end if
17: end for
18: end while
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Figure 3.3: Illustrative framework workflow DAG generation

This final job is added to act as an eventual collection and reduce procedure for all intermediate

data generated by previous non-dependent jobs, its code is straightforward and easy for framework
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users to add.

Figure 3.3 illustrates a more general case, by showing the original spark DAG on the left and

Framework workflow DAG on the right. It shows that the general suggestion result from our

algorithm which may include some splitting as well as combing, with other stages in the original

DAG directly becoming corresponding jobs in our new workflow.

Scheduling Algorithm

Our framework not only aims at enabling distributing component jobs of an entire workflow to

multiple spark clusters for cooperated computing, but is also equipped with scheduling algorithm

designed to better achieve multi-job & multi-cluster scheduling in purpose for better performance.

Our proposed algorithm is shown in Algorithm 2.

Multi-job & multi-cluster job scheduling is a well-known NP-hard problem. To achieve a good

solution in an efficient way, we use simulated annealing as the major heuristic algorithm for solution

searching. To further increase the efficiency, we use greedy algorithm to achieve a better initial

solution that will be provided as input to the simulated annealing algorithm.

Regardless of the choice of heuristic algorithms, the core design of our scheduling algorithm is

nonetheless the evaluation function that could assess the scheduling arrangement. Since our aim

is to reduce the total execution time of the entire workflow, our evaluation function is designed to

be capable of evaluating the running time cost of a specific scheduling arrangement. Further, the

evaluation function needs a performance model, which can provide us an estimation for the running

time of a job on a cluster.
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Performance Model

Now, we provide the performance model that could estimate the running time of a job on a candidate

cluster. To better introduce the entire performance function, we first introduce the performance

model for a stage in a job. Its details are as follows:

Let l be the average computing time of a task in a stage using its required executor. We define it in

unit of second. Let c denote the total available executors in a cluster for this job. Let a denote the

number of tasks in a RDD in a stage, we choose the maximum number of tasks in a RDD in a stage

if RDDs in a stage have different number of tasks.

Thus, a/c represents possible waves during execution.

The performance model for a stage is defined as:

tstage = l ·a/c (3.1)

Now, we propose the performance function that models the execution of a job into a more detailed

level as running of stages, relevant to the stage running concept in Spark.

PF =
InputSize

SampleSize
× ( ∑

stages
tstage + ∑

shu f f les
ST ∗nF) (3.2)

where ST is the intermediate data shuffle time that happens between stages. If no shuffle exists

between some stages, corresponding shuffle time equals zero. nF is the network factor, which can

reflect the different internal network speed of cluster. Notice that we consider the possibility that

the profiling may be corresponding to a sampling data, instead of the entire input data, so the ratio
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of InputSize over SampleSize is also considered in the formula.

This performance function is currently adopted in our framework. Nonetheless, we would like to

point out that, when applicable, depending on different coarseness of profiling data, the performance

function can certainly be replaced by even more specially designed or more complicated performance

models suitable for certain scenarios corresponding to the actual application.

Scheduling Algorithm and Evaluation Function

When designing the scheduling algorithm for our framework, we have considered different options

at the early stage. The non-dependent jobs in our framework are a little special, as each of them

has no dependencies, thus all can be submitted at the beginning of the execution. Consider these

jobs as a group, one option for scheduling is the initial optimizing scheme designed to focus on

optimizing the arrangements of this group for better performance. As stated before, to decide an

optimized plan for all jobs in this group, we use greedy algorithm (sort all stages with computing

load in descending order) to achieve an arrangement plan, and then an on-the-fly arrangement plan

for other jobs in the workflow in actual submission time order. In this scheme, the arrangement plan

for all non-dependent jobs will not consider the consequences it brought to other dependent jobs

which depends on them, it therefore can be seen as a non-forward-looking scheme.

Stimulated from this idea, but further improved, we design a global optimizing scheme aims

at providing an overall scheduling arrangement of the entire workflow. We want to take into

consideration the consequential effect of optimizing non-dependent jobs it may bring to the later

jobs. In other words, instead of providing current moment optimized arrangement plan, we would

like to take global vision, foresee the whole picture of workflow DAG, then decide an arrangement

plan for each job in the workflow. Due to its more advanced feature, we select this scheme as our

framework scheduling scheme. The entire arrangement plan will be decided based on the following
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procedure:

Firstly, similar as proposed in the initial optimizing scheme, we obtain arrangement plan for all

non-dependent jobs by greedy algorithm. Now, for each non-dependent job, the scheduling plan for

it will be represented as (cluster, tstart , t f inish), where cluster is the selected cluster, tstart is the job

start time. t f inish is the job finish time generated by the performance function.

For all dependent jobs, the tuple (cluster, tstart , t f inish) can be filled in by first calculating jobst using

equation 3.3:

jobst [s′][ j] = max(t ′,clusterat [ j]) (3.3)

where t ′ = max
s
{t f inish o f s+ IMO(s,s′)|s ∈ dep set o f s′}, IMO() is the intermediate output

transferring time for two jobs, clusterat [ j] is the available time of cluster j which s′ may depoly to.

Equation 3.3 is also used for non-dependent jobs by considering their dependency set as empty and

only use clusters that has its input.

For any job where its dependencies has been cleared, its jobst [s′][] times are available. All these

jobs can gradually be fit into the greedy algorithm. Once their cluster arrangements are decided,

the corresponding tstart , and t f inish components can be filled in. Recursively, this can form an entire

initial scheduling plan for the entire workflow, this part is shown in lines 3-33 in our proposed

Algorithm 2. In fact, during this process, we are already simulating the execution process of the

workflow together with the usage of greedy algorithms for achieving an initial scheduling plan. The

similar idea of simulation will be used as the evaluation function in the iteration process of the

simulated annealing algorithm, where t f inish of the final job is the eventual output of the evaluation

function.

Secondly, for simulated annealing, each time it will randomly change one cluster arrangement if

suitable, feed into the evaluation function E() to simulate its execution to achieve the new t f inish of
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the final job, which is the result of the evaluation function E(). Based on its result and therefore

the result of the function P(), the simulated annealing can decide whether to keep the current plan

or to update to the new one. The idea of the simulated annealing is that, if the new arrangement is

better than the current one, it will always accepts it; however, if the new arrangement is worse than

the current one, it will stochastically accepts it, which helps in jumping out of the “local" extrema.

The probability depends on the parameter αT and the evaluation difference. At the beginning of

simulated annealing, the result of exp() function if used is very close to 1 and therefore there is much

higher chance for accepting bad arrangements. In contrary, when nearing to the end of the algorithm,

T , therefore αT , becomes small and the chance of accepting bad arrangement is significantly

decreased. This simulated the physical annealing process where T act as the “temperature" in

original process. This algorithm is good at obtaining global extreme for scheduling arrangement.

Parameter α is used to make sure that according to the range of evaluation function difference,

the initial probability to accept bad arrangement is very close to 1. The function P() used in our

simulatedAnnealing() function is:

P(E(S),E(Snew),T ) =

 1 IF E(snew)≤ E(s)

exp
(

E(s)−E(snew)
αT

)
Otherwise

(3.4)

The SimulatedAnnealing() function is shown in lines 35-43 in Algorithm 2. To supplement the

detail, we now will state the definition of the evaluation function E(), which is a simulation process,

as follows:

The input for the simulation engine is the set of jobs, each with a configuration tuple (cluster, tstart).

The simulation process will then generate a simulated running for each cluster. For each cluster, the

input is the tuples with format ( job, tstart). The simulated cluster submit the job to it by order of start
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time. For all jobs with tstart time undecided, the cluster simulation will wait until its dependencies

are all cleared. Then each job on the cluster simulation will simulate its running by result from the

performance function, with currently updated cluster information being considered. Simulations for

all clusters are processed simultaneously. Eventually, all simulation of all clusters are finished, then

the t f inish of the final job becomes the eventual output of the evaluation function. An illustration

graph of this process can be found in Figure 3.4. Now, we can formally state our scheduling

algorithm in Algorithm 2.

Clusters

Positive time direction

Time t Other awaiting dependent jobs will be 
added to corresponding execution line 

once dependencies are cleared

Non-dependent 
jobs

Dependent 
jobs

Figure 3.4: Cluster running simulation

Implementation Issues

Global Controller and Distributed Daemon

To enable the distributing, monitoring and executing of the big data analytical workflow, we

designed global controller and distributed daemon in our proposed multi-cluster big data computing
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framework.

The global controller is composed by the workflow scheduler and global listener, the workflow

scheduler accepts user provided framework input, extract necessary information, and provide the

scheduling arrangement result. The global listener is constructed as a multi-threading program,

where all distributed daemon will be connected to it. Functionality of the global listener include:

Send job arrangement to corresponding distributed daemon, order the moving of intermediate files.

The distributed daemon are composed by the job manager and the job monitor. Upon receiving

job arrangement, the distributed daemon will submit the job to the cluster, it will also capture the

application ID after submission, using it to monitor the job status. Once succeed, the distributed

daemon will notify the global listener about the status update and intermediate file collection

movements will be applied if necessary.

File Transfer

During the execution of the workflow, there are certain steps that contain or require intermediate

data file transfer. For example, the final job definitely relies on outputs generated by some other

jobs in the workflow. Also, when deploying dependent jobs, it may be necessary to apply movement

of intermediate data to other clusters. In our framework, we assume the underlying file system

to be HDFS (Hadoop Distributed File System). In order to make the file transfer more efficient,

instead of applying the HDFS to local, transfer, then local to HDFS procedure, we use transfer

command provided by the HDFS API (hdfs distcp) to facilitate direct and efficient parallel file

transfer between source and target HDFS system.
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Algorithm 2 Scheduling Algorithm
1: Create Scheduling[], cluster available time clusterat []. For each job i, create estimated job start

time jobst [i][], dependency list D[i][], and the wall clock time for all jobs in dependency lists of
job i, i.e., Dep-walltime[i][]. For each cluster j, create Running[ j][] to record running interval
and capability usage of each job on cluster

2:
3: GreedySolution() {
4: while RemainingJob!=0 do
5: for each job i where Scheduling[i]=Null do
6: if D[i][]==Null then
7: scheduling-pool.add(job i)
8: jobst [i][]= Eqn(3) result by Dep-walltime[i][]
9: end if

10: end for
11: if All jobs in pool has same min start time then
12: Sort(scheduling-pool, computing load, descending)
13: else
14: Sort(scheduling-pool, min

j
( jobst [i][ j]), descending)

15: end if
16: for each job i in scheduling-pool do
17: initialize Score[];
18: for each candidate cluster j do
19: // Using reciprocal of estimated job finishing time as score for cluster j w.r.t job i for

scheduling
20: decide cluster j capability by Running[ j][] and jobst [i][ j]
21: Score[ j]=1/( jobst [i][ j]+PF(i, j))
22: end for
23: j=Scheduling[i]=argmax(Score[])
24: RemainingJob−−
25: jobwalltime = jobst [i][ j]+PF(i, j)
26: update Running[ j][]
27: if cluster j is fully occupied by submitting job i then
28: clusterat [ j] = min( jobwalltime) for current jobs on j
29: end if
30: Delete job i from all dependency lists, adding jobwalltime to corresponding Dep-walltime[][]
31: end for
32: end while
33: return Scheduling }
34:
35: SimulatedAnnealing() {
36: for k = 0 through kmax do
37: T = 100× ( kmax

√
0.001)k

38: Scheduling’ = randomAlternation(Scheduling)
39: if P(E(Scheduling), E(Scheduling’), T) >= rand(0, 1)) then
40: Scheduling=Scheduling’
41: end if
42: end for
43: return Scheduling }

Experiments

Our experiments are done on Amazon EC2 cloud computing platform, the Hadoop version is 2.7.3,

and the Spark version is 2.1.0. Each cluster used in the experiment utilizes at most 9 m4.xlarge

computing nodes to compose cluster of different sizes. For each cluster we mention below, the
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number of nodes are referring to data nodes (computing nodes) in the cluster and there will be an

extra name node in the cluster as well. We set one executor on each computing node that utilizes

four virtual cores. There are mainly two purposes of our experiments. First, to show that by enabling

multi-cluster collaborative execution, we could dispatch the original workflow by component jobs

that could run on different clusters. Second, in some situations, the distributed workflow can also

outperform the original application due to enabling of computing resources from multiple clusters

and our designed scheduling algorithm. Our first experiment uses the WordCount application.

• WordCount: Comparing Effort of Original and Distributed workflow

In the first experiment, we run WordCount on 100GB input file with a 6-node cluster, this will act as

our execution for the original workflow and as the comparing case for other distributed workflows.

For comparison, we run the distributed workflow on two, three, and four clusters (one of them is the

central cluster where the final job is on), each having 6 computing nodes, and each deals with its

proportional portion of the original total input. We further assume all clusters have all inputs in this

experiment. The distributed component jobs are the same as the original WordCount job, however,

in the end, the output files will be collected to the main 6 nodes cluster, and apply an additional

application which act as a global reduce process. For 100 GB input on original workflow on one

single cluster with 6 computing nodes, the total execution time is 16 minutes. As an example, in

comparison, for three cluster scenarios, the 33 GB input on 6-node cluster costs a maximum of

5.6 min execution time, the generated output file is around 2 MB for each cluster, gathering them

to the main cluster using HDFS distcp will cost around 20s, and the final job running time on the

6-node main cluster will cost about 49 seconds. Due to the scale of the workflow, other overhead

caused by the architecture is low enough to be ignored, in fact, the scheduling algorithm can even

be omitted in this special case. Therefore, the total performance comparison is 16 minutes vs 6.8

minutes, which yields a 2.35 times speed up. The result related to all number of clusters is shown in
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Figure 3.5.

• WordCount: Comparing Effect of Default and Our Proposed Scheduling Algorithm
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Figure 3.5: Wordcount workflow execution time comparison

In the second experiment case for WordCount, the scenario simulates where there are four clusters,

with 2, 4, 6, 8 computing nodes respectively. The 8 nodes cluster is the central cluster where the

final job is on. Four identical component jobs are split from the original WordCount computing,

each deal with 1/10, 1/5, 3/10, 2/5 portion of the 100G input, proportional to the component cluster’s

computing node numbers. The entire computation process is the same as in the first experiment. We

further assume all clusters have all inputs in this experiment. Now, suppose we adopt the default

fair scheduling algorithm in Spark to our framework. If all workloads are in descending order of

their input size (as well as computing burden in this case), but all cluster are in ascending order of

their number of nodes, then by fair scheduling, the heaviest task will be arranged to the smallest

cluster, etc. However, for our scheduling algorithm, no matter what the sequence of the workloads

and clusters are, the scheduling will make the correct decision to send corresponding component
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jobs to the cluster that is proportional to its computing load. We now show the experiment result in

Table 3.1.

Computing job with 2/5 of total input

Computing job with 3/10 of 
total input

Computing job with 
1/5 of total input

Computing 
job with 1/10 
of total input

Scheduling 
Arrangement

Figure 3.6: Illustration graph for component jobs and clusters

Table 3.1: Component finishing time with different scheduling schemes

Fair Scheduling Proposed Scheduling
Cluster Input Finish Time Input Finish Time

cluster-1 (2 nodes) 2/5 19 mins 1/10 5.0 mins
cluster-2 (4 nodes) 3/10 5.2 mins 1/5 5.2 mins
cluster-3 (6 nodes) 1/5 5.2 mins 3/10 5.2 mins
cluster-4 (8 nodes) 1/10 5.3 mins 2/5 5.3 mins

We can observe from the result that, for the default fair scheduling scheme, the longest component

job running time is 19 minutes, whereas for our proposed scheduling algorithm, the longest

component time is 5.3 minutes, since all intermediate outputs from all components jobs are all very

similar in sizes (about 2 MB), and the running time for the final process job will be very similar as

well, the running time improvement in the component jobs will greatly be reflected in the overall

execution time. Therefore, our proposed scheduling algorithm is better than the default scheduling

scheme in Spark. In fact, for component jobs only, the maximum running time achieves a 3.58
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times speedup by scheduling arrangement improvement.

• GIS Analytical Workflow: A Practical Workflow Demonstration on Hierarchical Spark

In [98] and [76], some GIS (Geographical Information System) computations have been accom-

plished on parallel computing platforms, especially in [76], these computations are executed on

Apache Spark platform. Such computations include geographic mean computation, geographic

median computation, etc. Stimulated by such application, in this experiment, we try to distribute

an actual GIS workflow to multiple clusters by our framework. The workflow uses users’ twitter

sending GPS positions with format (userID, lon, lat) as input, accumulated by user ID, calculate

their geographic mean and median, then join the results by user ID again to achieve a tuple for each

user that could describe the geographical social behavior center for the user for further analysis, the

output format is (userID, Geographic Mean, Geographic Median). The definition of geographic

mean and median, together with a workflow illustration graph in Figure 3.7 is shown below:

Geographic Mean:

LON =
∑

n
i=1 loni

n
LAT =

∑
n
i=1 lati

n
(3.5)

Geographic Median:

Median = min
x∈space

n

∑
i=1

√
(xlat− lati)2 +(xlon− loni)2 (3.6)
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Figure 3.7: Illustration graph for Spark DAG workflow and framework DAG workflow

This experiment shows a scenario with three component clusters. The first cluster has 4 nodes and

is a private cluster with half of the whole input data, which are sensitive. The second cluster has 4

nodes and is a public cluster with second half of non-sensitive data. The third cluster has 8 nodes

(central cluster) and is a private cluster with whole input. In the framework workflow, since the

geographic median computation requires whole input, it is kept as one job and deployed to third

cluster. The original geographic mean computation is firstly split into two accumulation component

jobs, with each one takes half of whole input on the first and second cluster respectively, accumulates

their GPS locations and number of occurrence, generate output in format (userID, accumulated

lon, accumulated lat, number of occurrence). Then, the geographic mean job in our framework

workflow which reduces the intermediate outputs from two accumulation jobs is launched on the

first cluster. Eventually, both intermediate outputs from geographic mean and geographic median

jobs are gathered to central cluster, where the joining of the two intermediate results by userID is

launched to achieve final result desired.

The execution time comparison is shown in Table 3.2. It shows that our framework not only enables

the collaborative execution of this workflow on multiple clusters, but also achieves performance
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improvement comparing to the original single cluster execution. It is also worth mentioning that this

experiment well demonstrates the capability of our framework in maintaining certain data security

and isolation standards.

Table 3.2: Component job finishing time and total execution time of framework workflow (In

comparison, total execution time in one cluster is 3.3 min)

Framework workflow Time

Accumulation 1 55 s

Accumulation 2 59 s

Geographic Mean 23 s

Geographic Median 1.5 min

Final Join 45 s

Total Execution 2.8 min

Summary

In this chapter, we present our proposed hierarchical Spark framework. The experiments show that

the proposed framework not only enables the functionality to distribute original spark workflow to

multiple clusters for collaborative execution, but also provides great performance improvement due

to better utilization of the overall computing resources.
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CHAPTER 4: RESOURCE MANAGEMENT FOR TIME-CRITICAL

COMPUTING IN A MULTI-CLUSTER ENVIRONMENT

1 In today’s big data era, enormous amount of data is generated continuously and awaiting to

be analyzed. Some of the analytical applications, such as accumulative historical data statistics

analysis, may not have strict deadline or are more tolerant of response delay. However, more and

more data analyzing applications, such as streaming data processing, highly rely on timely response

from execution result, and can be referred as time-critical jobs. In this work, we classify time-

critical applications into two subcategories, time-critical streaming application with approximately

periodical repeating patterns and non-streaming single running time-critical application without

repeating patterns.

Due to frequent appearing of gigantic amount of data and deeper analytical workflow in contempo-

rary data analytics, these applications often rely on large scale distributed computing systems which

often include multi-cluster/multi-group topological structures due to geographical distribution of

resources, internal isolation for resource management purpose, possible hybrid cloud elastic struc-

ture of computing capabilities, etc. In real-world environment, it is more likely that the large scale

computing resources not only handle time-critical applications but also regular non-time-critical

data analytics as well. We call such kind of mixed workloads with time-critical and non-time-critical

applications as hybrid workloads. Although resource scheduling and management have been well

studied in traditional parallel and distributed computing, time-critical big data analytics brings many

new challenges such as how to balance multiple performance demands regarding hybrid workloads,

how to at best effort fulfill the temporal needs from time-critical applications meanwhile keeping

general job delay low.

1Content of this chapter is based on our published paper [51].
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In this chapter, we present a reinforcement learning based resource management approach that

takes into consideration many unique features specific to efficient resource utilization on large-

scale distributed data analytical systems for hybrid workloads. Our approach coordinates overall

cluster-level resource allocation and is compatible with different inner-cluster resource management

components. By our approach, time-critical and non-time-critical applications can comprehensively

utilize computing resources in an efficient and harmonic way. The experiment results demonstrate

that our approach is more effective than rule-based resource management approaches due to better

capability of capturing complex characteristics behind scene using reinforcement learning. The

major contributions of this chapter include:

• Use reinforcement learning based approach with proper neural network to obtain effective

resource management solution that outperforms baseline rule-based resource manager.

• Design applicable value function definition in reinforcement learning for evaluating both

effects of actions in reducing missing deadline occurrences and reducing average job delay.

• Improve reinforcement learning technique relating to ε-greedy strategy, as well as other

accommodations to better suit RL approach to underlying practical problem and improve

learning effectiveness and efficiency.

• Compare effects of different reinforcement learning models with multiple competitive rule-

based resource management schemes in various hybrid workload scenarios.

Problem Description

The overall computing resource is defined as multiple computer clusters with specific capability.

To define computing capability, we use the concept of executor in Yarn [82], which is a stationary

basic allocation unit of a combination of virtual CPUs (a.k.a., vCPUs) and memory. This concept is
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general and is widely adopted in popular distributed computing systems such as Apache Hadoop

and Spark. Clusters can be heterogeneous in the sense that they provide overall different numbers of

executor units. In this work, we assume executors in a cluster are identical to different applications

so that they provide the same computing performance.

The workload deployed to the overall computing resource is hybrid. More specifically, it can be a

combination of three categorical applications: (1) streaming applications that repeat executions of

themselves with different batches of arriving streaming data, which intrinsically contain temporal

desire thus are time-critical; (2) non-streaming time-critical applications without repeating patterns;

and (3) regular non-time-critical applications. Each application may have different duration,

execution time on single executor and different computing capacity needs in unit of executors.

Streaming applications can also possibly experience streaming input data fluctuation. In such a

case, the streaming application will reflect this as a different desire for numbers of executors in

order to maintain equivalent workload on single executor to better achieve temporal requirement in

data fluctuation. In addition, we assume that computing resources are released between intervals of

batch executions of streaming applications for less idling resource occupation.

At each moment, multiple applications may possibly arrive at the scheduling pool, which mimics the

practical scenario where multiple users submit jobs simultaneously. At each moment, the resource

management module picks one of the awaiting applications to deploy onto one of the computing

clusters for actual execution. Selecting which application and which cluster is crucial in determining

the overall performance of all applications.

Internal scheduling within a cluster is accomplished by local scheduler. The global resource

management module does not interact or intervene with the operation of the local internal schedulers.

As a matter of fact, this design brings up one advantage of the global resource management module,

that is, our proposed reinforcement learning is capable of coordinating with different local internal
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scheduling schemes, which greatly enhances the generality and applicability of the proposed

approach to different practical scenarios.

For time-critical applications, if the actual execution time exceeds its temporal deadline requirement,

this triggers the “missing deadline" (MDL) event. It can be caused by prolonged resource allocation

waiting time and/or insufficient executor allocation due to resource competition among concurrent

applications. For both time-critical and non-time-critical applications, we also generally care about

the average job execution delay ratio, where a lower average of job execution delay ratio represents

more efficient overall application running.

A critical problem that the global resource manager needs to solve is how to schedule a hybrid

workload for minimal total missing deadline events and average job delay ratio. Hence it may need

to abstract cluster running statistics, application characteristics, workload pattern, and internal local

scheduler behavior. The achieved resource management module should be capable of achieving

favorable balance in goals and provide effective resource management scheme.
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Figure 4.1: An illustration of the architecture of our approach.

The Reinforcement Learning Based Approach

As depicted in Figure 4.1, we propose a resource management approach based on reinforcement

learning for hybrid workloads in distributed computing environment. Recall the main purpose is to

select an application from possible multiple candidates and identify a suitable cluster for it among

all available ones for application deployment.

Concept Definition and Value Function Design

The environment of our reinforcement learning can be described as follows: the overall distributed

computing resource is composed of multiple computing clusters. These clusters may provide
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different numbers of executors, with each executor a fixed basic combinational allocation unit of

vCPU and memory resources. The applications awaiting to be allocated can be categorized as three

classes: streaming time-critical, non-streaming time-critical, and regular non-time-critical.

The state of the environment is defined as a vector of several components, with details shown in

Table 4.1 according to experiment setup. (1) For each cluster, a component is used for describing its

computing capability in terms of executors, discrete resource utilization statistics in the past 100

time slices if available, and total occurrences of missing deadlines for time-critical applications

in current episode. (2) Another component is for job profile. Without loss of generality, we

use streaming time-critical application as an example for description. The profile includes: (a)

The category of job: streaming time-critical application, non-streaming time-critical application,

or non-time-critical application; (b) Discrete probability distribution of resource utilization due

to streaming data fluctuation; (c) Single executor occupation time, execution deadline for batch

running, and overall duration of the streaming application. Applications in the other two categories

can nonetheless use the same state format with intuitive modifications. For all state representations,

we uniformly expand or shrink individual value range accordingly to maintain similar data range

for different dimensions in state vector.

40



Table 4.1: State representation in reinforcement learning model

Vector Component Dimensions

Cluster (i = 1 . . .5)

Sequence number 1

Capability 1

Occupation statistics (latest 100 steps) 100

Current total missing deadline 1

515 (103×5)

Application

Category 1

Discrete resource utilization distribution 10

Single executor occupation time 1

Execution deadline 1

Duration 1

14

Overall state vector 529 (515+14)

The action space of our reinforcement learning model is composed of a number of actions equaling

the number of candidate clusters from 1 to C. In our experiment, C = 5.

An episode is defined as the successful finishing of a fixed number of applications, where each ap-

plication finishes its execution (for non-streaming applications) or a number of repeating executions

(for streaming applications) during its lifespan.

The value of an action with respect to assigning a time-critical application i to a cluster can be

defined as follows:

valuei =−λ ·MDLi− γ ·MDLt>ti−η ·DelayResulti (4.1)
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Similarly, the value of an action with respect to assigning a regular non-time-critical application i to

a cluster can be defined as follows:

valuei =−γ ·MDLt>ti−η ·DelayResulti (4.2)

where MDLi is the accumulative occurrence of missing temporal deadline events of application

i during its lifespan. MDLt>ti is total number of missing deadlines for all applications in entire

resource that happen after ti when application i is deployed and before eventual termination of

i. The delay result DelayResulti is the average value of all running time ratio of application i in

possible multiple executions during the episode. A running time ratio of application i is the ratio of

its actual running time over its optimal expected running time. λ , γ and η are hyper-parameters. In

our experiment λ = 1, γ = 0.02 and η = 0.1.

The value of an action here is equivalent as accumulated rewards an action received in an episode.

Definition of the value function can be interpreted as follows. Our purpose for resource management

for hybrid workloads is to increase the overall resource utilization of all clusters by assigning

newly coming applications, meanwhile achieving multiple performance considerations. For each

application, we would like the average job delay result remains low. However, for any time-critical

application, we also want to greatly restrict any temporal deadline missing. Consequently, these

should be comprehensively taken into consideration by desired resource manager. Specifically, our

value function not only depicts the influence of selected action to the occurrence of application’s

own missing deadline events, but also takes into account the influence of it to all missing deadline

events happened after the action, regardless of whether the event is solely related to application

i or not. This ensures the global vision of action value evaluation, and enables consideration of

correlated influence of multiple actions during action selection performed by the approach.
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Neural Network and Reinforcement Learning Method Design

To capture important characteristics of efficient resource management decision, we utilize a neural

network of three layers, including two fully connected hidden layers of 2000 and 500 neurons

respectively and one output layer with neurons equal to the number of available actions.

We use reinforcement learning framework to improve the neural network model served as a value

function estimator. Given feature vector input regarding to a single application, the network outputs

value estimation for each possible actions. Action is selected based on ε-greedy strategy.

To accomplish the training process, in each episode, we gather resource management actions made

by the neural network model and attach them to the knowledge replay buffer, which consists of at

most 50000 latest resource management knowledge. At the end of an episode, each action taken is

evaluated and their values are supplemented to corresponding items in the knowledge replay buffer.

Therefore, our approach can be categorized as a Monte-Carlo method [62] instead of Temporal

Difference method [3]. After finishing of each episode, if enough knowledge is accumulated in the

knowledge replay buffer, neural network training process will be carried out with 1000 randomly

selected samples from knowledge replay buffer.

Strategies in Accommodating and Improving RL based Approach

We briefly describe the special strategies and considerations we have taken in the process of

better accommodating the reinforcement learning based model in the desired resource management

problems as follows.
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Figure 4.2: Reinforcement learning procedure in single episode.

Enabling resource management target selection among multiple applications

Note that for the designed neural network, it accepts feature vector of a single application awaiting

resource allocation, and the output is the value estimation of all actions corresponding to allocating

the aforementioned application to according cluster. However, it is possible that there are multiple

applications awaiting scheduling by our resource manager at certain moments. We would like

our reinforcement learning based approach to be able to deliberately choose the most suitable

application among all awaiting ones at each time slice.

A fundamental requirement for neural network is the stationary length of input vector, which

is obviously achievable when the input is with respect to one application, but not likely when

input vector is used for describing multiple jobs, where the number of jobs remains variable and

unbounded. Considering features of adopted reinforcement learning process, where an action is

chosen based on the largest values given by all available actions, we decide to modify the outer-layer

of the action selection process, instead of the neural network input vector, to accommodate the need

in choosing among multiple awaiting applications.
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In our modification, the neural network remains unchanged, that is, its input is still with respect to

one single application. However, by utilizing the uniform meaning of values in the output, in each

time slice, if there are multiple jobs awaiting, we would feed each of them to the neural network

individually, then append all values together as one vector. The vector is then passed through the

ε-greedy process as described below. For any position selection in vector, the position is then

translated back to corresponding application and its action. This enables the choice among multiple

awaiting jobs without modifying neural network input.

Improved epsilon-greedy strategy for more effective and efficient RL process

In reinforcement learning, there is a strategy with the name ε-greedy strategy. It can expand the

exploration by randomly selecting actions with ε probability, so that the vision of the reinforcement

learning is not restricted by current capability of the obtained model. It also provides opportunities

to escape out of local optimum, and enhances chances to reach global optimum.

However, one disadvantage of the ε-greedy strategy is that it solely expands exploration by random

actions, therefore no other possible valuable prior knowledge is utilized. This may hinder efficiency

in achieving better evolved resource manager via reinforcement learning model. In light of this, we

innovatively apply an improved ε-greedy strategy by default for more effective and efficient RL

process. Specifically, the improved ε-greedy strategy uses both the random action and action from

our baseline resource manager to increase exploration. The details of it are stated as below.

action =


random action r1 < ε1 & r2 < ε2

baseline guided action r1 < ε1 & r2 ≥ ε2

argmax
j∈J,a∈A

Qa(s j) r1 ≥ ε1

(4.3)
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When deciding an action, a randomized value from 0 to 1 is compared to current ε1 value. If less

than, an action is selected with ε2 possibility being random and 1− ε2 probability being the action

selected by our baseline resource manager; otherwise, action with largest value given by network

outputs is selected. Thus, knowledge from the baseline approach could be utilized to enhance

reinforcement learning effectiveness and efficiency meanwhile the random exploration is carried

out. This improved strategy is shown in Eqn. 4.3, where J is the set of scheduling awaiting jobs, A

is the action set and Qa(s j) gives value estimation of action a for application j, r1, r2 are randoms in

[0,1]. In experiments, we set ε2 = 0.5, and ε1 linearly decrements from 0.8 to 0.00001 in Episode 1

to Episode 1900 (total episode is 2000).

Training with randomized workloads

In specifying single application characteristics in a workload, there are multiple configuration

parameters that can be varied, such as discrete resource utilization distribution for streaming

application, single executor occupation time, execution deadline, and duration for application.

These parameters define the execution features of an application. Whenever an application is

generated, especially in verifying the performance effect of resource management approaches, we

implement proper randomness to these parameters to expand generality of the workload.

The question remains whether in the reinforcement learning training process, application charac-

teristic randomness, which enhances workload generality, will bring difficulty or even hinder the

training process. We consequently verify the answer to this question in several circumstances and

have made the following observation:

For different value function designs, it is possible that the broad generality of workload by ap-

plication randomness may bring great difficulty in training process and harm the effectiveness of

reinforcement learning model. Using one sampling of randomized workload as a fixed workload for
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the entire training process could mostly alleviate the problem, and surprisingly, the resulting model

ends up reasonably well for using in randomized workload environment. However, after refining

the value function design to be what we present in this work, we discover that the effectiveness

of the training process remains well even for randomized workload and the performance of the

resulting model is further greatly improved comparing to the model obtained by training with a

fixed sampling of randomized workload. The underlying reason behind this is apparent since the

trained model with randomized workload has better knowledge and vision from the better workload

generality. We thus apply training with randomized workloads in experiments.

Algorithm 3 Resource Management and Training Algorithm
i: Current episode; t: Time,
N: Total number of episodes,
NoW : Predefined number of applications in workload,
f NoW : Finished number of applications in workload,
RGA: Number of randomly Generated Applications,
vecV : Value vector for jobs in job pool,
nn: Neural network model,
kb: Knowledge replay buffer
kb=[]; initialize ε1
for i in range(N) do

t=0; RGA=0; f NoW = 0
while f NoW < NoW do

if RGA < NoW then
RGA += generateJobs( jobPool)

end if
vecV=[]
for all job j in jobPool do

generate feature vector s for j
vecV.append(nn.eval(s))

end for
if random(0,1)< ε1 then

if random(0,1)< ε2 then
action=randint(0,len(vecV)-1)

else
action=actionbaseline

end if
else

action=argmax(vecV)
end if
takeAction(action)
knowl=generateKnowledge(action)
kb.push(knowl)
f NoW+= removeFinishedJobs()
t++

end while
update value for new knowledges in episode i
if len(kb)> batchsize then

minibatch=random.sample(kb,batchsize)
Train neural network by stochastic gradient descent

end if
ε1 decrements

end for
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RL Training Algorithm for Resource Management

The main algorithm for RL training is presented in Algorithm 3. A detailed presentation of the

procedure for one single episode is shown in Figure 4.2. The entire training process is composed by

N training episodes. In our experiments, N = 2000. Obtained knowledge in each episode is pushed

into the knowledge replay buffer. At the end of each episode, the value of each new knowledge is

calculated and supplemented to the knowledge buffer. If sufficient knowledge exists, the neural

network training is launched where the newly obtained model is used in the next episode. The

weight of the neural network is updated via Stochastic Gradient Descent (SGD) with mean square

error.

Experiment Results

In this section, we present experiment design and results. The experiment is launched in our designed

simulator, in a computing resource of 5 clusters with different number of executors defined by

[500,800,1200,1300,1900]. For inner-cluster local scheduler, a First-in-First-out (FIFO) scheduler

is adopted, which is popularly provided as a default scheduler in various big data platforms. First,

we introduce design of job arriving patterns and the baseline rule-based resource managers. Then

we present experimental results regarding the performance comparison of RL based resource

management approach to baseline models.

Job Arriving Patterns

To thoroughly testify the effectiveness of designed reinforcement learning based approach, we adopt

three statistical patterns as job arriving patterns in resource management experiments.
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By Bernoulli process

In the first job arriving pattern, we assume at each simulation time step, a job arriving event happens

with a stationary probability ρ = 0.08, where each experiment is fully independent. This obeys the

definition of “Bernoulli process”. When such an event happens, we let the number of arriving jobs

be decided following a rectified discrete Gaussian distribution: Num job = max(round(N(µ,σ2)),1).

For Bernoulli pattern, µ = 1.5, σ = 1, for other two patterns, µ = 3, σ = 1.

The category of arriving jobs also follows a stationary distribution, with β1, β2, and β3 being

probabilities for regular non-time-critical, non-streaming time-critical and streaming time-critical,

respectively. Here β1 +β2 +β3 = 1, and remains the same for other job arriving patterns as well.

For all three patterns, β1 = 0.5, β2 = 0.25, and β3 = 0.25. From the property of Bernoulli process,

the probability of having a new job arriving event with interval i is equivalent as the probability

of having a first success in i consecutive yet independent Bernoulli experiments, of which the

expression can be written as: P(i) = (1−ρ)i−1 ·ρ · Ii>0(i). Here Iset(x) is the indicator function, it

is 1 when x ∈ set, otherwise 0.

By Uniform distribution

In the second job arriving pattern, we assume the occurring interval of job arriving event follows a

discrete uniform distribution in [a,b], here a= 1, b= 39. That is, in our selected range, the occurring

probability for job arriving event with each interval time i is the same. Thus, the probability function

can be presented as:

P(i) =
1

|b−a+1|
Ii∈[a,b](i) (4.4)

49



By Beta distribution

In the third job arriving pattern, we assume the occurring interval of job arriving event follows a

modified discrete version of Beta distribution. α , β and M are pattern parameters, where in our

experiment α = 4, β = 2, M = 30. The probability of job arriving event with interval i therefore

can be written as:

P(i) =
Ii>0(i) ·Γ (α +β ) · [B

( i
M ;α,β

)
− (B

( i−1
M ;α,β

)
]

Γ (α)Γ (β )
(4.5)

where,

B(x;α,β ) =
∫ x

0
tα−1(1− t)β−1dt (4.6)

and Γ (x) is defined as the Gamma function:

Γ (x) =
∫

∞

0
tx−1e−tdt (4.7)

The probability of job arriving event with interval time i for all three job arriving patterns, and

corresponding sampling of first 30 job arriving events in an episode, could be seen in Figure 4.3.
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(a) Bernoulli pattern probability (b) Bernoulli pattern sampling

(c) Uniform pattern probability (d) Uniform pattern sampling

(e) Beta pattern probability (f) Beta pattern sampling

Figure 4.3: Job arriving pattern probability and pattern sampling

Rule-based Baseline Resource Managers

To compare with the effectiveness and justify the necessity of the proposed reinforcement learning

based approaches, we put forward rule-based resource management approaches as the baseline

models. These different rule-based resource management methods are designed in purpose of

expanding baseline solution generality. During designing, we at best effort design competitive

51



ruled-based solutions that utilize available information reasonably and at its utmost; meanwhile

keeping variance and generality of solutions in mind.

The rule-based approaches are shown as follow:

• Random action (Random): Both the target job when multiple jobs are awaiting scheduling

and the scheduling action for this job are selected randomly.

• Smallest first-P (SF-P): When multiple jobs are awaiting scheduling, the job with smallest

computing capacity requirement will be selected. This scheduler will examine cluster utiliza-

tion percentage in the nearest past 100 time slices, and select the one with the lowest average

percentage as the destination for the target job.

• Largest first-P (LF-P): Same as previous, except that the job with largest requirement in

computing capacity is selected among multiple awaiting jobs.

• Smallest first-E (SF-E): SF-E is the same with SF-P in selecting target job among multiple

awaiting ones. But it will examine cluster resource utilization in the nearest past 100 time

slices, and select the one with the largest average number of available executors as the

destination for the target job.

• Largest first-E (LF-E): Same as previous, except that the job with largest requirement in

computing capacity is selected among multiple awaiting jobs.

Evaluation Metrics

Whenever evaluating approaches, all participating approaches will be tested for 50 independent

testing episodes. Each testing episode is independent in the sense that its workload consisting of

500 jobs is entirely randomly generated following designated job arriving pattern. However, in
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each testing episode, this same workload of 500 jobs are submitted to all approaches. To enable

performance comparison, we present multiple evaluation metrics as follow.

Firstly, as previously stated, there are two major performance factors we take into consideration as

shown below.

• TMDL: Total occurrence of missing temporal deadline events in all clusters of the overall

computing resource during one episode, with respect to the resource management approach.

• AJDR: Average job delay ratio is defined as the average job running overhead percentage for

all 500 jobs in one episode with respect to certain resource management approach. Specifically,

it is defined as:

AJDR =
J

∑
i=1

100 ·∑Ni
j=1

(
ARi j
ORi j
−1
)

Ni

/J (4.8)

where J = 500 is the total number of jobs in one episode. Ni is the total repeating runtime of

job i, it is 1 for non-streaming application and larger than 1 for streaming applications. ARi j

and ORi j are the actual running time and optimal expected running time of job i in its j-th

running, respectively.

Then, besides these two direct metrics, to evaluate system performance in a more integrated and

well-rounded way with considering both performance metrics as mentioned before, we include one

more quantitative measurement and four more comparative methods.

Quantitative Measurement

The quantitative measurement is presented in Eqn. 4.9. It is designed in purpose of concisely

evaluating both major performance metrics TMDL and AJDR in combination. With the reciprocal
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operation, the eventual Evalapp can be interpreted as an evaluation score where higher score implies

better performance, with 0 being the lower bound. The weights in linear combination are chosen

considering data scales in separate metrics.

Evalapp = (0.02 ·TMDL+AJDR)−1 (4.9)

Comparative Methods

Comparative methods will be used in different configurations for comparing proposed RL ap-

proaches with baseline approaches (the best of candidates is chosen) in 50 testing episodes of

workloads. The methods are constructed based on deciding win(1), lose(0), and optionally, even(0.5)

for proposed RL approach in each testing episode. The sum of which is then multiplied by 2 to

convert into a 100 basis. At all times, ScoreRL +ScoreBase = 100, with a winning-for-all-rounds RL

approach during testing scored at 100. Difference in score definition decides its strictness.

• Score-A: If RL approach outperforms the baseline in both metrics in a testing episode, it

scores 1, otherwise 0. It is a very strict evaluation standard for RL approach, in purpose of

showing absolute dominant percentage of RL approach over baseline.

• Score-B: Same as Score-A, but additionally adds the ’even’ case, that is, the RL approach

receives 0.5 if it outperforms in only one of either metrics.

• Score-C: RL receives 1 if its evaluation Evalapp is higher than that of the baseline solution,

calculated by Eqn. 4.9. Otherwise, it receives 0.

• Score-D: The percentage changes respectively in TMDL and AJDR from baseline to RL

approach are computed and added together. If the overall percentage change is negative (thus

implies improved performance for RL approach), RL gets 1, otherwise 0.
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Performance Comparison

In this section, we present performance comparison of RL approach with multiple baselines for all

job arriving patterns. The RL approach is constructed by description in Section 4, with employing

all modification strategies mentioned in Section 4 (SF-E as baseline in improved ε-greedy method).

Each RL approach is trained for 2000 episodes.

For each job arriving pattern, we present performance comparison of RL with other baseline

approaches along different training episodes. Following by quantitative metric and score comparison

of RL at final training episode with the best baseline approach.

Furthermore, we present the comparison of RL approaches with and without utilization of our

improved ε-greedy strategy in reinforcement learning process. We also present the result of applying

the obtained RL approach to workloads with intentionally varied computing capability requirement

statistics, which demonstrates the generality of our obtained RL resource management approach.
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(a) Bernoulli (b) Uniform

(c) Beta (d) RL comparison

Figure 4.4: (a-c) Performance comparison of RL approach and different baselines for Bernoulli,

Uniform and Beta job arriving pattern respectively in different training episodes. (d) Performance

comparison of RL approach with and without our improved ε-greedy method in different training

episodes.

For three job arriving patterns, the performance comparisons of RL approach with different baselines,

with respect to training episodes are shown in Figure 4.4(a), 4.4(b) and 4.4(c). When computing

Evalapp in Figure 4.4, TMDL and AJDR are averaged respectively over 50 testing episodes. For all

job arriving patterns, it is observable that among five baselines, the Random baseline performs the

worst; SF-P and LF-P although perform slightly differently, are on average at a similar level; as

well, SF-E and LF-E perform at a very similar level with slight differences occasionally.
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From Figure 4.4(a), 4.4(b) and 4.4(c) we can see that our proposed RL approach for all job

arriving patterns gradually improves itself, surpassing all opponents in early training episodes, and

eventually achieves big performance advantage over all baseline approaches. This fulfills our desire

in achieving good resource management approach.

When further looking into the final model, which is the RL approach at final training episode, we

first select its best opponent. By examining the overall performance of all baseline approaches, in

all three job arriving patterns, SF-E remains performing as the best baseline, it is thus selected for

pairwise comparison with final RL approach for all three job arriving patterns.

The comparison of corresponding RL approach (at final training episode) and best baseline SF-E

in 50 testing episodes for three job arriving patterns can be found in Figures 4.5. Specifically, for

Bernoulli pattern: 4.5(a), 4.5(b), 4.5(c); for Uniform pattern: 4.5(d), 4.5(e), 4.5(f); and for Beta

pattern: 4.5(g), 4.5(h), 4.5(i), which are all related to Evalapp, TMDL and AJDR metrics, respec-

tively. It is worth mentioning that for Evalapp metric, the higher value means better performance.

Whereas for the later two metrics TMDL and AJDR, the lower means the better performance. It is

apparent that our final RL approach consistently performs very well in all three job arriving patterns,

and outperforms SF-E in all three metrics with significant difference.
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(a) Bernoulli Evalapp (b) Bernoulli TMDL (c) Bernoulli AJDR

(d) Uniform Evalapp (e) Uniform TMDL (f) Uniform AJDR

(g) Beta Evalapp (h) Beta TMDL (i) Beta AJDR

Figure 4.5: Comparison of RL (at final training episode) with the best baseline (SF-E) for Evalapp,

TMDL and AJDR metrics in different job arriving patterns. Graphs are showing for 50 testing

episodes used for comparison, sorted by RL TMDL in convenience of viewing. Three rows

correspond to Bernoulli, Uniform and Beta, respectively. Three columns correspond to Evalapp,

TMDL and AJDR, respectively. For Evalapp, the higher the better. For TMDL and AJDR, the

lower the better.
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The average statistics of aforementioned 50 testing episodes with respect to all three job arriving

patterns can be found in Table 4.2:

Bernoulli pattern: For TMDL, the average belongs to RL and Baseline are 35.04 and 189.34. RL

approach achieves to reduce TMDL by a significant ratio of 5.40. It also reduces AJDR by ratio

1.78. For four scoring metrics, it suffices to say that even for Score-A, the most strict standard for

RL, it achieves 98 out of 100. That is, according to testing, it can dominant baseline in both TMDL

and AJDR simultaneously with approximately 98 percentages probability. Other scores are even

higher.

Uniform pattern: For TMDL, RL approach achieves to reduce TMDL by a significant ratio of 7.55,

it also receives reduction in AJDR by 2.08. For four scoring metrics, the scores keep showing RL

approach as dominant solution, with Score-A, the most strict one, being 96 out of 100.

Beta pattern: Once again, RL approach achieves to reduce TMDL by a good ratio of 4.40, and

receives reduction in AJDR by 1.79. For four scoring metrics relating to 50 testing episodes, all

scores are identically 100.

By examining performance comparison, we are therefore confident to consider achieved RL ap-

proach as a good resource management approach for designated scenario and it becomes a much

better resource management solution than aforementioned rule-based baselines.

After showing major performance comparison, we would like to supplement additional experiments.

Firstly, we want to verify influence of the improved ε-greedy strategy described in Section 4. We

use Bernoulli process pattern and compare the performance of obtained RL approach with and

without the improved ε-greedy method as shown in Figure 4.4(d). The improved ε-greedy method

(with SF-E as baseline) indeed improves both the effectiveness and efficiency of RL approach. The

RL approach with improved ε-greedy strategy gains much better final performance. And even at
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middle stage of RL process, it already achieves comparable performance to the one at final episode

without the improved ε-greedy method. This justifies the necessity in utilizing proposed improved

ε-greedy strategy.

Secondly, although our RL resource management approach demonstrates good generality by being

suitable to randomly generated hybrid workloads in multiple job arriving patterns, we intend to

further apply stresses to the obtained RL approach by the following experiments:

Table 4.2: Performance comparison of RL approach and SF-E for three different arriving patterns

Metric Bernoulli arriving pattern Uniform arriving pattern Beta arriving pattern

RL Approach Baseline Ratio RL Approach Baseline Ratio RL Approach Baseline Ratio

TMDL 35.04 189.34 5.40 46.34 349.9 7.55 56.52 248.86 4.40

AJDR 3.24 5.78 1.78 5.18 10.80 2.08 3.40 6.07 1.79

Score-A 98 2 49 96 4 24 100 0 ∞

Score-B 99 1 99 98 2 49 100 0 ∞

Score-C 100 0 ∞ 100 0 ∞ 100 0 ∞

Score-D 100 0 ∞ 100 0 ∞ 100 0 ∞

For an already obtained RL model, we vary several statistical characteristics during workload

generation in testing. The newly randomly generated workloads, although following the same job

arriving pattern as in training, show significantly different computing capability desires than ones

during training. This consequently brings challenges to RL approach generality. Using uniform

distribution job arriving pattern, we generate two new testing workload patterns, “eased” uniform

and “stressed” uniform, where randomly generated jobs have statistically less (more) computing

capability requirement than original ones respectively. We test obtained final RL approach by

original uniform pattern and SF-E against new workload patterns. The result is shown in Table 4.3.

As expected, comparing to original version, it can be seen that the performance of RL and SF-E in
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the sense of TMDL and AJDR both simultaneously improve (deteriorate) in the “eased” (“stressed”)

version, respectively, due to changes in computing capability requirement statistics. However,

regardless of the pattern change, the originally obtained RL approach remains performing very

well in either cases. It means that the generality of our RL approach is further fortified. And this

concludes our experiment section.

Table 4.3: Performance comparison of RL and SF-E for Uniform arriving pattern with eased and

stressed workloads

Metric Eased workloads Stressed workloads

RL Baseline Ratio RL Baseline Ratio

TMDL 16.36 140.52 8.59 350.44 1027.86 2.93

AJDR 3.12 4.87 1.56 13.76 19.96 1.45

Score-A 96 4 24 92 8 11.5

Score-B 98 2 49 95 5 19

Score-C 100 0 ∞ 94 6 15.67

Score-D 100 0 ∞ 96 4 24

Summary

In this chapter, we analyze reinforcement learning based approach for resource management of

hybrid workloads in large-scale distributed computing environment. By comparing performance

with baseline solutions in various job arriving patterns, as well as comparing to other RL approach

version, we demonstrate the effectiveness and generality of obtained RL approach. It is observed

during testing that the TMDL metric is improved by up to 7.55 times, while the AJDR metric is

improved by up to 2.08 times. In conclusion, we successfully obtain better RL based resource

management approaches for hybrid workloads in distributed big data computing environment.
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CHAPTER 5: ELASTICITY-COMPATIBLE SCHEDULING FOR

TIME-CRITICAL COMPUTING IN HETEROGENEOUS

ENVIRONMENTS

1 Nowadays’ distributed computing resources hosting data analytical jobs are often organized in

the unit of cluster, where each cluster represents a closed association of computing nodes that

a data analytical work can be carried out in a distributed manner [82]. To further expand the

computing resources in a large scale, opting for a multi-cluster computing resource raises its benefit

and necessity due to the following reasons: Firstly, the multi-cluster environment can be naturally

derived from the geographical distribution of resource. Secondly, it sometimes can be beneficial

to organize overall resource into clusters as a separation for managing jobs and data. Thirdly, the

facility may utilize online computing resources from service providers as additional clusters for

resource expansion. Examples of a multi-cluster environment could happen when an institution

has several physical clusters at its branches (may at different locations). Another example could be

a hybrid-cloud, which may consist of multiple private (self-owned) and public cloud clusters. In

accordance, an efficient resource management being aware and compatible with such a multi-cluster

computing infrastructure should be presented to guide job distribution.

Moreover, there are other computing environment features to be taken into considerations. Firstly, it

is possible that computing nodes in different clusters have different computing capabilities. In other

words, multiple clusters composing the environment could be heterogeneous. Secondly, certain

clusters could possess elasticity. Here, elasticity is referring to that the capacity of the cluster could

be temporally expanded as desired to fit the expanded computing demands, which is more often

observed in cloud computing as one of its main features [67]. It is certainly beneficial if a proposed

1Content of this chapter is based on our published paper [50].
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resource manager could be compatible with such elasticity capability and be aware of heterogeneity.

Furthermore, job features are equivalently important. For example, besides general analytical jobs,

many jobs nowadays could be streaming jobs, which aim to timely process gradually arriving

streaming data, and can be regarded as conducting repetitive executions with different batch of

data. Such jobs are intrinsically end-to-end delay-sensitive, thus are time-critical. In a multi-cluster

environment, considering differentiated transmission overhead for a time-critical job, it requires

differentiated temporal execution deadline on different clusters, which should be regarded as a job

feature and be considered by the resource management approach.

All computing environment features such as multi-cluster, elasticity and heterogeneity, and the

job features such as job type and timeliness, add up to the complexity of generating a satisfactory

resource management approach that can well utilize the multi-cluster environment. Thus, it is very

hard to devise a comprehensive rule-based approach. Moreover, the high dynamic feature of the

system status as well as the desire for a timely online scheduling decision hinder the utilization of

iterative searching based approaches. In vision of this, we propose to utilize deep reinforcement

learning (DRL) techniques in this work to obtain a resource management that could fulfill the

expectation. The major contributions include:

• We propose a deep reinforcement learning based approach utilizing LSTM model and multi-

target regression with partial model sharing mechanism, and compare its effectiveness

with respect to other baseline and RL approaches.

• The DRL-based resource management is designed for distributed multi-cluster computing

environments with considering its heterogeneity and being elasticity-compatible.

• The DRL-based resource management provides scheduling support for time-critical (delay-

sensitive) computing in such a multi-cluster environment as described.
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Problem Description

The intended global resource management is aiming to (1) reduce occurrences of missing tem-

poral deadline events while (2) maintaining a low average execution time ratio for a hybrid

workload containing multiple time-critical and general jobs, by properly scheduling them to ap-

propriate computing clusters in the underlying computing environment. We depict the overall

architecture of the problem in Figure 5.1 and present detailed problem description as follows.

The underlying computing environment is composed of multiple computing clusters. For each

cluster, its overall computing resource is expressed as the number of executors it could provide.

The “executor" here is a basic resource allocation unit containing a combination of virtual CPU

and memory resources, which is adopted in popular resource managing frameworks such as YARN

[82], and utilized by computing environments such as Apache Hadoop and Spark. Different from

[51], where executors are assuming to be identical among different clusters, cluster heterogeneity is

allowed in this work. That is, different clusters in the computing environment may have diversified

executors with different computing capabilities. A heterogeneity factor (the larger the stronger)

will be assigned to each kind of such executors, representing its relative computing capability.

Furthermore, in this work, clusters are allowed to have elasticity, that is, their computing capability

in terms of executor numbers, can be temporarily expanded (with an upper bound) when necessary,

to fit workload pressure. This assumption coordinates with the trending of elastic computing

resources.

The holistic workload contains a number of continually arriving jobs, where each job can be

classified into one of the three categories[51]: streaming jobs (Cate-1), non-streaming time-

critical jobs (Cate-2) and other general non-time-critical jobs (Cate-3). As aforementioned,

streaming jobs can be regarded as conducting repetitive executions with data batches and are

inherently delay-sensitive therefore time-critical. Such a categorization of jobs helps manage hybrid
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workload in presenting a large range of representative user analytical needs.

Arriving jobs first enter the global job buffer. For each moment t when global job buffer is non-

empty, given one job in the global buffer, the intended global resource manager selects a proper

cluster in the computing environment for execution. Here, how to derive an effective approach to

fulfill the global resource management is the main problem.

System 
users

Jobs of multiple 
categories

Workload of 
jobs

Deep RL based
resource 

management

Multi-cluster 
computing 

environment

Figure 5.1: An illustration of the problem architecture.

This problem is inevitably complex. Firstly, abundant information, such as job and computing

environment features and system dynamic need to be considered. Secondly, a job can have cluster-

specific difference, such as cluster-specific deadlines due to differentiated transmission overhead

and cluster-specific execution time due to cluster heterogeneity. Cluster elasticity could also change

system resource status and thus affect job execution. The model should be able to handle these

issues and provide good performance to both management goals. Solely attending to partial of the

available information or partial of the objectives can lead to unsatisfactory performances. Integrated
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balancing between goals and short-term sacrificing yet long-term benefiting scheduling actions are

potentially desired. The extreme difficulty lays in whether, when or how such kind of trade-off

should be made, which is quite uncertain for rule-based models and brings favor to DRL-based

approaches.

The Deep Reinforcement Learning Based Approach

Our goal is to obtain an efficient resource management approach with a neural network model via

deep reinforcement learning. In this section, we state our elaborative considerations in accommodat-

ing the problem to model design and training skills, starting by a brief introduction to reinforcement

learning technique.

Introduction to Reinforcement Learning

Reinforcement learning is a mechanism that enables model improvement through continual inter-

action with the application environment defined upon several key concepts: environment, state,

episode, action and reward (or value).

Environment describes the overall world where the actual state transitions happen. State is used

to express the environment status at a moment. Based on the adopted representation, the state st

at moment t can potentially contain historical or instantaneous information of the environment.

Action represents the set of actions performable to environment at the moment. The instant reward

is a quantitative incentive feedback that the model receives from environment at a moment, whereas

the value is a form of the accumulated reward (optionally decayed) observed in a longer duration.

Definition of the value of taking an action a in state s under a decision-making policy π can be
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formulated as below [78]:

V π(s,a) = Eπ

{
∞

∑
k=0

γ
krt+k+1 | st = s,at = a

}

where Eπ represents the expectation under policy π , rt+k+1 is the instant reward at moment t+k+1,

at is the action taken at moment t and γ is the decay factor. An episode is a round of ‘game’ that

marks the reaching of the termination state.

Reinforcement learning enables model improvement via the general interaction mechanism as

depicted in Figure 5.2: Based on environment state st at t, an action is decided by the model and

an environment state transition consequently happens. Over the time, model improvement can

be carried out by learning from collected interactive experience in purpose of maximizing action

values. Such a process is repeated multiple times until the accomplishment of training process.

Neural Network 
based Scheduling 

Model

Reinforcement 
Learning 

Mechanism

Computing Environment

Update

Action

State_(t+1)

State_t

State_t and 
Reward

Figure 5.2: An illustration of reinforcement learning.
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Reinforcement Learning Method Design

In this work, environment is the entire computational system where the overall processing of jobs

take place. The action set contains number of actions equal to the number of clusters forming the

computing infrastructure, where each action corresponds to deploying the job to that specific cluster.

An episode is the whole process of scheduling and finishing the execution of a workload consisting

of a certain number of jobs.

Environment state is composed of two main components: computing system state and scheduling

job information. Computing system state (iterative for each cluster) includes static cluster features

like its sequence number, elasticity information (including cluster’s normal capacity and maximum

capacity under expansion), heterogeneity factor (hetero factor) and dynamic features like cluster

occupation status in a past time interval and current accumulated total occurrences of missing

deadline events in cluster.

For scheduling job information, jobs in different categories can possess different attribute sets. We

utilize streaming job (Cate-1) information as a super set for description, and other job categories can

adjust to this with unambiguous accommodations. Such information includes job category, expected

hetero factor, standard execution time with respect to using executors with the expected hetero

factor, execution deadline, total duration, discrete resource request distribution and its heterogeneity

sensitivity measure to describe job’s adaptation capability to clusters with different hetero factors.

We explain some of the keywords here as below:

Heterogeneity sensitivity measure: A job’s execution time is often proportionally affected by

cluster’s hetero factor if the factor is within a given range. In this work, a job’s heterogeneity

sensitivity measure ‘sen’ (integers in [1,5] in experiment) is used to represent such range by

R = [h− sen ·ζ ,h+ sen ·ζ ], where h is the job’s expected hetero factor and ζ = 10 in experiment.
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If the cluster’s hetero factor belongs to R, this job’s execution time in cluster will be proportionally

affected from its standard execution time by the cluster hetero factor. Otherwise, if the cluster’s

hetero factor is outside the range, this job will cease to further fully reflect change in its execution

time. This corresponds to job behaviors in practice where its execution time could be affected

accordingly by executors within a range of hetero factors, yet will not fully receive benefit (or harm)

in execution time for too large hetero factor changes, due to other execution overheads.

Job’s cluster-specific difference: Job can have cluster-specific difference. Such as, job’s execution

deadline for each cluster can be different, possibly due to cluster-specific data transmission overheads

from data source, when regulating a uniform end-to-end batch execution time. It could also be due

to job’s program transmission overhead to cluster before starting the execution. Job execution time

can also be cluster-specific due to cluster heterogeneity. To lower user profiling burden, instead

of requiring cluster-specific execution times, our model only requires the standard execution time

with respect to (w.r.t.) job’s expected hetero factor and can handle heterogeneity even without the

complete execution time information.

Discrete resource request distribution: A streaming job may have resource request fluctuation

during its repetitive executions. Analogous to [51], when executing in a cluster, it is affiliated

with an length 10 array to describe its discrete resource request distribution, with each position

accounting for 10 percentage possibility. For example, if such a distribution array containing eight

30s and two 60s, it means in each execution of the job, it has 0.8 probability to request 30 executors

and 0.2 probability to request 60 executors in this cluster.

The overall composition of the state representation is presented in Table 5.1. For cluster occupation

status, we would like to use the records roughly in the latest 100 steps. In experiment, the latest

105 steps is used per input design desire, and this information is specially traversed to create a 150

dimensional vector for each cluster. Details of the traverse will be stated in Section 5.
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Table 5.1: State representation in our deep reinforcement learning model for 5 clusters
Vector Component Dimensions
Cluster (i = 1 . . .5)
Cluster sequence number 1
Normal capacity 1
Maximum capacity if elastic 1
Cluster heterogeneity factor 1
Occupation status (latest 105 steps)* 105→ 150
Current total missing deadlines 1

775 (155×5)
Job
Category 1
Expected heterogeneity factor 1
Heterogeneity sensitivity 1
Discrete resource request distribution 10×5
Standard execution time 1×5
Execution deadline 1×5
Duration 1

64
Overall state vector 839 (775+64)
Only * row includes temporal information

The influence of deploying a job onto a cluster is destined to be long-term due to its execution

duration. Meanwhile, since performance metrics related to number of missing deadline events and

execution time statistics have significant response delay from occurring moments of their most

influential contributing factors such as inappropriate deployment or resource competition within

cluster, it is difficult to define the instantaneous action reward at any moment. In this vision, we

alternatively define the value of an action, concentrating on action’s long-term influence. In this

work, the value v( j) of an action that schedules a job j to a cluster at some moment, is defined as

follows:

v( j) =
ηc ·mih ·mic

−η j

[
M j +

te

∑
t=ts

β
Dt
(

W (t)
j +W (t)

cl

)]
−ψih ·ψic ·R j

Here, ηc and η j are the heterogeneity factor of the cluster and the expected heterogeneity factor of

70



the job, respectively. M j is the number of missing deadline events of job j where resource waiting

does not happen at execution beginning. Note that a job can have more than one missing deadline

events, such as, since a streaming job can be repetitively executed for multiple times. W (t)
j records

the happening of each missing deadline event of job j at moment t, if it does not belong to M j.

Similarly, W (t)
cl records the number of missing deadline events of all jobs in the cluster at moment t

if resource waiting happens at their execution beginning. ts and te correspond to the deployment and

termination moment of job j, respectively. β is the decay factor, and Dt records how many new jobs

have been deployed to the cluster after ts, till moment t. R j represents the overall average execution

delay ratio of job j (its average execution time divided by standard execution time, then minus 1 for

representing delay). In the experiment, weighted factors are applied to the components of v( j), we

omit its showing in the formula for simplicity.

mih and mic follow Eq. 5.1 of mΩ, where Ω services as a place holder for ‘ih’ or ‘ic’. The events

corresponding to ‘ih’ and ‘ic’ are Improper_Heterogeneity (IH) and Initial_Competition (IC),

respectively. Here, IH refers to the case where an improper cluster arrangement is caused by the

scheduling action, that the cluster heterogeneity factor is too low for the job, causing execution

deadline violation. IC refers to where resource competition (resource waiting) happens right after

the job’s deployment to the cluster designated by the scheduling action. Similarly, ψih and ψic

follow Eq. 5.1 of ψΩ, respectively. Here, PmΩ
≥ 1 and PψΩ

≥ 1.

mΩ =

 PmΩ
isEvent

1 Otherwise
ψΩ =


PψΩ

isEvent & R j > 0

1/PψΩ
isEvent & R j ≤ 0

1 Otherwise

(5.1)

The design of the value formula is originated from the consideration that when resource competition

contributes to the causing of the missing deadline event of job j, the root cause of the resource
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competition can be complex. It could be due to the deployment of job j on a specific cluster or later

deployment of other jobs on the same cluster. To alleviate such intertwined influence when deriving

a clearer action evaluation, all missing deadline events of job j related to resource competition will

be decayed over numbers of newly arriving jobs after j. Furthermore, the number of overall missing

deadline events at any moment from all jobs in the cluster which could be caused by resource

competition is also added following the same decay pattern, in purpose of attending the potential

mutual influence of j from and to other coexisting jobs in the cluster. On the contrary, other missing

deadline events of job j without resource waiting will not be decayed over time. The factor ηc
η j

in

formula helps the model discern the potential differentiated effects of cluster heterogeneity to the

job. Such heterogeneity influence is also considered in R j due to its definition. The factors mih, mic,

ψih and ψic work as a whole to assist the proper avoidance of certain irregular behaviors which the

model should avoid.

DRL Model Structure and Decomposition of Value Definition

According to Table 5.1, the model input (RL system state) contains two types of information:

Non-temporal information describing static or accumulated properties of job and computing

environment, and temporal information related to computing environment occupation status in an

interval of past moments. There exist neural network structures more specialized in dealing with

temporal sequential information, such as Long Short-Term Memory (LSTM). LSTM has shown

effectiveness in various tasks, such as speech recognition, music modelling and language translation

[25] [90]. We plan to utilize the LSTM structure to process the temporal information portion of the

input.

Also, the action value is a vital feedback signal for RL process. In fact, the neural network

in our approach is directly performed as a value estimator. How well the action value can be
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estimated will undoubtedly affect performance in a large extent. Nonetheless, the value definition

contains multiple components for better depicting action influence and such constitution adds up the

estimation complexity. It makes the changing behavior of the integrated action value more difficult

to be predicted. And, the possibly differentiated numerical range of components and their variation

patterns could vanish influence of some individual component, which may affect learning and the

multi-goal optimization result.

A plausible solution is to consider components in the value definition as multi-objectives in re-

inforcement learning, converting it to a Multi-Objective Reinforcement Learning (MORL) prob-

lem [81]. In a MORL problem, the value space can be composed of multiple dimensions, i.e.,

Vπ(s,a) =
(
vπ

1 (s,a), . . . ,v
π
m(s,a)

)
. With such formulations, our approach can be described as a

scalarized[80] single-policy[23, 58] learning algorithm for MORL. More specifically, a linear scalar-

ization function is utilized to regulate a united measure over the vector of the value components,

and provide a single scalar value feedback for a single policy learning problem. The scalarization

mechanism in this work can be described as [81]: ˆSV linear(s,a) = ∑
m
i=1 wi×Vi(s,a), where Vi(s,a)

is intended to be a value estimator for vπ
i and wi are weights. Now the problem becomes how to

achieve multiple value estimators Vi(s,a), one for each value component of our problem.

Based on the refined problem nature, the purpose of estimating multiple real value component

outputs via training with the same training data can be modeled as a multi-target learning (regression)

problem. Accordingly, we decide to utilize a partial network sharing skill to potentially facilitate the

process. It uses multiple networks sharing the front a few layers, where one network aims for one

of the expected value component estimators. Here, multi-target learning focuses on simultaneously

training networks as value components estimators desired by the formulated scalarized single-policy

MORL algorithm with potential intertwine, where the shared layers serve as a joint structure aiming

to capture abstract input encoding shareable and beneficial to all networks. This model construction

and learning mechanism enable the value estimation at its individual component level.
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Figure 5.3: The structure of our deep neural network.

The overall network structure of this work is depicted in Figure 5.3. As illustrated, the input is

separated into temporal related and non-temporal related sections. The temporal section will first

go through the LSTM-based structure and the aggregated temporal hidden states will be integrated

with the non-temporal section in the original input to enter the fully-connected (FC) layers. The

LSTM session network and the first FC layer are the shared layers, whereas the second FC layer is

isolated for each estimator, three in total, corresponding to each of the following value components:

v1 =−
ηc ·mih ·mic

η j

(
M j +

te

∑
t=ts

β
DtW (t)

j

)

v2 =−
ηc ·mih ·mic

η j

(
te

∑
t=ts

β
DtW (t)

cl

)

v3 =−ψih ·ψic ·R j

Here v1 focuses on feedback related to missing deadline events of job j itself, v2 focuses on mutual

influence of missing deadline events of all jobs on-board the cluster, and v3 focuses on average

execution delay ratio of job j. The integrated value of an action is then decided based on the

(weighted) sum of outputs of the three network estimators.
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Training Enhancement Skills

We apply several training enhancement skills that are suitable for the model training of the underlying

problem with the potential to increase training efficiency and performance. They are:

Cluster occupation status traverse:

The cluster occupation status in the last 105 time steps is specially traversed to generate the actual

input of the LSTM session of the model, which also forms the temporal portion of the model input.

This can be seen as a segmentation process of the original status vector, aiming at transforming it

into a series of status segments (possibly with overlaps) following the same temporal order, each as

a continual sub-sequence of the original one. Such kind of segmentation helps preserve the original

temporal series information to be captured by LSTM structure, while revealing occupation evolution

by the sub-sequence in each segment available to the LSTM cell.

For each cluster, as depicted in Figure 5.4, the process starts at the beginning of the occupation status

vector with a 10-element increment for each segment’s start-point and with length 15. Therefore,

each two consecutive segments have a 5-element overlap. Overall, the segmentation for the length

105 status vector results in 10 segments of length 15, concatenated as a 150 length vector. For totally

5 clusters as in the experiment, we have a 750 length vector as the actual temporal portion of input.

Training with decayed learning rate: We utilize Adam optimization [37] for learning rate tuning.

Here we denote it as Adam(α), where α is a base learning rate. Our exemplary experiments reveal

that a relatively large base learning rate, such as Adam(1e− 2) or Adam(1e− 3) may adversely

affect training performance. And a single base learning rate with a smaller α shows relatively

promising influence, such as Adam(1e−4). However, for these approaches, no manual decay in

the base learning rate is included.
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We decide to further supplement a manually decayed base learning rate to Adam. More specifically,

for the first 1000 training episodes in the experiment, the learning rate is Adam(1e− 4), and

afterwards, it becomes Adam(1e− 5). Such Adam optimization with a manually decayed base

learning rate provides the potential to combine the benefit of more swift change in the early stage

and more fine tuning in the later stage of the training.

Cluster occupation status in last 105 time steps

Traverse to generate 10 vectors of length 15 
Each box represents 5 elements in the vector

Figure 5.4: Traverse of cluster occupation status.

We’ve also adopted some training skills in [51], shown to be effective for training RL-based resource

management, including:

Training with randomized workload: Randomness is added to important job feature variables to

inject variations of the workload in each episode. This stimulates better state space exploration and

pressurizes the network in continually refining itself towards generalized knowledge of its duty to

suit workload variations.

Modified ε-greedy exploration: A rule-based baseline model is supplemented to guide the action

perturbation for exploration. When a random action perturbation is needed (by probability ε from the

original ε-greedy exploration), it then has another probability that this perturbation will be instead

provided directly by the supplemented baseline, otherwise, a normal random action perturbation is

76



performed. This is in purpose of letting a rule-based model inject its better-than-random knowledge

to partially guide the general exploration, such that exploration efficiency is increased.
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Figure 5.5: Training architecture of our deep neural network in one episode.

Solving multi-job selection dilemma: The proposed resource management can schedule one job

at a moment. So, besides deciding the scheduling action for a job, it also needs to supplementarily

select a targeted job for its scheduling, if more than one exist in the global buffer. To accomplish

this goal, designing a model to accept all jobs in the global buffer at once is difficult due to the

absence of job count upper bound and the further exacerbated exploration difficulty. Therefore in

the adopted design, our model still accepts a single job input at once, but an outer level iterator will

traverse the global job buffer where an overall value vector would be assembled to provide job and

its action selection in one integration.

The overall training architecture is shown in Figure 5.5.

Experiments

The experiments are conducted via simulation. In the experiments, the testing distributed computing

environment is set as composed of 5 clusters, with executor capabilities for each described by the

vector: [800,1200,1500,1800,2300]. Notice that here executors among different clusters can be
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heterogeneous. Accordingly, the heterogeneity factor for each cluster is: [70,60,100,80,90]. For

elasticity, we suppose two of the clusters: the 3rd cluster and the 5th cluster have elasticity and their

resource variation behaviors are managed by the elasticity controller as described below.

Elasticity controller: Executor capacity of an elastic cluster can be expanded by an increment

amount (100), when the cluster occupation ratio in any moment of a past time window (100 steps)

is ≥ 95%. The accumulative expansion in effect can be no larger than a maximum limit (200). On

the other hand, if no occupation ≥ 95% is detected in the past time window, the expansion capacity

in effect will be returned in stages by a decrement amount (100).

Note that our approach focuses on cluster-level global resource management. To accomplish job

execution, a local intra-cluster scheduler is still needed. Our approach, instead of replacing or

intervening, will actually cooperate with the local scheduler and as a benefit has the potential to

coordinate with different local schedulers. We use a popular generic local scheduler for experiment.

Local intra-cluster scheduler: At each moment in a local cluster, if there are jobs halting and

awaiting for resource from previous moments, they are prioritized for resource satisfaction. After

that, job requests to start execution at this moment are considered for resource allocation. Whenever

queuing is needed, the same sequence as the job arrival is followed. If a job’s resource need cannot

be satisfied, it will be put into halting (resource waiting), and try again in the next moment. Here,

resource satisfaction means that the job’s executor request can be fully fulfilled by the cluster.

To compare with our deep RL-based approach, multiple rule-based baselines are considered:

Random (RAN): Jobs are deployed to one of the clusters forming the multi-cluster computing

environment solely by randomness.

Round-Robin (RR): Jobs are deployed to each cluster forming the multi-cluster computing envi-

ronment in a round-robin manner, starting from a random one at the very beginning.
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Most Available First (MAF): Cluster with averagely most available computing capacity in a past

time window relatively for the considered job will be selected for job deployment. Here the available

computing capability for cluster i is defined as: (1−ROi)×CAPi/ERi, where ROi, CAPi and ERi

are the average occupation ratio of cluster i in the past time window, current total capacity of cluster

i (elastic capacity in effect is included) and the most likely executor amount request from the job to

cluster i, respectively.

For all baselines, the job with the least amount of worker request in the global job buffer will be

selected. Similar as before, the worker request of the job is defined as the average of the number of

executors most likely to be requested by the job with respect to each cluster. In this way, the MAF

baseline roughly mimics the idea of ‘SF-E’, which is the best baseline as presented in [51].

Additionally, we also demonstrate our DRL approach by comparing to another RL model (denoted

as RL-FC), which roughly follows the reinforcement learning approach in [51].

From the computing environment perspective, the comprehensive job submission (arriving) pattern

to the infrastructure could affect system status changing and thus be relevant to system state

transition. In experiments, we use three different stochastic job arriving patterns that are utilized in

[51] with the name Uniform, Bernoulli and Beta for thorough approach testing. However, different

from [51], where models are trained separately for each job arriving pattern, in this work, the

intended model is solely trained with the Uniform job arriving pattern, and its generality of direct

usage on other job arriving patterns will be presented. The possibility of having i as the time interval

between job arriving events for Uniform pattern is: P(i) = 1
|b−a+1|Ii∈[a,b](i) with parameter setting

a = 1 and b = 33. I is the indicator function. We refer readers to [51] for other supplemental

information about job arriving patterns and according formulas for Bernoulli and Beta patterns.

Definition of performance metrics:
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Recall there are two major goals for our resource management: (1) reducing number of missing

deadline events during job executions, and (2) maintaining low job execution time ratio. These are

equivalent as simultaneously minimizing two metrics:

TMDL: Total number of occurrences of missing deadlines for all jobs in all clusters during the

execution of the workload.

AJER: Average job execution time ratio among all clusters, i.e.,

AJER =
Nw

∑
j=1

100 ·∑n j
k=1

(
AR jk
SR

)
n j ·Nw


where SR and AR jk are the standard execution time of job j and the execution time of job j in its

k-th running when executing in the designated cluster, respectively. n j is the number of executions

for job j and is usually larger than 1 for Cate-1 jobs. Nw is the number of total jobs in each

episode. Note that by dividing AR jk (relevant to cluster heterogeneity) with SR (irrelevant to cluster

heterogeneity), the resulting AJER is influenced by heterogeneity of the selected cluster, thereby

including the cluster heterogeneity influence into evaluation. For cluster elasticity, its influence is

also included in both TMDL and AJER implicitly.

Further, an integrated score SSSlog is defined by caring for the comprehensive performance in both

goals.

Slog = sign(S)∗ log10(max(|S|,1)) as S =−TMDL+50∗ (100−AJER)

For Slog ∈ R, the higher the better. And a score 0 for Slog can be roughly seen as equivalent to

having an average execution time same as the standard one and with no missing deadline events.

The weighting factor 50 in S is for balancing between two goals, since TMDL is an accumulative

measure for all jobs in the workload, whereas AJER is an averaged measure.
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To facilitate qualitative comparison, three more comparative measures are defined: Fully-dominant

(F), Semi-dominant (S) and Non-dominant (N), which mean that in a testing episode, whether

the RL approach has better performance comparing to MAF, for both, only one, or none of the

performance metrics (TMDL and AJER in consideration), respectively. For 50 testing episodes

we used for approach comparison, the F/S/N scores are given as a distribution among all testing

episodes. Therefore, for performance preference, F>S>N. Before discussing the experiment results,

some training parameters are provided in Table 5.2.

Table 5.2: Some training parameters

Notation Description Value
E Number of training episodes 1500
Nw Number of jobs in each episode 1000
K Capacity of knowledge buffer 50000
B Training batch size 2000
LI Model input layer size 839
LC Input size to a LSTM cell 15
N f c1 Neurons in first FC layer 800

N f c2
Neurons in second FC layer
(identical size for three networks) 200

LO
Output layer size
(identical size for three networks) 5

Approach Performance:

Consequently, the performance comparison (in Slog) for our approach (notated as RL-LSFC) with

respect to other baseline approaches RAN, RR, and MAF, in different training episodes during the

training process, is shown in Figure 5.6. For each vertical comparison, all models are included to

compare for 50 testing episodes. The same workload is used for all models in one testing episode,

but is re-generated for each testing episode.

From it, we can observe that among baselines, Random (RAN) and Round-robin (RR) provide

similar performance and are significantly surpassed by MAF. For our RL-LSFC, it gradually

improves itself during training and surpasses all baselines during the mid of overall episodes,
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Figure 5.6: Performance comparison (Slog) of our RL approach RL-LSFC and baseline approaches in
different training episodes.

and continues to increase its performance towards the end of training. A detailed performance

comparison between the final RL model after training and MAF is shown in Figure 5.7 and the

average statistics are shown in Table 5.3.

(a) TMDL (L) (b) AJER (L) (c) Slog (H)

Figure 5.7: Comparison of RL-LSFC and MAF for 50 testing episodes. Three sub-figures are w.r.t. TMDL,
AJER and Slog. Data in all figures are sorted uniformly in descendent by Slog of MAF for viewing convenience.
(L) Lower is better. (H) Higher is better.

We can see that our approach trained via deep reinforcement learning outperforms MAF in a

large scale. For TMDL, it reduces the occurrence of missing deadline events by 5.57 times. For

AJER, it shortens average job execution ratio by 2.92%, thus obtains a significant higher Slog score

with 2.57 comparing to −0.28. As well, RL-LSFC achieves excellent 46/50 Fully-dominant, 4/50
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Table 5.3: Statistics w.r.t. Figure 5.7

TMDL (L) AJER (L) Slog (H) F/S/N
RL-LSFC 666111...777000 999000...333000 222...555777 46/4/0
MAF 343.84 93.22 −0.28 -

Semi-dominant and no Non-dominant in 50 testing episodes.

In fact, during experiment, a phenomenon is observed that the model obtained by our deep RL

approach can perform equivalently well or even better for workloads that is statistically “less

stressful” than the ones in training. Here, a coarse definition of the “stress” can be described as

how crowded the computing environment is during the peak period of the workload execution. The

workload “stress” can be changed via the Uniform pattern parameter b. In training, we intentionally

select b= 33, which could reasonably stress the computing environment nearing to its maximum, yet

not over-saturate the overall computing capability. And the obtained RL-LSFC could consequently

be utilized in a wide-variety of workload scenarios that is “less stressful” than training to the

computing environment. Therefore, although RL-LSFC has already shown promising performance

in b = 33 scenario, we are more caring for its performances in other “less stressful” scenarios, as

they represent a much broader variety of applicable cases. We test such generality by two testing

scenarios, one with a stress-reduced workload (b = 36), and the other with a more stress-reduced

workload (b = 40). The results are shown in Figure 5.8 and Table 5.4.

Table 5.4: Statistics w.r.t. Figure 5.8

(a)-(c) TMDL (L) AJER (L) Slog (H) F/S/N
RL-LSFC 333777...666666 888888...333222 222...777333 50/0/0
MAF 311.44 92.35 0.87 -
(d)-(f) TMDL (L) AJER (L) Slog (H) F/S/N
RL-LSFC 111999...777666 888777...111222 222...777999 50/0/0
MAF 276.1 91.95 1.55 -
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(a) TMDL (L) (b) AJER (L) (c) Slog (H)

(d) TMDL (L) (e) AJER (L) (f) Slog (H)

Figure 5.8: Comparison of RL-LSFC and MAF in variant workloads. (a)-(c) are related to b = 36 scenario.
(d)-(f) are related to b = 40 scenario. Other instructions are the same as Figure 5.7.

We can see that as the workload gradually becomes less stressful, RL-LSFC performs even better,

and is consistently fully-dominant with respect to the MAF baseline in all testing episodes for both

scenarios. Since the stress of the computing environment could largely vary in daily usage, the

generality of the RL model to fit for such variation is certainly an apparent advantage.

Performance in other job arriving patterns

Different from [51], where a RL model is trained for each job arriving pattern, we solely train one

deep RL model based on the Uniform pattern, and present that the obtained model could work

equivalently well for other job arriving patterns directly, which is an out-of-intuition but exciting

result. To accomplish, we directly utilize the obtained RL-LSFC model with Uniform pattern onto

other two patterns, Bernoulli and Beta. The results in Figure 5.9 and Table 5.5 show that RL-LSFC

with respect to the Uniform pattern indeed can work well directly with the other two job arriving

patterns. We envision that this may because the obtained model is capable to capture intrinsic

information from the provided system status for deciding scheduling actions, and is less prone
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and less sensitive to job arriving pattern shift. The observed irrelevancy of job arriving patterns in

experiments is a great supplement towards approach generality.

(a) TMDL (L) (b) AJER (L) (c) Slog (H)

(d) TMDL (L) (e) AJER (L) (f) Slog (H)

Figure 5.9: Comparison of obtained RL-LSFC and MAF in other job arriving patterns. (a)-(c): Bernoulli
pattern. (d)-(f): Beta pattern. Other instructions are the same as Figure 5.7.

Table 5.5: Statistics w.r.t. Figure 5.9

(a)-(c) TMDL (L) AJER (L) Slog (H) F/S/N
RL-LSFC 111333...333222 888666...666777 222...888111 50/0/0
MAF 243.18 91.75 1.92 -
(d)-(f) TMDL (L) AJER (L) Slog (H) F/S/N
RL-LSFC 333999...111444 888888...666888 222...777111 50/0/0
MAF 295.66 92.41 1.11 -

Comparison with a fully-connected layers model RL-FC

In this experiment, we would like to compare models of our approach to a RL model with fully-

connected layers based structure, which roughly follows the ideas in [51] (denoted here as RL-FC).

To strengthen the comparison, besides RL-LSFC, we intend to additionally supplement another deep

RL model variant also obtained by our approach. Actually, by the greatly separated recognition of
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individual objectives of our MORL problem empowered by the approach architecture, we are able

to achieve variants of RL models with different balancing between objectives such as via weight

adjustment of objectives forming the scalarized value feedback signal. With such benefit, we obtain

another variant of our model, namely RL-LSFCb. It shares general conception with RL-LSFC, but

with a slightly different balancing between objectives.

Three RL approaches, RL-LSFC, RL-LSFCb and RL-FC together with the MAF baseline are put

into 50 testing episodes, results of which are shown in Figure 5.10 and Table 5.6. We can see

that although the RL-FC model achieves slightly better TMDL than RL-LSFC, it pays a too large

cost in AJER and has thus lower score in Slog than both of our models. Similar weakness of it

can also be observed in F/S/N distribution comparing to both of our models. Thus, the RL-FC

model in experiment shows weaker balancing ability between multiple optimization goals and

a weaker overall performance. Meanwhile, two of our models, RL-LSFC and RL-LSFCb show

differently prioritized yet better performance. RL-LSFCb could surpass RL-FC in all aspects, which

indicates potential advantage of our approach. But its balancing in dual-objectives causes a hit in

comprehensive score Slog comparing to RL-LSFC and promotes the RL-LSFC model as the best

performing model here. The best is, our approach grants the freedom to choose either of them per

user preference.

It is worth mentioning that we are not intending to declare an absolute structural or approach

advantage here, since a direct and thorough competition of two RL approaches requires extensive

hyper-parameter searching and tuning, which is not the main objective and beyond the scope of

this work. Nonetheless, the exemplary RL comparative experiments here show that our approach

presents decent capability in balancing multi-objectives while providing good overall scheduling

performances.

Model behavior pattern exploration
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(a) Slog (H) (b) Dominant area (c) F/S/N distribution

Figure 5.10: Comparison of three RL models w.r.t. MAF. (a) each curve is independently sorted for viewing
convenience. In (b), we give F:2, S:1 and N:0 for scoring to show a dominant area (larger is better) of
RL-LSFC and RL-FC (RL-LSFCb is very similar to RL-LSFC here and is omitted for viewing). RL-LSFC
indeed has a much larger area (difference as in the pure purple area) than RL-FC. (c) Non-dominant column
is omitted since all models have 0 in it.

Table 5.6: Statistics w.r.t. Figure 5.10, * are our models

TMDL (L) AJER (L) Slog (H) F/S/N
RL-LSFC* 36.84 888888...777111 222...777111 555000///000///000
RL-LSFCb* 111444...777444 90.13 2.67 49/1/0
RL-FC 15.28 92.79 2.24 29/21/0
MAF 305.02 92.67 0.65 -

By observing the good performance of RL-LSFC, we would like to further explore interesting

behavior patterns of it. We firstly draw temporal job scheduling sequence in one episode (one

point for each job, as shown in Figure 5.11 (a)-(b)) of both RL-LSFC and MAF with respect to all

computing clusters, with one color representing one job category. We discover that the deep RL

model RL-LSFC indeed shows significantly differentiated scheduling pattern from MAF, which

could be coarsely summarized as RL-LSFC tends to utilize clusters with larger capacities and larger

heterogeneity factors (thus stronger computing capabilities) more during the early stage of the

episode when computing pressure is not peaked, in favor of better performance in both goals. Yet

when pressure rises, it well utilizes all cluster resource for overall performance.

Secondly, we further examine the model behavior variance for different job categories (as in Figure
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5.11 (c)-(h)). It seems RL-LSFC can successfully distinguish jobs in different categories and provide

differentiated scheduling patterns. Such as, for streaming jobs (Cate-1), it seems to prioritize clusters

with stronger computing capability and with elasticity, presumably due to their better potentials in

suiting streaming jobs with fluctuated executor amount requests. Such differentiated job categorical

scheduling patterns are further illustrated in Figure 5.12.

(a) RL-LSFC Cate-1 (b) RL-LSFC Cate-2 (c) RL-LSFC Cate-3

Figure 5.12: Comparison of Job-Cluster scheduling pattern with respect to different job categories under

RL-LSFC control. Value axis is on logarithmic scale of job counts, angle axis is time slice. One color for

each cluster.

Summary

In this chapter, we present an elasticity-compatible resource management approach obtained via

DRL for a heterogeneous multi-cluster computing environment. In experiment, comparing to

the best baseline, it successfully reduces the occurrence of missing execution deadline events for

workloads of 1000 jobs by around 5x to 18x in different scenarios and reduces average execution

time ratio by around 2% to 5%; It also shows better performance than a previous RL based approach

with fully-connected layers. We believe this work can contribute to the progress of utilizing DRL in

tackling problems related to large-scale distributed computing environments.
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(a) RL-LSFC overall (b) MAF overall

(c) RL-LSFC Cate-1 (d) MAF Cate-1

(e) RL-LSFC Cate-2 (f) MAF Cate-2

(g) RL-LSFC Cate-3 (h) MAF Cate-3

Figure 5.11: Job-Cluster scheduling patterns for RL-LSFC and MAF in one testing episode. One point
for each job and one color for each category. Vertical axis 1-5 are referring to cluster sequence number.
Horizontal axis is time slice.
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CHAPTER 6: HYBRID ASYNCHRONOUS APPROACH TOWARDS

EFFICIENT PRIVACY-PRESERVING FEDERATED LEARNING

Federated learning (FL) [38] provides collaborative learning for multiple participants with attention

on aspects such as data privacy protection, large scale of participants, communication conservation

and data heterogeneity, where privacy is one of its foremost considerations [60, 6, 27]. Similar to

other forms of machine learning, FL faces challenges from privacy-targeted attacks [32, 44, 45].

The privacy information involved in FL can be majorly classified into three categories: information

of a record, information of a set of records (or class of records) and information attributed to a

specific participant.

Attacking and defending related to the first two categories are shared by many forms of machine

learning (ML) thus are widely studied and non-unique to FL. For example, membership inference

attack [72][61] attempts to induce whether a specific sample is included in the training set and

model inversion attack [101] aims at speculating properties related to the training dataset. Measures

such as record-level Differential Privacy (DP) are shown to be effective against these attacks [68].

These measures could be applied to FL as well. On the contrary, privacy related to participant-level

information is more specific to distributed learning such as FL which is less studied. Our work is

consequently concentrated on participant-level privacy protection, a characteristic and key privacy

protection aspect for FL. To defend against such kind of attacks, specific defending methods need

to be designed due to the more abstracted granularity. Participant-level DP is an option against such

attacks. However, it intrinsically requires a large scale of participants to converge [24]. Since it

perturbs participant-level information instead of hiding them, a balance between model performance

and privacy protection is needed. Another option is Homomorphic Encryption (HE), which could

compute directly on ciphertext with respect to certain arithmetic operations. However, HE is highly
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computing-extensive and needs polynomial approximation to non-linear functions commonly used

in contemporary ML, again causing a trade-off between privacy protection and accuracy [93].

Participant-level private information during FL is in fact side-channel information that should

be hidden. With such an awareness, Secure Multi-party Computation (SMC) is employed for

hiding participant privacy during FL [8]. It is effective by securely merging information from

multiple participants without leaking individual information. Additionally, unlike DP or HE, it does

not require information perturbation nor function approximation which is much more beneficial

to model convergence. It also has better availability in many scenarios with no requirement

on scale of participants. The advantage of SMC makes it a routine technique for synchronous

federated learning (SynFL). However, SynFL suffers from the synchronization burden. Although

Asynchronous FL (AsynFL) helps eliminate such overhead [13, 53, 91], at a cost, the uncontrolled

asynchronicity greatly hinders the chance of directly applying SMC due to its decoupled nature.

With the indispensable advantages of SMC as stated, revising SMC techniques and making SMC-

alike technique available under AsynFL is becoming essential and critical. “-alike" here is referring

to the concept of having to utilize a different approach yet eventually accomplish an equivalent

privacy protection effect.

In this regard, we propose HALE-Fed, a Hybrid Asynchronous Learning towards Efficient privacy-

preserving Fedrated learning framework. We optimize the FL server-participant structure by

supplementing a broker layer in between the server and participants, and enable our SMC-alike

technique along with asynchronicity. “Hybrid” here means the system runs asynchronously except

the broker layer, yet by our design, the system achieves near pure-asynchronous efficiency, which

is discussed in more details in Section 6. Furthermore, based on the HALE-Fed framework, we

propose an algorithm, namely Fed-SUDA, for solving practical model drifting concern for AsynFL

in heterogeneous environments. Experiments demonstrate the efficacy of both HALE-Fed and

Fed-SUDA.
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The HALE-Fed Framework

Before introducing the architecture of HALE-Fed, let us first briefly recall the architecture of original

federated learning. It contains two major components (layers): the server and the participants.

During training process, participants obtain the latest model from the server and computes local

updates, and then send the updates information back to the server where the aggregated update

information is used to apply a model training round for model improvement. For synchronous FL,

participants join a model training round in groups and the server awaits and utilizes the aggregated

update information from the group. For asynchronous FL, each participant compute and send update

to server individually with their own pace, and the server applies model training gradually when

sufficient participant updates are received.

As previously mentioned, it is acknowledged that asynchronous organization benefits FL efficiency.

In privacy perspective, when system rules are properly configured, asynchronicity brings no extra

noteworthy privacy threat except that it hinders the appliance of SMC technique which is a strong

and foremost routine privacy protection measure. The obstruction is because vanilla asynchronous

FL hinders SMC as all participants operate individually and have no group-based mechanism. It

thus becomes a challenge but with significant rewards if one could combine the benefits of both

asynchronicity and SMC technique together. Consequently, we propose HALE-Fed that enables

SMC-alike technique along with asynchronicity in FL.

Architecture

As shown in Figure 6.1, HALE-Fed preserves the server and participant layers as in ordinary FL,

with only modifications to their operation procedures. The foremost innovation is the appending of

the broker layer. We require that the broker layer is configured with multiple (more than one) brokers
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with similar reliability as the server. The peak computing and storage pressure in each broker by our

design is at most similar if not less than the traditional server role in FL, thus is totally realizable.

Also, having two brokers totally fulfills the desire (including privacy protection purpose), having

more than two brokers could improve protection in rare but more rigorous situations, however, could

also increase overhead. We elaborate this more in Section 6. The main components of HALE-Fed

thus are:

Model 
Delivery

 upon 
Request

Update 
information 
could reach 

Server

Participant ID 
could reach 

Broker but not 
Server

Participant-level 
Privacy will not 

leave out of 
Participant layer 

Server 
Layer

Broker 
Layer

Participant 
Layer

Figure 6.1: Architecture of HALE-Fed.

• Server conducts model updating and provides the latest model to participants when being re-

quested.

• Participants compute local update based on the latest model from server, split the update into

shards, and send each shard to the corresponding broker.

• Brokers manage update shards from participants, coordinate with other brokers for forming update

93



components with each an aggregation of according update shards, and send update components to

server.

Participant Update Information Flow

The most significant change brought by our innovation in HALE-Fed architecture is the change in

the information flow of participant generated updates and its further induced security and efficiency

benefits. To better explain this, we highlight foremost characteristics of the proposed approach as

follows and illustrate significant participant update information flow features as in Figure 6.2 :

Broker Broker

Update-1

Shard-1

Update-2

Shard-2 Shard-3 Shard-4

Shard 
based 

protection

Merging 
based 

protection

Shard-1

Shard-3

Shard-2

Shard-4

Server 
Merging

Shard 1+3 Shard 2+4

Update 1+2

Figure 6.2: Participant update information flow of HALE-Fed.
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• In the proposed architecture, all participant generated updates will not be directly sent to server

but to all brokers instead.

• Before sending out its update, each participant splits it into shards equalling to the number of

brokers, and send each shard to the corresponding broker. Each shard contains only a portion of

its update information with mask values (obfuscation) supplemented for extra privacy protection.

• When preparing for a server update round, all brokers confirm a same list of participant generated

updates intending to be used, and each broker locally aggregates its owned shards corresponding

to the updates in the list and sends to the server. In this way, server receives a update component

from each broker in an update round, which is an aggregation of multiple participant generated

shards.

• The server will aggregate all components to recover the overall update information without loss.

After which, a round of model update is applied and the new model is enabled when updating is

finished.

• The participant update information during the entire transmission is at least protected by either

shard-based and/or merging-based protection such that private information are not exposed to

other system components (other participants, brokers and server).

• Such change in the information flow of participant generated updates has astonishing benefit that it

allows most components of the FL system to run in a asynchronous pattern meanwhile providing

opportunity for enabling SMC-alike technique. We elaborate this more in the later section.

Shard Transmission

The information transmission during such operation is formally verified by Formula 6.1. Suppose at

a certain update round, a set of W participant generated updates {Di}Wi=1 are used for composing
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Figure 6.3: Procedure of HALE-Fed.

server model update, thus we should have U = ∑
W
i=1 ωiDi, where ωi is the weight for Di. spli, j

denotes the j-th split of update Di, which is equivalent to the corresponding update shard Si, j but

without the mask ma+i, j, where ∑
B
j=1 ma+i, j = 0 for ∀i and B is the total number of brokers. C j stands

for the server update component from j-th broker, which is the (weighted) sum of its local update

shards for the current round, thus C j = ∑
W
i=1 ωiSi, j.

Di =
B

∑
j=1

(spli, j) =
B

∑
j=1

(
spli, j +ma+i, j

)
=

B

∑
j=1

Si, j 1≤ i≤W

U =
B

∑
j=1

C j =
B

∑
j=1

W

∑
i=1

ωiSi, j

=
W

∑
i=1

B

∑
j=1

ωiSi, j =
W

∑
i=1

ωi

B

∑
j=1

(
spli, j +ma+i, j

)
=

W

∑
i=1

ωi

B

∑
j=1

(spli, j) =
W

∑
i=1

ωiDi

(6.1)

This formula reveals that with the entire transmission, the intended model update U remains

unchanged. This leads to the fact that with the supplement of the broker layer, the aggregated update

information is transmitted to the server without loss.

96



System Operation

Based on the previously explained mechanism, we illustrate the system operation procedure of

HALE-Fed in a model training round in more details as in Figure 6.3. For a participant, after

obtaining the latest model and compute the update, it splits the update into number of shards

equaling to the number of brokers with the adopted shard generation algorithm. The information

contained in each shard is a combination of partial update information and obfuscation values.

Each shard can be marked using the identification tuple (pi,rα ,γ), where pi represents the source

participant of the shard, rα the model version number it based on, and γ the broker id it should be

sent to. Shards are then sent to the corresponding brokers and stored in broker’s shard buffer.

Each broker will receive one corresponding shard from each participant’s update. Each broker

maintains a shard buffer to store all received shards including its shard identification tuple. The

stored shards will remain in the shard buffer until it is successfully used in a server model update

or it is decayed for more than the maximum allowed staleness. After either case, the shard will be

removed from the buffer. When enough shards are received by the broker layer, it will be responsible

for confirming a list of updates that will be used to compose the next server update. Each broker

will then compose its server update component (potentially weighted aggregation of according

participant update shards) and send to the server.

The server will aggregate all components to recover the overall update information without loss.

After which, a round of model update is applied and the new model is enabled when updating is

finished. Meanwhile, the server will always provide the currently latest available model to requested

participants.
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Communication Failure Dealing Mechanism

As a general FL process commonly accepts the participation of many consumer level devices

which are connected via diversified networking conditions, it is possible for participants in FL to

experience temporary communication failures. Such situation is much more difficult to deal with in

traditional FL especially when SMC techniques are applied. Complex recovery mechanism is often

desired in such case due to the recovery burden in group based encryption mechanism. We will

elaborate this more in a comparison of HALE-Fed with traditional SMC in a later section. On the

contrary, such failure is much easier to deal with in HALE-Fed due to its intrinsically decoupled

operation and privacy protection mechanism.

The most complicated process during HALE-Fed’s system operation which could be influenced

by device communication failure is the participant update uploading process. This is because all

other communications of processes in HALE-Fed are one-to-one except that when participant

uploading their update in terms of shards, which is in overall an one-to-many process (sending

shards split from one participant update to all brokers). In practical realization of HALE-Fed, when

a communication failure is encountered during a participant update uploading process, either the

participant experiences network issue but remains power-on thus could recognize the situation

and can simply re-send the failed update component; or the corresponding participant is offline

persistently for a certain period that causes a sustained update inconsistency among different brokers

with respect to the corresponding participant update (some shards of the update arrive at brokers

successfully, while others don’t). In such case, this inconsistency could be noticed during update

list confirmation among brokers whenever this update is selected such that the incomplete update

could be easily discarded without further concern.

Thus it is more convenient for HALE-Fed to deal with abrupt device offline or communication

failure, which is an apparent advantage over traditional SMC techniques.
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Threat Model and Privacy Preservation

In this work, we consider the threat model as there exists an “honest-but-curious" adversary in the

system. It means that the adversary will follow system operational rules (“honest"), but will try

to speculate information leaked from normal operations (“curious"). This is a common setting in

privacy protection tasks [5, 66, 29] and there is no constraint in this work on where this adversary

locates. Although we assume one adversary for concise description, the system is capable of

handling multiple adversaries. Firstly, the proposed system could tolerate multiple coexisting

adversaries without issues if no communication/cooperation among multiple adversaries is allowed

by proper practical system design. Secondly, even if communication/cooperation among multiple

adversaries becomes possible, the proposed system still could handle up to N adversaries as long as

there are at least N +1 brokers, so individual update information remains private to non-owners.

Therefore, in the worst case, as long as the system is capable of providing a certain number of

brokers, it can tolerate adversaries up to the similar scale. In the rest of this chapter, we use the

case with one adversary and two brokers for the purpose of providing clearer descriptions and

illustrations.

SMC-alike Functionality and Benefits of HALE-Fed

From privacy perspective, HALE-Fed guarantees that only the aggregated participant update results

could be seen by authorized system components, which effectively provides SMC-alike function-

ality. In fact, HALE-Fed provides at least equivalent effects in privacy protection comparing to

the traditional SMC which is strong and outstanding to participant-level privacy protection. It is

also free of any information perturbation or network structure restrictions. HALE-Fed enables such

top-notch unique kind of privacy protection measure in asynchronous FL world without any extra

hardware environment requirements for server and participants, and provides at least equivalent
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privacy protection effect as traditional SMC techniques.

Comparison with traditional SMC technique

The realization of privacy protection in traditional SMC vitally relies on means including: (1)

the privacy protection mechanism requires a group based organization; (2) the masking based

information obfuscation and recovery are joint efforts among joining participants; (3) mask related

information needs to be communicated among participants.

Such requisites naturally deter SMC from native asynchronous learning where participants’ attending

are disentangled. They also hinder SMC in FL where certain practical situations are probable. For

instance, to deal with unpredictable participant disconnections, traditional SMC applies a complex

two-layer secret mark with a compromise in disconnection tolerance upper bound. This not only

exacerbates the protocol complexity but also forces the abandoning of the entire updating round if

number of disconnected participants ever exceeds the tolerance upper bound.

Furthermore, in order to reduce the massive amount of communication among all participants

related to mask information exchange, SMC opts for transmitting only the randomization seeds

used for a unified mask generator that is in prior consented by all participants. This significantly

reduces the mask communication overhead, but restricts the randomization mask to be vector

information independent (denoted here as positional masks). Such type of mask could be suitable

for obfuscating information in individual positions of the participant update vector but may not be

competent for concealing distributional information privacy that could also exist in the vector. The

later of which requires a more deliberated designed vector dependent obfuscation and randomization

mask (denoted as distributional masks) that could not be communicated merely via the transmission

of randomization seed. Therefore when facing with the protection of such distributional privacy

in the update vector, SMC encounters a dilemma between privacy protection effect and large
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communication overhead.

Different from traditional SMC in FL where mask information needs to be communicated among

participants, the mask used in HALE-Fed can be fully decided locally by each corresponding partic-

ipant, which perfectly coincides with the decoupling nature of asynchronous FL and enables large

benefits in mark design freedom, system efficiency and communication failure dealing mechanism.

Notice that with the intrinsically completely disentangled nature of masking process in HALE-Fed,

it could naturally choose between positional masks or distributional masks for protecting privacy in

participant update vector with no apparent difference in cost. Whereas in SMC, if distributional

vector privacy is also considered, the corresponding costs can raise significantly.

Most importantly, HALE-Fed provides unparalleled functionality advantage over traditional SMC

technique in its extra suitability to asynchronous learning and more convenient failure handling

mechanism.

Benefits of HALE-Fed

We now summarize the advantages of HALE-Fed as follows:

• HALE-Fed enables effective SMC-alike technique for participant-level privacy protection in

asynchronous FL with no convergence-influencing perturbations, no specific hardware environment

requirement in server and participants, and no heavy overhead. It could also natively hide the

attending participant list of any round from non-necessary access (the broker layer could harmlessly

monitor and keep track of the list, while other system components are restricted from accessing

such), which further enhances privacy protection.

• HALE-Fed is more convenient in dealing with abrupt device offline or communication failure and

has no masking related mutual communications within system, which also yield advantages over
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traditional SMC.

• HALE-Fed can have similar efficiency as pure-asynchronous learning. Recall that all system

components in HALE-Fed remain asynchronous except for the broker layer. However, the scale

of the broker layer is almost ignorable comparing to the scale of the participant layer, and

the insignificant broker layer coordination overhead could be well hidden among simultaneous

participant-level activities. In fact, HALE-Fed could achieve near pure-asynchronous learning wall

time as verified by experiments.

• HALE-Fed has great compatibility and plenty configurable possibilities to assemble most of

the currently available algorithms and policies. As a matter of fact, the broker layer concept

of HALE-Fed could also be utilized in SynFL for the purpose of reducing overhead related to

traditional cross-participant SMC-related coordination.

Fed-SUDA: An Asynchronous FL Algorithm in Heterogeneous Environments Using HALE-Fed

Previously, we have seen the benefits of our proposed HALE-Fed especially to asynchronous FL.

Furthermore as a underlying framework, HALE-Fed enables the possibility to support FL algorithms

built upon it. To demonstrate this advantage, we propose an asynchronous FL algorithm named

Fed-SUDA that tackles with issues of asynchronous FL with participants having heterogeneous

data (Non-IID data) and heterogeneous capabilities (shorted as HeDC) which can benefit from

HALE-Fed. Here, HeDC is another practical situation that could interfere with the applicability of

asynchronous FL.
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Challenges Brought by HeDC

FL could often face participants with heterogeneous data and capabilities (HeDC) in practical

scenarios (we also generally refer this situation as a heterogeneous environment in later context). The

HeDC here refers to a combination of two situations: (1) heterogeneous data and (2) heterogeneous

participant computing & communication capability. Data heterogeneity refers to the situation

where participants’ data distributions are non-IID. Participant heterogeneity means that participants

may have different computing and communication capabilities that resulting in different temporal

response distribution in FL. Recall the objective function of FL:

min
x∈Rd

f (x) = min
x∈Rd

N

∑
n=1

pn fn(x)

where {pn}N
n=1 are weights and { fn}N

n=1 are local objective functions of participants due to non-

IID data distributions. N is the total number of participants. For synchronous FL in HeDC, we

could easily enforce a uniform participant sampling and adopt {pn}N
n=1 weights when assembling

according updates from participants. In this case, the influence of HeDC is mainly expressed as

the presence of stragglers that largely affects the efficiency. Asynchronous FL helps alleviate this

efficiency issue but needs attention to the resulting convergence-related side-effects of HeDC.

In AsynFL, when participants attend FL with their own paces, the differentiated temporal response

distribution implicitly enforces a different unknown sampling policy. It can implicitly deviate

the intended weights when assembling participant updates thus impair the learning process with

heterogeneous data. A type of approach [71] suggests to individually set the number of local

iterations “K” (as in FedAvg style algorithms where multiple local iterations are allowed for each

update) for different participants to balance local computing time and alleviate this issue. However,

this method has disadvantages: (1) To regulate participant heterogeneity by setting different values

of “K”, the response speed of all are regulated towards the slowest participants, which greatly harms
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overall system efficiency; (2) Differentiated network speed could also greatly influence participants’

temporal response distribution but could not be easily regulated by setting “K”. (3) More severely

biased participant response distribution may not be well balanced by such adjustment, since the

choice of “K” could also affect and may bring adverse influence to model convergence. Therefore,

we are looking for an approach capable of dealing with asynchronous learning in HeDC more

generally without the need to entangle with an individualized “K” setting. Ideally, this algorithm

should be capable of training model in HeDC with reliable performance and privacy consideration,

meanwhile being more temporally efficient than SynFL.

Design of Fed-SUDA

In this regard, we propose an algorithm to tackle the HeDC issue for AsynFL based on the benefits

of HALE-Fed. Roughly speaking, we decompose the training process in terms of participant

episodes and enforce a participant sampling with no replacement in each episode. In other words, a

participant attends once and only once in a participant episode with its update (which can be staled).

The key idea is to buffer latest updates from some slower participants (stragglers) at the broker layer

as shadow updates (in the form of shards), and use them whenever slower participants’ updates

are needed for proceeding participant episodes. In this way, uniform sampling is unconditionally

satisfied yet the system training speed is less restricted by response speeds of slower participants.

We assume stragglers exist in system where their response speeds are much slower than the majority

of others due to HeDC, and the response time of each participant follows its own distribution with

expectation known. We then regulate a heterogeneity factor “L”. L helps decide who and how many

of the participants shall utilize the “shadow update” mechanism. Suppose the slowest expected

response speed (number of responses over unit time) among all participants is normalized to be

1, then for each participant whose relative response speed is ≤ L, its latest update will always be
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stored. We denote the set of such participants as SP (“slow participants"), and the set of other

participants as RP (“regular participants"). In each participant episode, For participants in RP, they

join each episode on site by their latest computed response. Notice these updates could as well

be staled, since when applying a partial participation policy, updates in a participant episode are

capable of composing multiple server update rounds, thus some participant updates will become

staled during this process. For participants in SP, when update of them are needed for finishing a

participant episode, we use its buffered latest available update stored at the broker layer (shadow

update). Participants in SP will gradually renew their buffered updates based on their capability.

In this way, when participant with unit response speed finishes one response, the system is expected

to be capable of finishing approximately L participant episodes. Recall in asynchronous learning,

we often regulate that any participant update used should not be staled for more than an upper bound

“T ” (more details in Section 6). Suppose participant updates in each episode are used to compose

“S” rounds of service updates, then a participant update will reach the staleness upper bound in

“T/S” episodes. Thus, when choosing L > T/S, L has no direct impact on system efficiency. The

parameter L has the meaning of balancing buffer cost and heterogeneity tolerance, if buffer budget

is large, we may set a large L if needed to better tolerate participant heterogeneity. This shadow

updating technique could cope with different local and global updating schemes. Here we integrate

it with an asynchronous analogy of the FedAvg algorithm and denote it as Shadow Update supported

Difference Averaging descent for asynchronous Fedrated learning, shorted as Fed-SUDA.

Fed-SUDA is intended to merge the gap between the expected unbiased sampling and the un-

controlled asynchronous nature with conservative buffering. This will be much more difficult

without the proposed HALE-Fed, since buffering individual participant update in an ordinary

server-participant structure FL system is a significant threat to privacy. [65] proposes to use Trusted

Execution Environments (TEEs) [63] for storing asynchronous gradients at the server. However, the

TEEs are practically limited in size such that certain algorithm settings will be restricted, and such
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method does not support SMC application with asynchronous learning. In HALE-Fed, the buffering

of any individual participant update could be safely done at the broker layer, which enlightens the

design of Fed-SUDA. Fed-SUDA could be regarded as being storage-conservative as it requires only

a portion of updates be stored and this threshold is customizable. Also, the storage is implemented

at the broker layer and be consistent with brokers’ duties for buffering participant updates, thus no

significant extra burden is applied to the system. In short, Fed-SUDA tries to correct asynchronous

FL training in HeDC and takes SMC-alike participant-level privacy protection into consideration.

It is worth noting that the FedAvg algorithm [60] for SynFL may not work if we directly adopt its

server updating scheme to asynchronous cases. Recall the global server update formula for FedAvg

(if consider partial participation) is:

Mr+1 =
1

∑i∈NW pi
∑

i∈NW

piM
(i)
r+1 (6.2)

where Mr+1 is the new (r+ 1)-th version of server model and M(i)
r+1 (i ∈ NW ) are the computed

local model for participant i for the (r+1)-th round. Here NW is the set of W participants attending

current round. In this formula, the new and current versions of server models have only implicit

connection carried by the generation of M(i)
r+1 (i ∈ NW ), where each M(i)

r+1 is obtained from several

local SGD steps starting from Mr. This updating scheme is suitable in synchronous situation, but

instead may cause problems in asynchronous cases. In asynchronous FL, since the participant

updates can be staled, i.e. their start-point models may not be the same letting alone be the currently

latest model, the implicit connection between consecutive versions of server models can be entirely

broken which could impair model convergence.

In Figure 6.4 (blue curve), we demonstrate how a native asynchronous conversion of FedAvg

(Asynchronous Model Averaging, briefed as AsynMA) which roughly follows Eqn. 6.2, fails to

converge when two sub-groups of overall participants keep isolatedly and alternatively updating

the global FL model and forming oscillation and divergence. Consequently, we propose to utilize
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Figure 6.4: Comparison of AsynDA and AsynMA

a server updating scheme for asynchronous FL (Asynchronous Difference Averaging, denoted as

AsynDA) that conceptually follows the idea of asynchronous gradient descent, but each increment

Di = Mi,K−Mi,0 is derived from the difference of K-th and 0-th model of each participant in a local

K-iteration SGD process. Thus, it could be roughly formulated as:

Mr+1 = Mr +η
1

∑i∈NW pi
∑

i∈NW

piDi (6.3)

The benefit of AsynDA is that it constantly enables the connection of consecutive server models

during training meanwhile allowing a multi-iteration local participant-level computation. The effect

of AsynDA is as well shown in Figure 6.4 (red curve), under the same assumption, it successfully

solves the dilemma facing AsynMA and efficiently guides the model towards convergence. We

consequently adopt AsynDA scheme in implementation of asynchronous FL algorithms in this

work.
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Asynchronicity and Staleness

The essence of asynchronous learning comes from the permission of utilizing staled participant

updates to eliminate the synchronization barriers that are constraining the training process. The

staleness is referring to the fact that the server model used for computing a participant update and

the model on which the participant update is used might be different. Quantitatively, the current

staleness of a participant generated update could be generally defined as the difference of version

numbers of the current global model and the model associated with the generation of the update.

The ingenious intent of Fed-SUDA is to completely transfer the effects of the uncontrolled sampling

bias induced by HeDC in asynchronous learning to merely variations in the staleness of the

participant updates via the utilization of the shadow updating mechanism. In this way, the crucially

disadvantageous influence of HeDC to asynchronous learning is resolved with neither significant

sacrifices in the achievable efficiency nor deterioration to synchronicity.

Recall that in asynchronous learning algorithms, it is a general requirement that the staleness of

participant updates involved in training be no greater than a upper bound T . This is in order to

maintain the desired algorithm convergence property. As previously mentioned, we follow such

convention to regulate similar staleness requirement in our algorithm. In this way, our algorithm

grants un-biased model updates and regular staleness requirement for asynchronous learning in

HeDC, eliminating the influence of HeDC, and consequently make it having analogous properties

to asynchronous learning in regular environments. Due to our algorithm design tactic in Fed-SUDA,

the staleness regulation not only could help maintaining the desired property of the proposed

algorithm, but also could become a suitable and implicit regulation for potential extreme differences

in participant heterogeneity. In other words, the system with Fed-SUDA could widely accept

the coexistence of different participant heterogeneity and only provisionally regulates the system

operation when some participant update staleness exceeds the upper bound limit. This helps to
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achieve good asynchronous learning efficiency in a heterogeneous environment.

Algorithm

We now provide algorithmic description of HALE-Fed framework with the realization of Fed-

SUDA algorithm, as an example of system procedures for HALE-Fed when coping with algorithms.

Nonetheless, the proposed framework is compatible with a wide variety of algorithms solely by

procedure modifications. We start with introducing the notations as below.

Notation Description
N,Nrp,Nsp Number of total, RP and SP participants
W,Wrp,Wsp Number of total, RP and SP updates in a round
γ,η Participant local learning rate and server learning pace
Mcur,rcur Current model and current version (round number)
{C(r+1)

j }B
j=1 Update component from broker j for round r+1

The system repeatedly utilizes the following algorithms until the training is finished:

Participant Layer: (Algorithm 4)

When being able to join, a participant requests and receives the latest server model and then

computes the local update based on a multi-iteration local gradient descent process. Before sending

out the update, the participant decomposes it into shards equaling to the number of brokers. Then

the participant sends out each shard to the corresponding broker, which concludes a typical round

of participant duty.
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Algorithm 4 HALE-Fed & Fed-SUDA (Participant)
• Participant {Ui}N

i=1:
∗Model request:

request current server model Mlc = Mcur and current model version ri = rcur from server;
∗ Local update:

Mi,0 = Mlc
for k in range(K): do

Sample mini batch zi,k from local data;
Generate new local update by:
Mi,k+1 = Mi,k− γ∇ f (Mi,k;zi,k);

end for
Compute Di = Mi,K−Mi,0;

∗ Send:
split Di into B shards SetB = {S j}B

j=1 where:
Di = ∑

B
j=1 S j = ∑

B
j=1(spl j +ma+j ), and

mask {ma+j }B
j=1 satisfies: ∑

B
j=1 ma+j = 0;

let S(ri)
i, j = S j = spl j +ma+j for j ∈ [1, · · · ,B];

send S(ri)
i, j to broker j;

Algorithm 5 HALE-Fed & Fed-SUDA (Broker)
• Broker {Br j}B

j=1:

∗ Receive shards S(ri)
i, j :

store S(ri)
i, j in the buffer;

mark it as from participant i with version stamp ri;
∗ Upload update components:

Wrp =
Nrp
N W , Wsp =W −Wrp

if ≥Wrp shards from RP users in buffer AND no update in progress then
Select one broker as the organizer to do:
· identify current round r = rcur;
· select Wrp shards from regular buffer and Wsp shards from shadow buffer
· ensure the staleness of all shards are ≤ T (otherwise, wait for updates to

unsatisfied shards), thus forming a list of W shards: {S(rik )

ik, jk}
W
k=1;

All brokers confirm the list and do:
·C(r+1)

j = 1
∑k∈W pk

∑
W
k=1 pkS

(rik )

ik, jk ;

· send C(r+1)
j to server;

· when update succeeds, delete the Wrp shards used from regular buffer;
Increment participant episode by 1 in every N/W rounds;

end if

Broker Layer: (Algorithm 5)
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The broker layer coordinates and manages the update shards buffer. When coordinating for an

update, one designated broker served as a broker organizer will select a potential list of updates

(shards) that will be used for the next round of server update, the list will be confirmed by other

brokers. For Fed-SUDA, this could include shadow update shards. The designation of the broker

organizer will not affect the framework functionality or benefit the potential honest-but-curious

adversary. After that, each broker will generate the aggregation of all shards in the list (as a server

update component). Then the components are sent by all brokers to the server.

Algorithm 6 HALE-Fed & Fed-SUDA (Server)
• Server:
∗ Initialization:

if no initial model then
initialize model Mcur = M0;

end if
∗Model:

maintain a current model Mcur;
if participant requests model then

send Mcur and current round number rcur to the participant;
end if

∗ Update:
if received update {C(r+1)

j }B
j=1 then

update Mr+1 = Mcur +η ∑
B
i=1C(r+1)

j ;
replace current model Mcur = Mr+1;
send success message to brokers;

end if

Server Layer: (Algorithm 6)

Server conducts the actual model updating. In each update round, It first coordinates with the

brokers to receive all updating components, and after which, aggregates all components to obtain

the aggregated information. The server will conduct an atomic model update as specified by the

algorithm and enable the new model when the update is entirely completed.
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Experiments

The experiments in this work can be categorized into three aspects: (1) Efficacy of HALE-Fed for

participant-level privacy protection; (2) Efficiency and performance of HALE-Fed comparing to

other organization forms in regular FL. (3) Efficiency and performance of Fed-SUDA (built upon

HALE-Fed) comparing to other algorithms in FL with HeDC.

We expand the generality of experiments by varying significant experiment components including:

dataset (MNIST[18] and CIFAR-10[39]), participants’ non-IID data distributions and heteroge-

neous/homogeneous response distributions. We also compare variations of our proposed approach

with SynFL and AsynFL algorithms. As aforementioned, For SynFL, we use the most popular

FedAvg algorithm. For any AsynFL approach, the applied server updating scheme is AsynDA. We

could not identify other additional benchmark algorithms, as currently there is no other existing

asynchronous algorithms comparable that could both handle HeDC situation and provide SMC-type

participant-level privacy protection.

For all accuracy results shown in all tables of experiments, they are averaged over 2 trial runs

to alleviate randomness. In each run, we take the mean of testing accuracy in the last 5 training

rounds to improve their representativeness. The testing accuracy is obtained by using the 10000

testing images in according dataset. For different approaches, we try to let them share common

parameters when reasonable, this is for the purpose of lowering the influence of hyper-parameters

to experiments.

Efficacy of SMC-alike Technique in HALE-Fed

We first use Figure 6.5 as an illustration for the necessity of SMC-alike technique in FL by showing

what participant-level privacy could be exposed by participant updates. Note in FL, even though
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either gradient or model weights could be the update content depending on the employed FL

algorithm, they nonetheless are equivalent for privacy perspective since obtaining a certain version

of global model in FL is straight forward (especially for the server itself) thus so is the conversion

between the two (gradient and model weights).

In Figure 6.5, we visualize part of the update content which are the gradients in the last fully-

connected layer (200×10 parameters) of neural networks from different individual participants

(with non-IID data) during one exemplary training round with MNIST classification task. Here one

sub-figure corresponds to one participant.
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Figure 6.5: An illustrative example of participant-level privacy leakage.

For verification purpose, we let participants in this example possess training data of some specific

digits in the MNIST dataset. As a result, we can easily speculate the data distribution of each

shown participant by Figure 6.5. For instance, the bottom left sub-figure apparently reveals that

the participant dataset mainly contains data of digits “2” (column 3) and “5” (column 6) in MNIST

which coincides with the ground truth setting, and other sub-figures follows a similar result. Thus,

it is affirmative that individual participant updates could in fact easily expose participant-level
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privacy and that participant-level privacy protection measure is indispensably necessary and vital to

asynchronous organization of FL where individual response pacing is its key feature.

With the enabling of SMC-alike techniques in HALE-Fed, the adversary could at most see the

aggregated update from all currently participating participants in an update round. Such as, suppose

we use updates in Figure 6.5 to compose a server update round, the aggregated update is shown

in Figure 6.6. From it, the adversary is incapable of accurately speculating any individually

specific participant privacy. And the proposed framework also natively hides the list of attending

participants of current update round from members having access to the aggregated update, which
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Figure 6.6: Aggregated update result of Figure 6.5 updates.

serves as an additional layer of privacy protection and makes it harder to trace back any leaked

participant privacy (if leaking is possible) to the according participant identity. In practice, the

number of participant updates used to compose a server update could be significantly larger than

the 4 participants as in Figure 6.5, for instance, this number is set as 50 in later experiments. In

this way, the aggregated updates becomes more general and privacy-neutral which benefits privacy

protection. So being able to see only the aggregated update provides no privilege to the adversary

on speculating participant-level privacy.
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Next we verify the effectiveness of the proposed shards and brokers related mechanism. Recall

that when sending out the update information, participant divides it into shards, and send each

shard to a corresponding broker. We demonstrate this process by illustrating the transforming of

the gradient content from the same model layer as previously. Specifically, we use the upper right

sub-figure of Figure 6.5 as an example and express its transformation in Figure 6.7. With a designed

dividing algorithm, it shows that the participant update could be successfully divided into two shards

and recover vice versa. We consequently verify that this process could be done smoothly in both

directions and the update information is well preserved during transformation.

It is also observable that each shard on the right could successfully hide local data patterns of the

update on the left, thus it no only hides individual positional vector information in the participant

update but also hides vector distributional privacy. In this way, the participant is safe to send out the

shards to according brokers that no broker could speculate its participant-level privacy. Note that

the user could customize the update dividing method depending on the characteristics of updates.
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Figure 6.7: Update splitting and merging.

Efficiency and Performance of HALE-Fed

We now lean our attention to verify the efficiency and training performance of HALE-Fed with

respect to other organization forms of learning: Synchronous and Asynchronous FL. Recall HALE-

Fed can be regarded as a form of (hybrid) asynchronous FL with SMC-alike technique. The other
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comparative methods are therefore: SynFL with SMC-alike technique (abbreviated as “Syn”), and

vanilla AsynFL without SMC-alike technique (abbreviated as “Asyn”). In this experiment, we

train classifiers for MNIST dataset via FL with all these methods. For HALE-Fed, a factor which

may influence its performance is the communication overhead between brokers in the broker layer.

Consequently, we simulate two variants of HALE-Fed in this experiment, namely the HALE-L and

HALE-H, which simulate the performance of HALE-Fed when the communication cost between

brokers are low and high, correspondingly. Thus, there are in total four candidates, Syn, Asyn,

HALE-L and HALE-H.

In this experiment, there are in total 100 participants in the learning process. We divide the 50000

training MNIST images into 200 non-overlapping groups, each with 250 images of one MNIST

digit, and each of the 100 participants randomly obtains two groups with no replacement as their

local data. Thus the participant data distributions are non-IID.
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Figure 6.8: Accuracy over wall time.

The results are shown in Figure 6.8 and Table 6.1. From Figure 6.8, it is observable that all four

methods provide similar accuracy at the end of training. The huge benefits of non-SynFL approaches
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Table 6.1: Training result

Method Accuracy Training time
Syn 0.988 45.2×104

Asyn 0.987 7.81×104

HALE-L 0.988 7.86×104

HALE-H 0.987 7.86×104

is highlighted when training wall times are considered. As in Table 6.1, SynFL finishes training

with the wall time of about 4.5×105 time slices, whereas all three non-SynFL approaches finish the

training with just about 7.8×104, which is a stunning 555...888x speedup comparing to SynFL. Among

the three non-SynFL methods, the training wall times of both HALE-L and HALE-H are almost

identical to AsynFL, which shows two important phenomena: (1) HALE-Fed has little overhead

comparing to vanilla AsynFL and (2) HALE-Fed is not very sensitive to different coordination

overheads in the broker layer. This coincides with our speculation that HALE-Fed could provide

nearing to pure asynchronous speed, but additionally supplements the vital SMC-alike participant-

level privacy protection to asynchronous FL training which is absent in vanilla AsynFL. Since

HALE-L and HALE-H perform reasonably similar to each other, we consider HALE-L condition in

later experiments.

Effectiveness of Fed-SUDA built upon HALE-Fed

Next, we focus on demonstrating the effectiveness of Fed-SUDA which is built upon HALE-Fed.

In this experiment, the HeDC setting is added to the experiment scenario. From Scenario A, we

make the following changes: (1) the participant data distribution is re-arranged. We divide the

50000 training images in sequence into 200 groups, and each participant also in sequence takes two

groups with no replacement. In this way, the first 10 participants will hold all images of the first

digit in MNIST dataset, and so on. The purpose of this is to better observe the influence of HeDC to
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the convergence of different approaches. (2) participants now have different response distributions.

Specifically, there are 80 regular participants (ID 1-80), where their expected response time could

be different but roughly smaller. And 20 slower participants (ID 81-100) , where their expected

response time is much longer than the other regular participants (about 20x-50x longer). We also

intentionally let all 20 slower participants hold all images of two digits ( “8” and “9”) in MNIST

dataset, in purpose of isolating their influence for clearer experiment result observation. Here we

assume “L” is set so that the 20 slower participants will be “SP” and other participants be “RP”. We

refer this setting as experiment Scenario B.

Due to features of Fed-SUDA method, the 50 updates for each server update round partially

contain updates from RP participants which are never used previously, and shadow updates from

SP participants that have been stored and may have been used repeatedly. Therefore to be fair and

consistent with other methods, we count the number of participant updates for Fed-SUDA based on

uniqueness and avoiding redundant counting for repetitive usage of the same update.

Recall the update staleness upper bound “T " is an important parameter involved in Fed-SUDA.

In this experiment, we also generate two variations of Fed-SUDA corresponding to two different

requirements on “T " setting. Specifically, Fed-SUDA2 has a 2.5x larger setting value of “T " than

Fed-SUDA1 throughout the training process. That is, Fed-SUDA2 allows the participant updates to

be more “staled” than Fed-SUDA1. This is for the purpose of testing the influence of “T " to the

performance of Fed-SUDA. We as well include two comparative algorithms, SynFL with FedAvg

(briefed as “Syn" here, has full control on participant behavior) and AsynFL (briefed as “Asyn" here,

has no apparent control on participant behavior). In this experiment, all algorithms are protected by

SMC-alike techniques so that the concentration moves on to the proposed Fed-SUDA algorithm in

HeDC.

As a result, the accuracy of different approaches over number of updates in heterogeneous envi-
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ronment are shown in Figure 6.9. It reveals that both “Syn" and variants of Fed-SUDA achieve

reasonable and very similar accuracy at the end of training. However on the contrary, “Asyn" shows

much worse training accuracy development and has repeating oscillations which are obvious in its

accuracy curve. As stated previously, the problem of AsynFL comes from the combination of its

unrestricted decoupled nature and the presenting of HeDC that causes an undesirable convergence

drift. As a result, training of AsynFL in this scenario either diverges or converges to an erroneous

objective. Therefore, we believe that it is unsafe to directly utilize AsynFL in HeDC situation and

argue that a kind of proactive control or correction measure for asynchronous methods (such as

those proposed in Fed-SUDA) is essential for obtaining acceptable results meanwhile attending

to training efficiency. In fact, we will later use an additional experiment in Section 6 to further

demonstrate the incorrectness of AsynFL in HeDC.
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Figure 6.9: Accuracy over number of participant updates.

Due to AsynFL being ruled out in HeDC situation, we now examine the accuracy of other remaining

approaches over the wall time which is shown in Figure 6.10 and Table 6.2. They show that both

variants of Fed-SUDA have much shorter training wall time than Syn but achieve competitive

accuracy. In fact, since Fed-SUDA2 has a more relaxed permission on update staleness, it has less
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Table 6.2: Training result

Method Accuracy Training time
Syn 0.988 22.54×105

Fed-SUDA1 0.987 4.03×105

Fed-SUDA2 0.985 1.83×105

dependence on the updating frequency of slower participants and presents even less training wall

time than Fed-SUDA1. As a result, Fed-SUDA1 and Fed-SUDA2 respectively achieve astounding

555...666x and 111222...333x speedup over SynFL. This reveals the advantages of Fed-SUDA that it could achieve

competitive accuracy and much better training efficiency than SynFL in HeDC. It also has good

tolerance on update staleness and most importantly could correct the model convergence drift that

causes serious problems in regular AsynFL.

To better assess training efficiency of approaches, we introduce a metric, namely efficiency index

(EI), EI(u) = a(u)
t(u)0.2 , which takes both accuracy and training time into consideration. Here, a(u) and

t(u) represent the accuracy and training wall time when utilizing u updates. The exponent power

(e.g. 0.2) on the denominator is solely in purpose of balancing the scale difference in values of

accuracy and training time, which will not change the tendency and comparative relations among

different EI curves. As expected, both variants of Fed-SUDA have better efficiency than SynFL

with Fed-SUDA2 possessing the best efficiency due to the least training wall time. Note that the EI

curve normally gradually decreases since accuracy improvements in later periods of training tend to

be less prominent as the model approaches the objective, when comparing to the consistent steady

increase of training wall time throughout training.

Heterogeneous Environment with Label Noise

As seen in previous experiment in Section 6, regular AsynFL presents unsatisfactory training

convergence behavior in HeDC. To better thoroughly understand the origin of such phenomenon, we
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Figure 6.10: Accuracy over wall time.
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Figure 6.11: Efficiency comparison.

conduct an experiment in HeDC with label noise. The experiment setup mostly follows the setting

in Section 6. For participant data distribution, we adopt the one as in scenario B. For heterogeneous

response distribution, we set 18 participants (ID 82-90 and ID 92-100) to be slower participants in

SP, and all other be regular participants. Consequently, participant ID “81” and “91” will be the
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only regular participants holding training images for MNIST digits “8” and “9”, respectively. To

inject label noise, we switch the labels of all training images of these two participants.

The intention is as follows: for digits “8” and “9”, each digit will have 9 participants holding its

training data with correct labels, but be slower in temporal response distribution, and one participant

with fast response, but has wrong/noisy labels. If the learning method could correctly balance

presence of all participants such that the genuine learning objective is approached, the 10% label

noise for digits “8” and “9” should not greatly influence the model performance. However, if the

learning method could not balance the presence of the faster participants with wrong labels, letting

them be excessively represented and causing model convergence drift, then the model performance

could be dramatically deteriorated. Since label noises also exist in nowadays’ learning tasks, this

experiment as well represents a practical scenario where label noise presents simultaneously with

the appearance of heterogeneous environment.
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Figure 6.12: Accuracy over number of participant updates.

For this experiment, we increase the total number of updates to 35000 considering the increased

training difficulty caused by interference of the injected label noises. As presented in Figure

6.12, Asyn halts at only about 0.8 accuracy and fails again in this HeDC scenario. As expected,
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its permissive decoupled learning feature could not regulate the immoderate representation of

participants with faster responses but with wrong labels, thus greatly hampers the original learning

objective and impairs the model convergence. On the contrary, the proposed Fed-SUDA approach

could still converges to the desired learning objective, providing comparable accuracy with Syn,

meanwhile keeping a near-asynchronous organization for saving training time. This experiment

assists a more comprehensive insight into why AsynFL could be incapable in HeDC and needs to be

substituted by approaches like Fed-SUDA and demonstrates the usability of Fed-SUDA in HeDC

even with label noises.

Additional Experiment on CIFAR-10

Table 6.3: Training result

Method
Accuracy
Milestone Timestamp

Syn 0.70 4.45×106

Fed-SUDA 0.70 0.97×106

Our additional experiments on CIFAR-10 dataset intend to show that both the proposed HALE-Fed

framework and Fed-SUDA algorithm are general for dataset larger than MNIST. Here, we integrate

the participant data distribution in Scenario A with the participant response distribution setting

in Scenario B to generate a more general heterogeneous environment. Since the unreliability

of AsynFL in HeDC, we focus on the performance of SynFL and Fed-SUDA. In Table 6.3, we

record the training timestamp where each method achieves the 0.70 accuracy milestone (the earliest

moment when the testing accuracy after each training round has been continually no less than 0.70

in five consecutive training rounds). The proposed Fed-SUDA once again achieves a good 444...666x

speedup.
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Note that in our experiments with respect to both MNIST and CIFAR-10, we are not intending to

compete with the state-of-the-art accuracy achieved with complex and specialized network design

and training tricks. Instead, we intentionally utilize relatively lightweight network structures (a few

convolutional and fully-connected layers), which is more likely to appear in realistic FL process

where end-device capabilities are constrained. The experiments demonstrate the reliability of the

proposed approaches to practical FL process. As a result, Table 6.3 once again demonstrates the

efficacy and great training efficiency of the proposed Fed-SUDA method.

Summary

In this chapter, we propose the HALE-Fed framework, which provides SMC-alike technique for

participant-level privacy protection to asynchronous FL, and the Fed-SUDA algorithm built upon

HALE-Fed, as a reliable asynchronous FL training approach in heterogeneous environments even

when label noises exist. Our experiments verify the efficacy of both HALE-Fed and Fed-SUDA and

show that they significantly improve training efficiency of federated learning meanwhile avoiding

issues in heterogeneous environments.
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CHAPTER 7: ASYNCHRONOUS DISTRIBUTED STOCHASTIC

GRADIENT DESCENT WITH NON-IID DATA AND HETEROGENEOUS

PARTICIPANTS

Distributed learning aims at providing collaborative learning opportunity from decentralized partici-

pants. With rapid increase of data generation and often spread data possession nowadays, larger

scale distributed data analysis and learning tasks are becoming more and more common. Some

significant characteristics of such contemporary learning missions emerge, including non-IID partic-

ipant data and participant heterogeneity. The former is mostly due to that participants nowadays are

often the distinct or even unique data origin; and the later is due to different participant computing

and networking capabilities in distributed environment. Similarly as in previous Chapter, we refer it

as “Heterogeneous Data and Capability” (“HeDC”) when both situations present.

Meanwhile, typical application of distributed learning (DL) could be mainly categorized into two

types: (1) federated learning (FL) which keeps private user data local and often assumes a large

number of participants with less reliability and non-IID user data [60]; (2) non-FL distributed

learning with usually less number of more reliable participants. In fact, both types could experience

HeDC. For FL, this is because both non-IID data and participant heterogeneity appear frequently

due to its participant scale. For non-FL DL, although traditionally it is often conducted in super-

computer or GPU cluster environment with homogeneous participants possessing IID data, modern

distributed learning could easily happen among multiple agencies or data centers as unique data

origins, such that their computing and networking capability and data distribution could be largely

different. Therefore in this work, we do not explicitly distinguish FL and non-FL distributed

learning unless otherwise stated, and refer distributed learning as the general name where HeDC

could present.
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In perspective of organization form, DL can be majorly categorized into synchronous and asyn-

chronous cases, where the later one intends to improve efficiency by removing training synchroniza-

tion barriers. With the ever increasing task urgency, learning tasks nowadays including time-critical

ones could greatly benefit from asynchronous DL and the necessity of asynchronous organization

keeps raising higher. However, asynchronous DL with HeDC needs special consideration. Differ-

ent with synchronous case where a global participant sampling strategy can be easily controlled,

the uncontrolled asynchronous nature could bring bias to participant sampling due to participant

heterogeneity, which in combination with non-IID data distribution could cause potential model

convergence shift. Therefore, both algorithm design and corresponding theoretical analysis should

attend to such inevitable situations. However, to our best knowledge, currently there is a lack of

work specifically concentrating on algorithmic design and theoretical analysis for Aasynchronous

algorithms for Non-convex problems with Non-IID data and Participant heterogeneity (shorted

as the “ANNP” problem, i.e., non-convex asynchronous distributed learning with HeDC), which

comes this work. We do not require problem convexity because non-convexity represents a more

general and difficult case for theoretical analysis, and it includes the most general family of neural

network structures that are widely used nowadays. Our main contributions in this work are:

• We provide in-depth understanding and causal factor analysis of the model shift phenomenon in

asynchronous distributed learning with HeDC condition.

• We propose the HP-ASGD algorithm towards solving model shift issue for general asynchronous

distributed learning with HeDC condition and provide according convergence analysis.

• Our convergence result allows choosing important algorithm parameters such as the number of

gradients used in a round from a relaxed range instead of a single value during training, making it

more practical for actual applications.

126



Problem Description and HP-ASGD

In this work, we aim to provide a stochastic gradient descent algorithm and its convergence analysis

for a class of distributed learning scenarios with ANNP setting. The ANNP scenario is common

nowadays and can happen in both federated learning and other distributed learning process. We

now formulate the goal of the learning process into the following minimization problem of f (x):

min
x∈Rd

f (x) = min
x∈Rd

N

∑
n=1

pn fn(x), (7.1)

where {pn}N
n=1 are weights of { fn}N

n=1, which are denoted as p-weight. There are in total N

participants in the learning process. Rd represents the overall parameter space, and x represents one

setting of the network parameters. Each fn(x) is defined as follows:

fn(x) = EζnF(x;ζn)

F(·) here is the loss function of the target model. ζn refers to the collections of random variables

involved in local computing of participant n and E represents expectation. { fn}N
n=1 are smooth

but not necessarily convex. The dissimilarity of fn(x) for each participant n is derived from the

non-IID data assumption, which is a key characteristic of this scenario and brings more pressure to

the theoretical convergence analysis. In this work, we assume partial participation, which means

that for the k-th model update round, the server selects Mk number of gradients from participants to

execute the model update and not all participants are required to join. This assumption is directly

implied by the ANNP setting, since the asynchronous organization generally utilizes the partial

participation scheme to alleviate the straggler issue.
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p-weight, u-weight and Their Connections with Model Shift.

The process of learning often contains presentations of randomness. With respect to distributed

learning, one possible randomness is the widely used stochastic gradient generation basing on

sampled data mini-batches. We refer this as “Data sampling randomness” (short as D-randomness)

which also exists in many other forms of machine learning. The other form of randomness is from

the participant sampling occurs in the partial participation scheme of distributed learning, we refer

this as the “Participant sampling randomness” (short as P-randomness).

In contrary to the well studied D-randomness, P-randomness is still lacking studies to provide more

in-depth description of its effects and influences to the model convergence especially in combination

with other conditions. On one aspect, this is because P-randomness may not appear in other forms

of machine learning, for instance, non-distributed learning does not have P-randomness as there is

solely a single participant in the system. On the other aspect, P-randomness in traditional distributed

learning also may neither present nor have direct impact on model convergence under certain

circumstances. For instance, full participation distributed learning does not have P-randomness

since all participants are required to attend each round. And in synchronous distributed learning

with IID data and partial participation, P-randomness may present but could not directly influence

the convergence of model due to the unified identical data distribution.

However, as mentioned in Section 1, contemporary DL often possesses key features including

Non-IID data, partial participation and participant heterogeneity. We argue that the combination

of these key features dramatically enlarges the influence of P-randomness to model convergence.

Without treating it properly, model shift could occur. In [43], it also raises the concern that the

participant sampling policy and corresponding gradient averaging policy are significant to model

convergence. However, it avoids the problem by assuming when sampling first k responses from

u participants in each round for synchronous DL with partial participation, it follows a uniform
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Figure 7.1: Causal factors of model shift with respect to difference of p-weight and u-weight distributions.

Table 7.1: Notations in this work

Notation Description
x∗ The optimal solution

EζD,P(·)
Expectation on Data(D) and Parti-
cipant(P) related random variables

G̃n(x;ζ ) A gradient w.r.t. fn(x), short as G̃n

Gn(x;ζ )
An update gradient uploaded to server
by participant n, short as Gn

K Number of training rounds
Mk Number of gradients used in k-th round
τk,m Delay of the m-th gradient in k-th round
γk Learning rate in k-th round

distribution. Such an assumption is less practical when having participant heterogeneity. In this

work, we assume a more general sampling distribution, discuss its discrepancy with the p-weight

distribution, and provide according algorithmic design and convergence analysis. We also provide

a comprehensive factor depict of potential model shift due to different characteristics of DL as in

Figure 7.1 and elaborate it more in the following.

P-randomness happens when partial participation is applied. On what extent this sampling process
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could be controlled depends on other properties of the learning process. For synchronous cases,

we generally have better control to the participant sampling process due to the synchronization

barriers. For instance, [42] proposes to control the participant sampling by following the same

weight distribution as in the overall objective function. In contrary, for asynchronous cases,

participant sampling is mostly implicitly impacted by the underlying deployment environment, i.e.,

the participant heterogeneity becomes its dominant factor.

When data distribution is IID, P-randomness has no apparently direct impact on model convergence

as participants with IID data could mutually compensate each other. However, when data is non-IID,

participants are unique and participant sampling discrepancy could cause model convergence shift.

Thus in ANNP setting, the role of P-randomness should not be under-estimated. We formally state

this problem in the following with notations in Table 6. To achieve the minimum as in Formula 7.1,

we need to estimate the gradient:

∇ f (x) =
N

∑
n=1

pn∇ fn(x)

The weight distribution here is the same p-weight as in Formula 7.1. Now we pay attention to

the expectation over all random variables (with respect to both D-randomness and P-randomness,

denoted as ζD,P) of the local derivative as used in SGD algorithm (using an averaging gradient

policy without scaling) in ANNP setting: (in this case, Gm = G̃m)

EζD,P

1
Mk

Mk

∑
m=1

Gm = EζD,P

1
Mk

Mk

∑
m=1

G̃m =
N

∑
n=1

un∇ fn(x) (7.2)

We refer {un}N
n=1 in the expected derivative as the u-weight. In general, both the selected averaging

policy (including gradient scaling) and P-randomness could jointly affect the u-weight. Specifically

in Equation 7.2, as a speical case of u-weight, we properly select the averaging policy for algorithm

design purpose and also for the purpose that the influence of the P-randomness to the u-weight can
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be separately analyzed here in this specific setting. Suppose the set of participant IDs attending an

update round is allowed to be a multiset (i.e., we may have more than one non-duplicate gradients

from a participant in one round), by counting participant gradients used in training rounds, we

have: un = E( f ren) = E
(

Nn
MA

)
in Equation 7.2 where MA is the accumulated number of gradients

used up to current round, {Nn}N
n=1 are accumulated number of gradients from each participant,

f ren = Nn/MA represents frequentness. If we temporarily exclude other potential minor influences

from system regulations, and concentrate on the foremost factor affecting u-weight in Eqn. 7.2, we

have:

un = E
(

Nn

MA

)
∼ 1/sn

∑
N
n=1 1/sn

=
1

sn ∑
N
n=1 1/sn

∀n ∈ [1,N]

where sn = Eζn(rn + cn) is the expected response time of each participant, in which rn and cn are its

computation time and communication time in a round. That is, u-weight in Equation 7.2 is mostly

affected by the P-randomness and the foremost influential factor to u-weight in this case is usually

determined by the response speed expectations of all participants. In practice, the system could

enforce other regulations influencing the P-randomness and consequently the u-weight distribution.

Such as, there could be a participating permission policy that partially regulates if a participant is

allowed to attend the model update process at a certain moment. These could also impact u-weight

and make direct analytical approximation of u-weight unlikely. In this regard, we proposes to record

and utilize f ren = Nn/MA (the observed appealing frequency of participant n’s update up to current)

in practical deployment to actualize un in Eqn. 7.2. In later portions of this chapter, {un}N
n=1 is

referring to this set of weight in the expected derivative in Eqn. 7.2.

Recall that to ensure the correctness of the algorithm, we must require the global gradient in DL

to be unbiased. However, due to the difference of p-weight and weight in the expected derivative

caused by ANNP, the global gradient used in general asynchronous learning is in fact biased and

causes a convergence shift. Thus the model updating discrepancy between the original gradient

∑
N
n=1 pn∇ fn(x) and the biased target gradient must be compensated in the algorithm design for
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a correct convergence result. Based on this practical model shift concern in ANNP setting, we

consequently propose HP-ASGD.

HP-ASGD: Algorithm Design.

We present HP-ASGD as an asynchronously paralleled SGD for distributed learning with non-IID

data and participant heterogeneity, which is shown in Algorithm 1. Comparing to a typical ASGD,

HP-ASGD corrects the global gradient generation by scaling the local gradient function with the

factor of pn/ f ren to statistically eliminate the shift caused by discrepancy between p-weigh and

u-weight. With such correction by scaling, it is equivalent to defining an uploaded gradient Gm

from participant m as Gm = pm
f rem

G̃m. Thus, the expectation of the updating vector over all random

variables in HP-ASGD algorithm in ANNP setting for ∀x now becomes:

EζD,P

1
Mk

Mk

∑
m=1

Gm(x;ζ ) = EζP

1
Mk

Mk

∑
m=1

EζD

pm

f rem
G̃m(x;ζ )

= EζP

1
Mk

Mk

∑
m=1

∇
pm

f rem
fm(x) =

1
Mk

Mk

∑
m=1

EζP∇
pm

f rem
fm(x)

=
1

Mk

Mk

∑
m=1

N

∑
n=1

un∇
pn

un
fn(x) =

1
Mk

Mk

∑
m=1

N

∑
n=1

∇pn fn(x)

=
1

Mk

Mk

∑
m=1

∇ f (x) = ∇ f (x)

In this way, the induced potential model shift due to ANNP setting is corrected internally. Thus,

the proposed algorithm HP-ASGD should work as anticipated as a SGD style algorithm for asyn-

chronous learning in a HeDC environment.
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Algorithm 7 HP-ASGD
Require: x1,K,{γk}K

k=1,{Mk}K
k=1

Output: xK+1
• Server:
continually receives gradients G{k,n} from participants in the background, stores in server buffer,
records its origin (i.e., participant n) and according model version (i.e., k) used for computing.
while k ≤ K: do

if len(buffer) ≥Mk then
randomly choose {Gm}Mk

m=1 gradients satisfying staleness bound from buffer.
xk+1 = xk− γk

1
Mk

∑
Mk
m=1 Gm

remove {Gm}Mk
m=1 from buffer, k = k+1

end if
end while
• Each participant n:
When be able and allowed to participate in learning:

obtain current model {xk,k} from the server,
sample a batch of data from local data, compute G{k,n} = ∇

pn
f ren

F(x;ζn) =
pn

f ren
G̃n(x;ζ )

send G{k,n} to server

HP-ASGD: Convergence Analysis.

We now provide the theoretical analysis with the following assumptions. These assumptions are

practical and analogous versions of these are also used in other works for convergence analysis

[46, 43] related to machine learning:

• Local gradient is unbiased (w.r.t. local objective):

∇ fn(x) = EζD [G̃n(x;ζ )] ∀x,∀n

• Variance of uploaded gradient is bounded:

EζD,P

(
‖Gn(x;ζ )−∇ f (x)‖2)≤ σ

2
1 ∀x,∀n
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• Lipschitzian gradient:

‖∇ fn(y)−∇ fn(x)‖ ≤ L‖y− x‖ ∀n,∀x,y

• Random variables are independent: all random variables involved in the algorithm are indepen-

dent.

• Staleness is bounded: The gradient staleness (or delay), which is the version number difference

between model used for computing and current model for any gradient used in arbitrary k-th round

is uniformly upper-bounded, i.e. τk,m ≤ T ∀k,∀m.

• Mk is lower-bounded: Mk ≥ ML ∀k, where ML ≥ 1. Notice that this is a naturally satisfied

assumption as Mk ≥ 1 is always satisfied. In practice, we can set the lower bound ML ≥ 1 based

on needs.

With these assumptions, the main convergence results for HP-ASGD under the assumed scenario is

an ergodic convergence result in Theorem 7.0.1. It is followed by Corollary 7.0.1.1 which gives

a more direct result for the upper bound of the averaged value of E(||∇ f (xk)||2) over training

rounds, as an illustration of how ‖∇ f (xk)‖ statistically vanishes along with the training process.

Our convergence analysis in Theorem 7.0.1 and Corollary 7.0.1.1 are inspired by the convergence

analysis of algorithm for computer network in [46]. However, there are several differences and

improvements in our analysis as listed below:

• Convergence analysis in [46] is for distributed SGD in traditional DL. But ours is for the new

HP-ASGD algorithm for both FL and non-FL related distributed learning.

• Convergence analysis in [46] does not consider dissimilarity in local objective functions due to its

assumption. On the contrary, we consider such dissimilarities by assuming different { fn(x)}N
n=1
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due to non-IID participants’ data and further consider heterogeneous participants. These change

the problem basis and bring challenges to our convergence analysis.

• Proof in [46] requires a fixed value for both the learning rate (γk = γ ,∀k) and the numbers of

gradients for partial participation (Mk = M,∀k) during training which may not be optimal or

practical in certain applications. We relax these important parameters in our proof from a fixed

value to a range of values.

We now state Theorem 7.0.1 and its Corollary.

Theorem 7.0.1. With the listed assumptions and the learning rate sequence {γk}k=1,··· ,K satisfies

γkL+2L2T γk

T

∑
κ=1

γk+κ ≤ 1

We will get the ergodic convergence rate for Algorithm 1 as

1

∑
K
k=1 γk

K

∑
k=1

γkE
(
‖∇ f (xk)‖2

)
≤

2( f (x1)− f (x∗))+∑
K
k=1

(
γ2

k L
ML

+2L2γk ∑
k−1
j=k−T γ2

j

)
σ2

1

∑
K
k=1 γk

Proof. From assumption, all { fn(x)}N
n=1 have Lipschitzian gradient with L, from the definition of

f (x), it is straight forward to deduce that f (x) also has Lipschitzian gradient with L, thus we can

have

f (xk+1)− f (xk)≤ 〈∇ f (xk),xk+1− xk〉+
L
2
‖xk+1− xk‖2

=−

〈
∇ f (xk),γk

Mk

∑
m=1

1
Mk

Gm(xk−τk,m;ζk,m
)

〉
+

γ2
k L
2

∥∥∥∥∥ Mk

∑
m=1

1
Mk

Gm(xk−τk,m;ζk,m
)

∥∥∥∥∥
2
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Then with expectation taken on ζD,P,

EζD,P ( f (xk+1)− f (xk))≤− γk〈∇ f (xk),EζD,P

(
1

Mk

Mk

∑
m=1

Gm(xk−τk,m;ζk,m
)

)
〉

+
γ2

k L
2

EζD,P

∥∥∥∥∥ Mk

∑
m=1

1
Mk

Gm(xk−τk,m;ζk,m
)

∥∥∥∥∥
2


EζD,P ( f (xk+1)− f (xk))≤− γk〈∇ f (xk),
1

Mk

Mk

∑
m=1

EζD,P

(
Gm(xk−τk,m;ζk,m

)
)
〉

+
γ2

k L
2

EζD,P

∥∥∥∥∥ Mk

∑
m=1

1
Mk

Gm(xk−τk,m;ζk,m
)

∥∥∥∥∥
2


For each Gm, which is the uploaded gradient of one participant, it experiences both D-randomness

and P-randomness, thus its expectation on both randomnesses becomes (notice that ζD is equivalent

as ζm, ∀m):

EζD,PGm(x) = EζPEζDGm(x) = EζPEζD

pm

f rem
G̃m = EζP

pm

f rem
∇ fm(x)

=
N

∑
n=1

un∇
pn

un
fn(x) =

N

∑
n=1

∇pn fn(x) = ∇ f (x)

Similarly, we have EζD,P
1

Mk
∑

Mk
m=1 Gm(x) = ∇ f (x). This is an important deduction in our proof that

brings two-fold significance to the following part of the proof:

• This guarantees that the update gradient we used is unbiased and correct for global gradient

descent process. This is a fundamental and foremost basis that enables the convergence proof

of HP-ASGD for ANNP problem.

• By considering both D-randomness and P-randomness, we connect the local gradients ap-
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peared in the partial participation directly to the gradient of the unified global objective

function ∇ f (x) instead of the local objective function ∇ fn(x), this significantly helps reducing

the upper-bound regulation form of EζD,P ( f (xk+1))− f (xk) from an otherwise difficult-to-

estimate one to the easier form in the following. This approach enables a convergence result

without any residue term that is not controlled by K.

With such consideration, even with a significantly different assumption and application scenario,

we are able to alternate the form of the previous inequality to the following one which is similar to a

form appearing in the proof of [46]. In brief, the previous inequality becomes,

EζD,P ( f (xk+1))− f (xk)≤−γk〈∇ f (xk),
1

Mk

Mk

∑
m=1

∇ f (xk−τk,m)〉

+
γ2

k L
2

EζD,P

∥∥∥∥∥ Mk

∑
m=1

1
Mk

Gm(xk−τk,m;ζk,m
)

∥∥∥∥∥
2


which is,

EζD,P ( f (xk+1))− f (xk)≤−γk〈∇ f (xk),
1

Mk

Mk

∑
m=1

∇ f (xk−τk,m)〉

+
γ2

k L
2M2

k
EζD,P

∥∥∥∥∥ Mk

∑
m=1

Gm(xk−τk,m;ζk,m
)

∥∥∥∥∥
2
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Since it is known that: 〈x,y〉= 1
2

(
‖x‖2 +‖y‖2−‖x− y‖2), we have

EζD,P( f (xk+1))− f (xk)

≤−γk

2

‖∇ f (xk)‖2 +

∥∥∥∥∥ 1
Mk

Mk

∑
m=1

∇ f (xk−τk,m)

∥∥∥∥∥
2

−

∥∥∥∥∥∇ f (xk)−
1

Mk

Mk

∑
m=1

∇ f (xk−τk,m)

∥∥∥∥∥
2


︸ ︷︷ ︸
T1


+

γ2
k L

2M2
k
EζD,P

∥∥∥∥∥ Mk

∑
m=1

Gm(xk−τk,m;ζk,m)

∥∥∥∥∥
2


︸ ︷︷ ︸
T2

the remaining portion of the proof can follow similar approach as in the proof of Theorem 1 in [46]

to obtain upper bound estimation for both T1 and T2. Interesting readers could read the according

section in [46] for references. Eventually, we could achieve the induction which conclude the proof

(with abbreviating EζD,P as E):

1

∑
K
k=1 γk

K

∑
k=1

γkE
(
‖∇ f (xk)‖2

)
≤

2( f (x1)− f (x∗))+∑
K
k=1

(
γ2

k L
ML

+2L2γk ∑
k−1
j=k−T γ2

j

)
σ2

1

∑
K
k=1 γk

Corollary 7.0.1.1. With the listed assumptions and set the learning rate γk to be within the range

1
C

√
f (x1)− f (x∗)

LKσ2
1

≤ γk ≤

√
f (x1)− f (x∗)

LKσ2
1

where C ≥ 1 is a selected constant for all k. If the following inequality satisfies

K ≥ 4L( f (x1)− f (x∗))(T +1)2

σ2
1

138



Then the output of Algorithm 1 satisfies the following ergodic convergence rate:

min
k∈{1,··· ,K}

E(||∇ f (xk)||2)≤
1
K

K

∑
k=1

E(||∇ f (xk)||2)≤
(4ML +1)C2

ML

√
( f (x1)− f (x∗))σ2

1 L
K

Proof. Set

γlb :=
1
C

√
f (x1)− f (x∗)

LKσ2
1

and

γub :=

√
f (x1)− f (x∗)

LKσ2
1

From the conditions, we have

γlb ≤ γk ≤ γub ≤
1

2L(T +1)

It follows that

γkL+2L2T γk

T

∑
κ=1

γk+κ ≤
1

2(T +1)
+

2T 2

4(T +1)2 <
1
2
+

1
2
= 1 ∀k

Thus condition in Theorem 3.1 is satisfied, by statement in Theorem 3.1, we have

1

∑
K
k=1 γk

K

∑
k=1

γkE
(
‖∇ f (xk)‖2

)
≤

2( f (x1)− f (x∗))+∑
K
k=1

(
γ2

k L
ML

+2L2γk ∑
k−1
j=k−T γ2

j

)
σ2

1

∑
K
k=1 γk

Also since

γlb

Kγub

K

∑
k=1

E(||∇ f (xk)||2) =
1

KC

K

∑
k=1

E(||∇ f (xk)||2)≤
1

∑
K
k=1 γk

K

∑
k=1

γkE(||∇ f (xk)||2)

we have

1
KC ∑

K
k=1E(||∇ f (xk)||2)≤

2( f (x1)− f (x∗))+∑
K
k=1

(
γ2
k L

ML
+2L2γk ∑

k−1
j=k−T γ2

j

)
σ2

1

∑
K
k=1 γk
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≤
2( f (x1)− f (x∗))+K

(
γ2
ubL
ML

+2L2T γ3
ub

)
σ2

1

Kγlb

= 2( f (x1)− f (x∗))
Kγlb

+
LCσ2

1 γub
ML

+2L2CT σ2
1 γ2

ub

≤ 2C
√

( f (x1)− f (x∗))σ2
1 L

K + C
ML

√
( f (x1)− f (x∗))σ2

1 L
K

+2C
√

( f (x1)− f (x∗))σ2
1 L

K

= (4ML+1)C
ML

√
( f (x1)− f (x∗))σ2

1 L
K

Thus

min
k∈{1,··· ,K}

E(||∇ f (xk)||2)≤
1
K

K

∑
k=1

E(||∇ f (xk)||2)≤
(4ML +1)C2

ML

√
( f (x1)− f (x∗))σ2

1 L
K

The convergence analysis provided by Theorem 7.0.1 and Corollary 7.0.1.1 evidently show that

the proposed HP-ASGD algorithm can converge under the considered assumption with a speed of

O(1/K
1
2 ).

Experiments

We test the HP-ASGD algorithm in a variety of scenarios for verifying its efficacy. Since HP-ASGD

is in purpose of rectifying asynchronous SGD algorithm in HeDC environment, we include native

asynchronous SGD algorithm (for verifying the correction effect) and synchronous SGD algorithm

(for verifying efficiency) as comparative algorithms.

Two representative datasets are used including MNIST and CIFAR-10. We also vary other significant
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experiment settings to enhance the coverage of the conducted experiments, including: (1) different

total number of participants in experiments (10 and 100 participants); (2) different data distribution

and participant heterogeneity; (3) whether or not there exist training data label noises; (4) different

ML setting which regulates at least how many participant generated updates are used for each round

of model training.

Experiment-I

The first and foremost result in our experiments is to demonstrate the model shift phenomenon

caused by native asynchronous algorithm in HeDC environments. As discussed previously, this

phenomenon inevitably causes an eventual erroneous convergence result and compromises the

original learning objective. However, the difficult part is that such shift in the independent variable

space (the network parameter space) may not be strictly proportionally reflected in the performance

metric (accuracy), because how f (x) changes with respect to a specific model shift ∆x depends on

many problem nature related factors. For native asynchronous algorithm in HeDC, when there is a

significant drop in final model performance, it is apparent that a model shift occurred. But even

when accuracy deterioration is small, the result from native asynchronous method remains dubious

and unacceptable in HeDC environments due to the highly possible existence of model shift. And

model performance with respect to such a result could easily exacerbate with even slight changes in

problem conditions.

To better illustrate the harmful model shift caused by native asynchronous algorithm, we present

the following experiment scenario which (1) commonly exists in practical distributed learning

scenarios and (2) reflects obvious model accuracy drop with respect to certain model shift. In

general DL tasks, we could frequently encounter problems where the overall training data set

contains certain amount of label “noises”. This is not only because label noises could commonly
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exist in training set especially when dataset is large, but also because data label conflicting naturally

and reasonably exists in many practical learning problems. For instance, in a sentence “next-word”

prediction problem, non-IID training data from multiple participants will more than likely contain

different guidance for similar or even identical input and the intended model shall learn based on

the dominating tendency. Similarly, a sentiment predictor shall learn from possibly differentiating

or conflicting sentiment labels and try to catch the principal opinion.

These kinds of label noises could slow down the learning process to some extent, but shall not vitally

influence the eventual model performance due to their expected much lower proportion than regular

data. However, in HeDC environment, if model shift happens and reflects an erroneous convergence

target such that the effect of label noises are exaggerated, then not only the convergence objective

but also the eventual model performance could be vitally undermined.

We now realize such scenario by intentionally injecting label noises to MNIST dataset. For MNIST,

we utilize its 50000 training data for model learning. In this experiment, there are totally 100

participants, with each by sequence take 500 MNIST training data (also by sequence) without

overlapping. Thus participants in general have non-IID data. And for each MNIST digit, there are

exactly ten participants possessing its data. We inject label noises by perturbing all the data labels of

the first participant who holds data with respect to digit 7-9. Thus for these three digits only, there

exist 10% label noises. For participants holding data for digit 7-9 but with no label noises, we let

their expected response speeds (expected number of responses over a unit time) be generally slower,

whereas all other participants in the learning has faster response speeds. Among all participants, the

slowest expected response speed is about 20x slower than the fastest one. Since participants have

different response speeds and non-IID data, this forms a HeDC environment.

We now examine the performance of our proposed approach HP-ASGD (HP) with respect to native

synchronous (Syn) and asynchronous (Asyn) SGD approaches. In this experiment, we try to use
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(b) Accuracy over time slices

Figure 7.2: Accuracy comparison of different approaches.

same parameters for all approaches when applicable, including training rounds and learning rate.

For “Syn”, we set it to utilize M = 50 participant generated updates for each round and similar set

ML = 50 for “HP” and “Asyn” methods (Mk ≥ML is still variable with respect to system status

at k-th round, but generally be very close to ML = 50). The result of all methods are shown in

Figure 7.2 and the conclusions are as follows: (1) As illustrated, “Asyn” method indeed suffers

dramatic performance deterioration and clearly indicates the significant model shift. This is because

native asynchronous method could not counter the improper over-expression of participants with

label noises and fast response speeds. (2) On the contrary, both our proposed method “HP” and

native synchronous method “Syn” could still converge to the correct objective in this scenario with

similarly good accuracy (about 0.985). (3) However, when considering training efficiency, “Syn”

shows apparent and tremendous disadvantage comparing to other two approaches due to the much

longer training time. (4) “HP” is the only approach in this scenario that could achieve the desired

learning objective while maintaining high training efficiency (speedup over “Syn” is about 20), and

therefore demonstrates its great advantages.
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Experiment-II

In this experiment, we test a more general HeDC setting with more intense label noises. For 50000

MNIST training data, we equally divide them into 200 shards, with each shard contains 250 data.

The shard generation process is organized that the first 250 data of MNIST digit 0-9 respectively by

sequence becomes the first ten shards, and the second 250 data of MNIST digit 0-9 respectively by

sequence becomes the second ten shards, so on and so forth. When all 200 shards are generated, they

are divided by sequence into 10 groups, with each group containing 20 shards. We then permute

the sequence of shards randomly within each group. In such a way, the shard sequence generally

becomes random while maintaining a coarse overall tendency that shards with smaller ID tends to

remain in front. This is in purpose of generating a more heterogeneous non-IID participant data

distribution while keeping the convenience for injecting label noises. In this experiment, we inject

label noises by perturbing all labels of the first 750 data from each MNIST digit from 7-9. Thus the

noise label percentage now is 15% for each digit in 7-9.

We present the first 60 shard sequence after permutation as an illustrative example of the data

organization process in Figure 7.3(a), where a column represents a shard, with height for the original

shard ID and the color for corresponding MNIST digit. All shards with label noises are marked with

“N” on top. Each participant by sequence take two shards (without replacement) to form their local

data which are non-IID. Furthermore, the expected response time for one response of all participants

are shown in Figure 7.3(b).

With such a HeDC environment, we once again evaluate all three methods: “Syn”, “HP” and “Asyn”.

In this experiment, we set M = ML = 20 but allow different setting of other parameters that could

better suit each method. Notice that the setting of this experiment makes update staleness in learning

be generally larger than Experiment I, combining with the more percentage of label noises, this

experiment becomes a more difficult situation for all methods. We train all methods for sufficient
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Figure 7.3: Illustrations of experiment setting and results for Experiment-II.

rounds and record the time stamps where a method reaches certain accuracy milestones in the range

of 0.75-0.98 (earliest moment when the model achieves certain testing accuracy (with respect to the

MNIST testing dataset) after each training round, for five times in a row). We present the result in

Figure 7.3(c).

As expected, the result is consistent with Experiment I that “Asyn” fails to converge due to suffering

from model shift caused by improper handling of HeDC environment. It could not reach any

milestones for accuracy higher than 0.85. Our proposed “HP” still shows much better training

efficiency than “Syn” when both methods achieve all accuracy milestones successfully. Combining

results in both Experiment I & II, it is apparent that “Asyn” is unreliable in HeDC due to its

inevitable model shift and our proposed HP-ASGD could correct such shift while maintain similar

high training efficiency with native asynchronous method. We consequently exclude “Asyn” method

from further experiments.

Experiment-III

Previous experiments have demonstrated HP-ASGD as a strong substitute for accomplishing both

efficiency and correctness in HeDC setting (i.e. ANNP problem). To better understand the property

of HP-ASGD, especially its reflection to some parameter selections, we train different variants of
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Figure 7.4: Gradient staleness (delay) of different scenarios.

HP-ASGD by varying certain parameters and record our observations. Specifically, we utilize the

same experiment setting as in Experiment II except this time without noisy labeling. This enables

faster training and could also examine the performance of HP-ASGD under HeDC without label

noise along the way.

The key parameters we examine in this experiment include the number of updates used for each

training round and the according suitable learning rates. Furthermore, in previous experiments, we

generally allow all participants to attend the learning process at any moment without restrictions.

In practical deployment, there might be situations where the system would want to restrict an

upper-bound threshold of server stored updates or simultaneous participating attendants, possibly

due to system storage or processing considerations. We consequently test out this scenario by setting

a new parameter “P”, which is an upper bound requirement for currently system stored updates

plus currently attending participants. This could regulate that neither number of stored updates

nor number of simultaneous attending participants at any moment during training exceeding an

146



upper-bound. When “P” is sufficiently large, this restriction is equivalently degenerated back to our

previous experiments. To better observe influence of parameters without other interference, we let

number of updates used for each round to be exactly equal to ML, thus in this experiment Mk = ML

for ∀k. We also denote a multiplier C such that P = C ∗ML. We test different combinations of

ML and C (thus equivalently P), and present the results in Figure 7.4, Tables 7.2 and 7.3. For any

unavailable cells (denoted with “-”) in Tables 7.2 and 7.3, it means the value of C is too large for

the corresponding value of ML that its performance in experiment shall be similar with the previous

choice of C, thus be excluded from testing.

Figure 7.4 presents the distribution of averaged update staleness for all training rounds of each

model variant obtained via HP-ASGD with different parameter settings. The horizontal label marks

each variant by “ML-C”. For instance, the first horizontal label 20-3 means this variant has ML = 20

and C = 3, thus P = 20× 3 = 60 in the according variant. From it, we observe the following

phenomena: (1) For a fixed ML, larger C thus larger P induces larger averaged update staleness. (2)

Among different values of ML, for a fixed C, the mean of the averaged update staleness is similar,

yet the variance of update staleness becomes larger with the decrease of ML. We then focus on the

Table 7.2: Suitable learning rate for different settings

ML = 5 ML = 10 ML = 20
C = 3 0.1 0.2 0.3
C = 7 0.1 0.1 0.05

C = 11 0.05 0.05 -
C = 15 0.05 - -

change of suitable learning rates for these different settings. For each setting, we train it with all

learning rates in the range [0.05,0.3] with 0.05 step-size and select the one with the best training

efficiency (fastest to achieve 0.98 accuracy milestone). The result is shown in Table 7.2 and the

observations are: (1) for each fixed ML, when C increases, the suitable learning rate becomes smaller.

This is expected since by our convergence result the increase of updates staleness could cause a
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smaller upper bound for suitable learning rates. (2) For a fixed C value which is small, the increase

of ML could imply a larger suitable learning rate, this tendency becomes less apparent when the

fixed C value becomes larger. We speculate that this is caused by the reduce of staleness variance

with increase in ML for a fixed C. For smaller C, the shrinking of the staleness variance is more

significant proportionally, thus inducing more influence to suitable learning rate. For lager C, the

shrinking of the staleness variance is less significant.

Table 7.3: 0.98 accuracy time stamp for different settings

ML = 5 ML = 10 ML = 20
C = 3 5.30∗103 3.45∗103 2.66∗103

C = 7 2.66∗103 2.03∗103 2.20∗103

C = 11 2.63∗103 2.44∗103 -
C = 15 2.60∗103 - -

Furthermore, we verify the time stamp for each setting to reach the 0.98 accuracy milestone with its

most suitable learning rate as discovered previously, as an indication of its training efficiency. The

result of which is presented as in Table 7.3. From it, we may roughly summarize some empirical

observations: (1) generally, using a reasonably large ML may benefit the learning process, as a

server update obtained via more participant updates is more accurate in its representativeness. (2)

A suitable combination of parameter ML and C may not certainly appear at their boundary values,

a joint consideration of them with the suitable learning rate could be applied when needed by the

application scenario.

Experiment-IV

We have seen in previous experiments the performance of HP-ASGD with MNIST dataset for 100

participants (a relatively large scale of participants). In this experiment, we further examine HP-

ASGD with smaller scale of participants, which mimics the application scenario for collaborative
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Figure 7.5: Accuracy and efficiency comparison of Experiment-IV.

distributed learning among institutions/data centers (thus with smaller scale of participants).

In this experiment, there are in total 10 participants. We equally divide the MNIST training dataset

by sequence into twenty subgroups, each with 2500 images, and each participants randomly pick

two subgroups as their local data with no replacement. Thus the participants’ data are non-IID. The

response speed distribution of participants is analogous to that of the Experiment-II except with 10

total participants this time. Therefore, the overall environment is HeDC. We run “Syn” and “HP”

with their suitable learning rate and record the performance. Again, we show the moments when

each approach reach certain testing accuracy milestones as in Figure 7.5. For both approaches, they

successfully achieves all accuracy milestones, yet the proposed HP-ASGD still maintains a superior

training efficiency over Syn. The speedup of HP-ASGD at 0.98 accuracy is 4.8.

Experiment-V

We further test the performance of HP-ASGD on larger dataet. Specifically, we adopt CIFAR-10

dataset in this experiment. CIFAR-10 also contains 50000 training data, but each training image
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Figure 7.6: Accuracy and efficiency comparison of Experiment-V.

has larger resolution comparing to MNIST, and in overall represents a more challenging learning

scenario comparing to MNIST. We set other experiment settings similar as in Experiment-IV to

form a HeDC environment and run the two approaches “Syn” and “HP”. The accuracy milestones

in this experiment are form 0.5 to 0.7 with a 0.05 incremental step due to the increased difficulty of

CIFAR-10 dataset. The result in Figure 7.6 is as expected to be consistent with previous experiments.

Both approaches converges yet the proposed HP-ASGD still maintains a superior training efficiency

over Syn and the speedup of HP-ASGD at 0.7 accuracy is 6.2.

In all experiments shown, we do not discard participant gradients encountered due to large staleness

(i.e., it is equivalent as we set a sufficiently large staleness upper-bound T ). This also shows that

HP-ASGD algorithm has presented good tolerance to gradient staleness in asynchronous learning.

Summary

In this chapter, we provide in-depth understanding for occurring conditions of the model shift

issue in asynchronous learning with non-IID data and participant heterogeneity. we then provide
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the designed algorithm HP-ASGD as well as its convergence analysis towards solving such an

issue. Extensive experiment results show the efficacy of the proposed algorithm in providing

both correctness and high efficiency to ANNP problem comparing to baselines in various learning

environment settings.
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CHAPTER 8: CONCLUSION

In this dissertation, we establish several approaches including framework, resource management and

algorithm design for tackling several challenges faced by the computing facility from the modern

data analysis and learning tasks. The hierarchical framework we propose enables collaborative

large-scale data analytics among multiple clusters with Apache Spark computing platform. The

reinforcement learning based resource management approach we propose allows scheduling data

analytical tasks including both general and time-critical jobs to multiple computing clusters for

better efficiency and less missing temporal deadline events. Another deep reinforcement learning

based resource management approach we design could even be elasticity-compatible and be suitable

in an underlying environment of heterogeneous computing clusters. Additionally, we establish a

new hybrid approach HALE-Fed and an algorithm Fed-SUDA for more efficient privacy-preserving

federated learning and an applicable asynchronous federated learning in a heterogeneous environ-

ment. We also propose HP-ASGD and establish its convergence result for non-convex problems, as

an asynchronous stochastic gradient descent algorithm for general distributed learning with non-IID

data and heterogeneous participants.

Experiment results demonstrate the efficacy of the proposed approaches and show benefits to the

efficiency and other significant desires of modern data analytical tasks. We hope to further extend

these techniques or develop other skills for enhancing the benefits of such approaches and will

continue exploring more possibilities towards further increasing efficiency of modern distributed

data analysis and learning tasks.
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