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ABSTRACT

The existence of the THz gap in the electromagnetic spectrum is not only preventing the advancement of several technologies but also hindering research and developmental activities due to a lack of research facilities operating in the gap region. There is a plethora of materials with dynamics lying in the THz gap region whose study could potentially lead to the development of new technologies for the generation, detection, and processing of THz signals. Antiferromagnets are gaining recent interest due to their high frequency dynamics lying in the THz region, and their potential uses as active elements in THz spintronics devices have been suggested. This dissertation focuses on the study of insulating antiferromagnets for their potential use in future THz spintronic devices. The first chapter is the introductory one. In the second chapter we focus on the development of a state-of-the-art continuous polarization tunable quasi-optical measurement system operating in the frequency range 220GHz-1.1THz, at temperatures 5K-300K and a maximum magnetic field of up to 9T. The operation of this custom designed system is discussed, and initial results from the test measurements on MnF2 single crystals verify its capabilities. In the third chapter we discuss results from a detailed spectroscopic study performed on two stoichiometric compounds of a novel two-dimensional antiferromagnetic insulator from the MnBi2Te4(Bi2Te3)n family with n=1 and 2. The motion of the antiferromagnetic modes with the direction of applied magnetic field reveal the anisotropic nature of the system, characterized by an easy magnetic symmetry axis and a corrugated hard plane that change slightly with the stoichiometry variation. Our results show how the transition temperature also varies between n=1 and n=2 compounds, indicating that the exchange interaction originating from the antiferromagnetic order changes with the interlayer configuration. In the last chapter we discuss our results on single electron transistor measurements where we realize a stable 1- and 2-input single molecule logic gates.
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**Figure 1.1**: Neel vector in a uniaxial AFM. Here, \( m_A \) and \( m_B \) denote two sublattices of a uniaxial AFM with magnetic moments pointing in opposite directions. The order parameter is given as \( \mathbf{l} \) in terms of both magnitude and direction. .................................................................4

**Figure 1.2**: Schematic diagram of AFM based THz oscillator taken from a theoretical proposal by Khymin et. al. \[3\]. Charge current flowing through a high spin orbit coupling material, Pt in this case, produces a spin current via SHE and drives AFM into a dynamic mode by the spin current produced as a result of the SHE. When proper anisotropy criteria is met i.e. hard axis lying along the interface of the heterostructure, sustained oscillations of magnetic moments can be generated which give the THz signal. The THz signal in this case can be detected as an ac signal voltage by using the ISHE process as a result of back spin pumping from AFM to Pt. .................................................................7

**Figure 1.3**: Frequency tunability of proposed AFM based THz oscillator as a function of applied charge current density proposed theoretically by Khymin et. al. \[3\]. Blue and green vertical dashed lines represent two thresholds required for the operation of the proposed devices. The upper threshold is called the ignition threshold (blue dashed line) and the lower threshold is called elimination threshold (green dashed line). ............................................................................................................................8
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**Figure 2.3**: An image of the fully installed operating system in del Barco lab at UCF showing different components of the system described in the figure 2.2. ................................................................................................................27

**Figure 2.4**: Illustration of working mechanism of quasi-optical system ........................................................................31

**Figure 2.5**: A Frequency vs field plot for the resonance position while applying field along the easy axis and the hard axis directions performed on sample1 at 12K. Dotted magenta lines are straight guidelines connecting resonance positions for field along easy axis. The zero-field resonance is observed at 257 GHz (see text for details). The inset shows a sample raw signal at 450GHz where
a signal extinction can be clearly seen across the resonance position. The center of this extinction region is taken as the position of resonance and the width of extinction is taken as the error. The green vertical dotted line at 9.54T represents the spin flop transition of MnF$_2$ which is just beyond the capacity of our maximum field limit, 9T.

**Figure 2.6:** Temperature dependent measurements performed on sample2 at 260GHz. The resonance positions at different measurement temperatures are plotted as a function of magnetic field. Different trends of slopes across transition temperature (67K) denote antiferromagnetic nature of the signal at lower temperatures and paramagnetic the signal at higher temperatures. The inset shows the raw spectrum obtained at different temperatures. The resonance position was taken as center of the extinction region and the width of extinction was taken as the error.

**Figure 2.7:** Frequency sweep measurements done at fixed field values on sample2 at temperature 35K. Black, red, green and blue curves represent frequency sweeps at 0.00, 0.25, 0.75 and 1.00T respectively. Vertical lines of corresponding color represent resonance positions for that sweep.

**Figure 2.8:** Angle rotation measurements done on sample 1 at 420GHz and 12K with sample alignment close to the easy axis. The resonance field positions are plotted against alignment angle relative to a reference line taken for the sample alignment. Center of the signal at the extinction region is taken as the resonance position and the width of the extinction is taken as the error. The raw spectrum is given in the inset. The resonance position has a minimum around -4° which represents the direction of the easy axis.

**Figure 2.9:** MnF$_2$ sample (sample1) used in the angle rotation measurement for localization of easy axis. Bulk MnF$_2$ crystal was polished to smoothen down surface roughness to 2nm (rms) and 4nm Pt was deposited on top for next set of transport measurements.

**Figure 2.10:** Results for polarization dependent measurements (A) shows polarization dependent measurements performed on sample1 at 240GHz and 12K for the case where both transmitter and receiver side are set at same type of polarization. Blue, green, red and black curves represent data taken when polarization of both sides was fixed at HP, CP1, VP and CP2 respectively. (B) shows
polarization dependent measurements performed on sample2 at 260GHz and 35K when the polarization of transmitter side was fixed at HP and that of receiver side was rotated around. Blue, green, red and black curves represent data taken when receiver side polarization was set at HP, CP1, VP and CP2 respectively.

**Figure 2.11**: A design showing the upgraded THz circuitry. The components to be added to the existing circuitry (shown in figure 1 (b)) is marked in green. In the figure (i), (ii) and (iii) represent the corrugated feed horn, a collimating parabolic mirror and a corrugated waveguide respectively.

**Figure 3.1**: Crystal structures of MnBi₂Te₄(Bi₂Te₃)ₙ for n = 0-2. (A) and (B) respectively show the crystal structures of quintuple and the septuple layers which are the building blocks of the MnBi₂Te₄(Bi₂Te₃)ₙ family. (C) shows the crystal structure of the parent compound MnBi₂Te₄(n=0) where the individual septuple layers are stacked together in layers. (D) shows the crystal structure of MnBi₆Te₇ (n=1) compound where a non-magnetic quintuple layer is inserted between the two septuple layers of MnBi₂Te₄. (E) shows the structure of MnBi₆Te₁₀ (n=2) compound where two non-magnetic septuple layer is inserted between the two layers of MnBi₂Te₄. (Image source: J. Q. Yan et. al., Phys. Rev. Materials 4, 054202 (2020)).

**Figure 3.2**: (A) A microscope image of an MnBi₄Te₇ single crystal used in the measurement. (B) A microscope image of a CPW mounted on a housing box where the two central lines of coaxial cable make connection to the central line of the CPW while the ground planes are grounded to the housing box using conductive silver paint. (C) An image of the Helium-3 cryostat used for the measurements. (D) An image showing the spectroscopic measurement set up in the lab where the cryostat shown in (C) is inserted in the magnet Dewar filled with liquid helium and a VNA is connected to the cryostat.

**Figure 3.3**: (A) A sketch of a CPW with G-S-G configuration used in the measurement. The two ground planes are grounded while the central line on both sides connects to the central line of coaxials coming from the housing box. The sample sits on top of the highly sensitive constricted central region of the CPW. The chosen coordinate system with respect to the CPW is also shown. (B)
relative field orientation at the sample sitting on top of the CPW. A planar sample lies on the y-z plane of the chosen coordinate system with x-axis pointing out of the sample plane. z-axis represents the direction parallel to the flow of ac current. Angles $\theta$ and $\phi$ represent the polar angles for the direction of applied magnetic field $\mathbf{H}$ in the chosen coordinate system.

**Figure 3.4:** Results for the field rotation measurements performed on MnBi$_4$Te$_7$ at $T = 7K$ and $f = 7GHz$ frequency. A sample resonance signal is shown in the inset in (C). (A) A contour plot for the field rotation measurements performed along the x-y plane (OOP) direction where the angle values correspond to $\theta$ of the considered field orientation system. $0^\circ$ and $90^\circ$ on the contour correspond to the +x- and the +y-axis respectively and it continues to rotate in that way until coming back to the starting position. The two horizontal dotted lines passing through $85^\circ$ and $265^\circ$ represent angle positions corresponding to the maximum field position of the signal. (B) A plot for the resonance position as a function of field angle along the OOP direction defined by z-x plane i.e., $\theta$ rotation for $\phi$ fixed at $0^\circ$. $0^\circ$ and $90^\circ$ on the contour correspond to + z- and + x-axes respectively and it continues to rotate in that way until coming back to the starting position. The two horizontal dotted lines passing through $0^\circ$ and $180^\circ$ show angle positions corresponding to the maximum field position of the signal and represent the positions for applied field along the in-pane (IP) direction. (C) A contour plot for the field rotation measurements performed along the corrected IP direction (see the next section (3.3.1.2) for details) defined as a plane perpendicular to the easy axis defined by $88.5^\circ$ and $355^\circ$ for the values of $\theta$ and $\phi$ respectively. Angles $0^\circ$ and $90^\circ$ on the contour correspond to the corrected + z- and + y- axes of the newly defined sample plane respectively, and the rotation continues along the modified (-) y to + z to + y direction. The two vertical dotted lines represent the maximum and minimum field positions for the signal.

**Figure 3.5:** (A) Contour plot for the in-plane (IP) field rotation measurement on MnBi$_4$Te$_7$ at 7GHz and 7K along the y-z plane of the considered coordinate system. In the plot $0^\circ$ and $90^\circ$ correspond to + z and +y axis respectively and rotation completes in that direction. (B) represent the contour plot.
for the modified sample plane which is perpendicular to the easy axis defined by 80° and 355° for the angles θ and φ respectively. In the plot 0° and 90° correspond to modified +z and +y axis respectively and rotation completes in that direction of rotation. (C) A plot of the resonance positions of three different rotation angle values: 0°, 45° and 90° for different θ planes defined by the angles in the legend. In this graphic, the 90° curve corresponds to the field rotation in the z-x plane. (D) A plot of the θ plane angle vs the maximum modulation obtained from the rotations in plot (c). The θ value for the direction of the easy axis is given by the minimum field modulation plane i.e., 88.5° represented by the green dotted line.

Figure 3.6: Results from the temperature and the frequency dependent measurements are shown in upper and lower panels respectively. (A), (B) and (C) represent the contour plots for the temperature dependent measurements performed at f = 7GHz in the temperature range from 1K to 25K for the direction of the applied field along the x-, y- and z-axes respectively. The horizontal dotted lines in each of the plots correspond to the transition temperature for this material.

Figure 3.7: Results for the frequency dependent measurements performed at T = 7K. (A) A contour plot for the frequency dependence along the IP direction (y-axis) of the applied field. (B) A frequency vs field plot for the data corresponding to (a). (C) A frequency vs field plot for the frequency dependence along the OOP direction (x-axis) of the applied field. The errors in (B) and (C) are proportional to the width of the corresponding signals.

Figure 3.8: Results for the frequency dependent measurements performed on the MnBi4Te7 sample at 4K. (A) IP frequency dependence for the applied field along the y-axis of the considered coordinate system. (B) OOP frequency dependence for the applied field along the x-axis. The errors in both the data are proportional to the width of the corresponding signals.

Figure 3.9: Results for the field rotation measurements performed at f = 18GHz and T = 7K. (A)-(C) represent the contour plots for the field rotations along the y-z, x-z and x-y planes respectively. In (A) the θ rotation is performed keeping φ at 90° from (-) y-axis (-90°) to +y-axis (90°) through +z-
axis (0°). In (B) the θ rotation is performed keeping φ at 0° from (-) x-axis (-90°) to +x-axis (90°) through +y-axis (0°). In (C) the ϕ rotation is performed keeping θ at 90° from +x-axis (0°) to (-) x-axis (180°) through +y-axis (0°).

Figure 3.10: Results for the temperature dependent measurements performed in the range 250mK to 25K at f = 18GHz for the applied field along all three principal axes directions of the considered coordinate system. (A)-(C) respectively represent the contour plots for the applied field along x-, y-, and z-axes.

Figure 3.11: Field rotation measurements at 18GHz frequency and 4K temperature. In the figure, (A), (B) and (C) represent the contour plots for the applied field along y-z, x-z and x-y planes respectively. In plot (A) the θ rotation is performed keeping ϕ at 90° from (-) y-axis (-90°) to + y-axis (90°) through + z-axis (0°). In plot (B) the θ rotation is performed keeping ϕ at 0° from (-) x-axis (-90°) to + x-axis (90°) through + y-axis (0°). In plot (C) the ϕ rotation is performed keeping θ at 90° from + x-axis (0°) to (-) x-axis (180°) through + y-axis (0°).

Figure 3.12: (A) contour plot for the field rotation measurement performed at 18GHz and 250mK along the y-z plane. In the measurement the θ rotation is performed keeping ϕ at 90° from (-) y-axis (-90°) to + y-axis (90°) through + z-axis (0°). (B) contour plot for the temperature dependent measurement performed at 18GHz in the range 1K to 25K in step of 1K while applying the field along -40° direction of plot (A).

Figure 3.13: Results for the field rotation measurements performed on the MnBi$_6$Te$_{10}$ sample at f = 8GHz and T = 7K. In the figure, (A)-(C) represent the field rotation measurements the x-z, x-y and y-z planes of the considered coordinate system respectively. In (A) the θ rotation is performed keeping ϕ at 0° from (-) x-axis (-90°) to + x-axis (90°) through + z-axis (0°). In (B) the ϕ rotation is performed keeping θ at 90° from + x-axis (0°) to (-) x-axis (180°) through + y-axis (0°). In (C) the θ rotation is performed keeping ϕ at 90° from (-) y-axis (-90°) to + y-axis (90°) through + z-axis (0°).
Figure 3.14: Results for the temperature dependent measurements on MnBi₆Te₁₀ sample performed at f = 8GHz in the range 1K to 25K. (A)-(C) represent the contour plots for the measurements with applied field along the x-, y- and z-axes, respectively. The horizontal dotted lines in each plot correspond to the transition temperature.

Figure 3.15: Results for the frequency dependent measurements performed on MnBi₆Te₁₀ sample at T = 7K. (A) represents the data for the IP measurement for the direction of the applied field along the y-axis. (B) represents the data for the OOP measurement for the direction of the applied field along the x-axis. In both the plots the errors are proportional to the width of the corresponding signals.

Figure 3.16: Results for the frequency dependent measurements performed at 25K in both sample. Plots (A) and (B) represent the frequency dependent measurements for the MnBi₄Te₇ and MnB₆Te₁₀ compounds respectively for the applied field along all three principal axes directions represented by different colors. The magenta lines are the arbitrary lines passing through the representative data of either compound and the origin.

Figure 3.17: Plots for the 7K and 7GHz OOP field rotation measurements along y-z plane performed on the two stoichiometric compounds. Plots (A) and (B) respectively represent the results for the MnBi₄Te₇ and the MnB₆Te₁₀ compounds. In both the plots 0°, 90° and 180° represent the field direction along the +x-, +y, and (-) x-axis respectively. The two vertical dotted lines in each plot are straight lines passing through the maximum and the minimum signal position whose difference gives the strength of field modulation for each case.

Figure 4.1: The SEM images for chip at different stages. (A) The pattern of the first two layers (the conducting-leads layers). (B) The third layer (Al₂O₃/Al back-gate electrode) is deposited between the patterns formed by the first two layers. (C) The fourth and fifth layers (Au nanowires and Au nano-pads) are deposited on top of the first three layers. (D) The zoom- in picture shows the nanowire has been deposited on the back-gate electrode. The constricted part of the nanowire is 50 nm wide and 15 nm thick.
Figure 4.2: The current feedback-controlled electromigration I-V curves of four nanowires that show the molecular conductance signal after breaking. (A) The blue curve is the electromigration curve of the nanowire at room temperature and pressure. The red curve is the electromigration curve at 4 K. For the whole electromigration processes, the starting resistance was 155 Ω, the middle state resistance was 13 KΩ, and the final breaking resistance was ~1 MΩ. The inset is the corresponding resistance of the low temperature electromigration process. (B) The electromigration processes in a second successful experiment. The resistance starts with 200 Ω and ends with ~4 MΩ. (C) The electromigration processes in a third successful experiment. The resistance starts with 150 Ω and ends with ~2 MΩ. (D) The electromigration processes in a fourth successful experiment. The resistance starts with 182 Ω and ends with ~3 MΩ. Five additional working SELC nanowire prototypes were found, giving a total yield of 9 from the total of 37 devices with these characteristic electromigration curves.

Figure 4.3: The design of SELC. (A) Chemical structure and schematic of a S-(CH2)3-Fc-(CH2)9-S molecule bridging the nanogap between two nano-electrodes. (B) SEM image of a SELC showing the Au nanowire on the Al2O3/Al back-gate on a Si wafer and positions where Vb and Vg are applied. The nanowire and the back-gate were patterned by electron-beam and optical lithography, respectively [53]. The molecular junction formed in the center of the nanowire was produced using current feedback-controlled electromigration [15, 27, 46]. (C) Representative I-Vg curves for different values of Vb measured at 225 mK with 231 points per curve. The arrows mark the switch points of the current plateaus. The dashed lines indicate the Vg values corresponding to the seven I-Vb curves in (D). (D) Representative I-Vb curves for the seven different Vg values, with 231 points per curve. T = 225 mK.

Figure 4.4: The current modulation of SELC.

Figure 4.5: Logic calculation based on resonance excitations of MOs. (A) Measured 231 × 231 points current map at 225 mK marked with logic operating voltage-ranges. A, A', A'', AA' and B, B', BB' are the voltage-ranges of input-gate and input-bias, respectively. White rectangles mark 2-input
logic operation areas. Input (1, 1) means high-gate and high-bias voltages, (0, 0) is the opposite case. Input (1, 0) means high-gate and low-bias voltages, (0, 1) is the opposite. (B) Differential conductance map corresponding to (A). Input AA'-BB' is an example to illustrate how gate (Vg) and bias (Vb) voltages are combined to achieve logic operations. The black arrow goes from (0, 0) to (1, 1), when Vg and Vb both change along the short green arrows. The yellow arrow goes from (0, 1) to (1, 0), when Vb and Vg change along the short orange and green arrows, respectively. (C) The schematic diagrams describe the energy level distributions of the four input cases in (B). Phase 0° and 180° correspond to the black and yellow arrow, respectively. (D) Equivalent logic circuit and truth table with AA'-BB' inputs at 0° and 180° phases. (E and F) show the curves of input Vg and Vb and measured output current at 0° and 180°, respectively. .................................................................94

**Figure 4.6:** The test to determine gate voltage range for the operation of 1-Input logics at 70 mV bias voltage, 225 mK. In (A-F), the red curves are the input gate voltage signal, the high “1” gate voltages are about -2.0 V, the low “0” gate voltages are -1.67, -1.70, -1.71, -1.73, -1.79 and -1.82 V, respectively. The gray curves are the output current. The current values corresponding to the high gate voltages (“1”) are around 420 nA (“1”) marked by the blue arrows. While these marked by the green arrows are modulated by the low “0” gate voltages. The pink arrows on the left of each current curve indicate the Boolean “1” and “0” states of current, which is decided by whether the current value is higher than 300 nA. ............................................................................................................97

**Figure 4.7:** Four resettable universal 1-input logic gates. In (A and D), input gate voltages with A, A’, AA’ and A” ranges are marked on the current maps, which indicate 1-input “YES”, “NOT”, “PASS 1” and “PASS 0” logic gates. (B) Equivalent circuit, truth table and corresponding Input/Output signal for 1-input “YES” gate. With the gate voltage change from -2.02 V ‘1’ to -1.82 V ‘0’, the current changes from 410 nA ’1’ to 120 nA ’0’. (C) For 1-input “NOT” gate, with gate voltage change from -1.82 V ’1’ to -1.67 V ‘0’, the current changes from 120 nA ’0’ to 405 nA ’1’. (D) For 1-input “PASS 1” gate, with the gate voltage change from -2.02 V ’1’ to -1.67 V ’0’, the current changes from 410 nA ’1’ to 405 nA ’1’. The frequency of the current signal is doubled compared with the input gate
signal. (F) For 1-input “PASS 0” gate, with the gate voltage change from -1.82 V ’1′ to -1.77 V ’0′, the current changes from 120 nA ’0′ to 130 nA ’0′. All 1-Input logic gates operate at 70 mV bias.

Figure 4.8: The multi-cycle repeatable test for 2-input logic gates at T = 225 mK. (A) The truth table for the logic gates. The color frames corresponding to different logic gates shown at (B-H), respectively. The long black and yellow frames indicate the bias signal and gate signal with same phase and with 180° phase, respectively. (B-H) are the logical operation regions marked on the current color map for different logic gates. The input and output signals are shown on the right. The black arrow and yellow arrow in the color map represent the 0° and 180° phase difference between the input bias and gate signals, respectively. The starting point and ending point of the arrows determine the voltages changing range and mark the corresponding output current states.

(Red color is the “on” state of the current and blue color is the “off” state).

Figure 4.9: The 37-cycle repeatable curves for AA’-B at 0° and 180° phase, 225 mK.

Figure 4.10: AA’-B curves with different points at 0° and 180° phases, 225 mK. (A) The AA’-B curve at 0° phase with 40 points per cycle. (B) The AA’-B curve at 180° phase with 40 points per cycle. (C) The AA’-B curve at 0° phase with 4 points per cycle. (D) The AA’-B curve at 180° phase with 4 points per cycle.

Figure 4.11: Seven resettable universal 2-Input logic gates. (A and B) “AND” and “INH” logic gates with A-B’ and A’-B’ inputs in both phases, respectively. The black and yellow arrows in current map are corresponding to the Input/Output signals in 0° phase and 180° phase, respectively. (C) “XOR” logic gate with A’-BB’ input in 0° phase and AA’-B input in 180° phase. The input gate voltages in both phases have the same minimum value and the input bias voltages in both phases have the same maximum value, i.e., the (0,1) point is the same in the voltage ranges in both phases. The highest gate voltage and the lowest bias voltage (i.e., the (1,0) point) from 0° phase to 180° phase is changed. (D) “XNOR” logic gate with AA’-B input in 0° phase and A-BB’ input in 180° phase. The input gate and bias voltages in both phases have the same maximum value, i.e., the (1,1) point
is the same in the voltage ranges in both phases. The lowest gate voltage and the lowest bias voltage (i.e., the (0,0) point) from 180° phase to 0° phase is changed. (E, F and G) “NAND”, “NOR” and “OR” logic gates have the same input bias voltage range in both phases and change the gate voltage range with phase only. “NAND” has A′-B input in 0° phase and AA′-B input in 180° phase. “NOR” has A′-B input in 0° phase and A''-B input in 180° phase. “OR” has A-B input in 0° phase and AA′-B input in 180° phase.

**Figure 4.12:** The measured 231×231 points current maps for different voltage ranges at 225 mK and the energy shift caused by slight conformational changes of the molecule under high gate voltage fields calculated by DFT. (A) The whole scan for $\epsilon_2$ and $\epsilon_1$, which represent the resonance regimes contributed by the conductive MOs. (B) and (C) are the zoom-in scans of the voltage ranges within the yellow frame marked in (A). The gate voltages for the crossing points of $\epsilon_1$ at (A), (B) and (C) maps are 1.71 V, 1.67 V and 1.64 V, respectively. $\gamma'$ and $\gamma''$ indicate the edges between the resonant regime of $\epsilon_1$ and the Coulomb blockade regions. (D) is the 101×142 points theoretical conductance map, taking into account the -15 meV energy shift due to slight conformational changes of the molecule when the gate voltage is higher than -2.2 V. (E) is the energy evolution of the two adjacent conductive MOs $\epsilon_1$ and $\epsilon_2$ along the gate voltage field. (F) indicates the slight conformational changes under different gate voltage fields. The calculations were performed in Gaussian package [56] with the B3LYP functional and LANL2DZ basis set.

**Figure 4.13:** The measured differential conductance maps for different Fc-based molecular SETs with 0 to 100 mV bias voltage at $T = 4.2$ K. (A) The map for Au/S-(CH2)4-Fc-(CH2)4-S/Au molecular junction [27]. (B) The map for Au/S-(CH2)6-Fc-(CH2)6-S/Au molecular junction (the electromigration curve see Sample-O6, Figure S3). (C) The map for Au/S-DPA-CH2-Fc-(CH2)2-S/Au molecular junction [23]. (D) The map for Au/S-DPA-Fc-(CH2)2-S/Au molecular junction [23].

**Figure 4.14:** Comparing the functionality of CMOS and SELC by building all universal logic gates. (A) The three basic logic gates “NOT”, “NAND” and “NOR” as obtained by CMOS. The number in
each rectangular box is the number of CMOS components used in the logic gate. Vdd, VOUT and VG indicate the bias, output and gate (input) voltages of CMOS, respectively. I indicates the charging current. CL is the load capacitor. (B) The five universal logic gates “OR”, “XNOR”, “AND”, “INH” and “XOR” consist of the three basic logic gates in (A) and can therefore be constructed by CMOS. The number of CMOS components is marked in each box. Both A and B are the input gate voltages, C is the output voltage. (C) By controlling the range of input voltages (A: gate voltage Vg and B: bias voltage Vb) separately, SELC can create all the universal logic gates by switching the output current (C: I) through a single molecular junction. Figure 4.15: Current measured through the Al2O3 layers of SETs at 4 K when biasing the gate. Black arrows indicate gate voltage, where the average tunneling currents for samples 1 to 4 are below 0.1 nA. Figure 4.16: Conductance maps measured under magnetic fields and the spin-polarized transmission spectra calculated by DFT. (A) and (B) are 231×231 points conductance maps measured at 225 mK under 0 T and 1 T magnetic fields, respectively. (C) and (D) are 151×151 points conductance maps for a small voltage range at 225 mK under 0 T and 1 T magnetic fields, respectively. (E) is a comparison of the spin-polarized Ts and unpolarized Ts of the optimized tip-to-tip molecular junction at 0 V bias. Figure A. 1: (A) A center part of a spiral antenna showing a small sample region and the direction of high-density dc current flow. (B) A spiral antenna with feed lines on the left and the right-side. (C) Angular distribution of the radiation pattern at different frequencies across the studied spiral antennas. Blue, green, red and cyan curves represent emission patterns for 500, 1000, 1500 and 2000GHz antennas respectively. The black line at the center connecting 90° and 270° separates the substrate from the air. (D)A THz current distribution in the spiral antenna operational at 1.5THz. (E)A 2D plot for the radiation intensity for 1.5THz antenna across a direction perpendicular to the
antenna. The plane at 0 micron in the vertical direction separates the substrate (lower) and the air (upper) regions. (F) A 3D plot for the radiation distribution for a 1.5THz antenna. .................................. 123
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CHAPTER 1: INTRODUCTION

1.1 Background

Most of the research activities conducted in this thesis are part of a large collaborative Multi-University Research Initiative (MURI) project to study Terahertz (THz) spintronics with Antiferromagnetic insulators where the focus is to address the so-called “THz gap” in the spectrum of electromagnetic (EM) waves [1]. The THz gap refers to the existence of significant technical challenges in generating, detecting, and processing signals in the frequency range from 0.01 to 10 THz. The existence of this gap is hindering the advancement of several technologies, e.g., it is preventing communication technology and microelectronic memory devices from operating at THz speeds. The THz operative devices would enable three orders of magnitude faster technologies compared to the currently existing GHz technologies. Practical realization of easily operable devices operating in the THz gap region would bring much faster technologies like communication and computation from which society would benefit. A reliable THz technology could also be implemented in numerous other fields, including security, non-destructive testing, and medicine.

There exist several approaches, such as quantum cascade lasers, superconducting Josephson junctions, superconducting mesas, and free electron lasers which aim at addressing the THz gap. But these methods involve either a complex and bulky set up or require a cryogenic environment and a high voltage to operate, limiting their feasibility in terms of practical applications. To bypass these limitations there is a big push to use magnetic materials as active device components for generation, manipulation, and detection of THz signals [2-10].

Currently, active components in magnetic devices are made from ferromagnets (FMs) owing to their easy manipulation and addressability arising from the non-zero ground state magnetic moment. But the ferromagnetic dynamics governing the operational speed of these devices lie in the low end of the GHz range, limiting their operational speed to nanoseconds. Indeed, there already exist FM-based Spin Hall
Nano-Oscillators (SHNO) which act as nanoscale GHz signal sources. These SHNOs are simple to use but lack in terms of efficiency, high frequency and power level which decreases drastically with increase in frequency [11-13]. Unlike FMs, whose GHz dynamics depend on an applied field bias ($H_{\text{ext}}$) and a dipolar dominant anisotropy field ($H_A$), antiferromagnets (AFMs) present three orders of magnitude faster spin dynamics (in the THz range) originating from the combination of a relatively weak anisotropy field ($H_a$) and an extremely strong internal exchange interaction field ($H_E$). The resonant modes of FMs and AFMs arising from their magnetic dynamics are given by equations (1) and (2),

$$\omega_{FM} = \gamma \sqrt{H_{\text{ext}} H_A}$$

$$\omega_{AFM} = \gamma \sqrt{H_E H_a}$$

In these equations, $\omega_{FM}$ and $\omega_{AFM}$ represent the resonant frequencies for FMs and AFMs, respectively, in terms of angular units, where $\gamma$ is a constant called gyromagnetic ratio whose value varies slightly from system to system. The major difference between these two equations is the presence of an extremely strong exchange field term in equation (2) whose value lies in the order of a thousand Tesla in typical AFMs based on fluorides, e.g., MnF$_2$ and FeF$_2$, and oxides, e.g., Cr$_2$O$_3$ and Fe$_3$O$_3$. The existence of this extremely strong internal exchange field uplifts the dynamics of AFMs up to the THz frequency range. This so-called “exchange amplification” allows for the control of AFM dynamics with relatively small spin currents [10], making AFMs a natural choice for active elements in high frequency devices operating in the THz range [2-4]. In this scenario, the study and use of the unique properties of high frequency THz dynamics in antiferromagnets (AFMs) provides an opportunity to transform methods of generation, transmission, and processing of THz signals and achieve next generation technological goals.

AFMs exist in different electronic states including metallic, semiconducting, and insulating as well as in the form of recently evolving exotic materials like topological insulators. In addition to the normal bulk AFMs, there are two-dimensional (2D) AFMs which can be exfoliated into thin sheets down to a single atomic layer. AFMs possess a variety of crystal structures and are naturally more abundant than their
countercparts, FMs. AFM materials have been known for a long time but neglected in terms of practical applications as active device components. Currently they are mainly used as a pinning layer to fix the orientation of FMs via exchange bias in memory devices and read heads of hard disc drives. They used to be considered materials with interesting properties in terms of a theoretical viewpoint but useless in terms of practical applications as explained in 1970 Nobel Lecture by Louis Neel [14] who got his Nobel Prize for his foundational work in AFMs and FMs. However, with the rapid developments in the field of spintronics in the recent few decades good progress has been made in understanding the physical mechanisms governing AFM dynamics both theoretically [2-4, 6, 15-17] and experimentally [7, 10, 18-21], and numerous potential practical applications have been suggested [16, 17, 21-24]. These studies suggest methods to harness the magnetic state of AFMs and their dynamics by applying different external stimuli, e.g., pure spin current [2, 3, 10, 21] and circularly polarized microwave stimuli [20, 25], among others. The excited high frequency AFM dynamics can be used in THz devices for signal generation [2-5] and detection [6, 9], in magnetic memory devices as ultrafast switching units [10, 21], and in neuromorphic devices which could mimic the functionality of the human brain at operating speeds down to a single picosecond time [26].

In the absence of an external magnetic field ($H$) and below their Neel temperatures ($T_N$), AFMs have a long-range magnetic order with zero net magnetization. The existence of this zero net magnetization makes it difficult to manipulate and control the magnetic state of AFMs (i.e., is difficult to read a non-magnetic bit). On the other hand, this zero net magnetization in AFMs produces no stray fields (contrary to FMs) and gives the possibility of packing AFM device elements much closer than with their FM counterparts, while still operating independently without crosstalk, leading to an ultimately ultrahigh density for magnetic storage. This zero net magnetization gives extra stability to the AFM devices and makes it possible to operate them in extreme conditions of EM radiation, e.g., in the outer space and in regions of strong magnetic fields.
AFMs are described by an order parameter called the Neel vector ($l$) which dictates their dynamics. For simple AFMs with two sublattices having sublattice magnetization vectors $m_A$ and $m_B$, the Neel vector is the vector difference $l = m_A - m_B$ between these two sublattices as shown in Fig. 1.1.

![Figure 1.1: Neel vector in a uniaxial AFM. Here, $m_A$ and $m_B$ denote two sublattices of a uniaxial AFM with magnetic moments pointing in opposite directions. The order parameter is given as $l$ in terms of both magnitude and direction.](image)

AFMs are broadly classified into two types: collinear and non-collinear AFMs, based on the alignment of magnetic moments within the magnetic crystals. In collinear AFMs, like MnF$_2$, the magnetic moments are aligned in one direction, whereas in non-collinear AFMs, like Mn$_5$Si$_3$, the magnetic moments point in different directions in both the in plane as well as in the out of plane directions [27]. AFMs can also be classified into different types based on the type of anisotropy they possess, e.g., easy axis AFMs, biaxial AFMs, easy plane AFMs, and other more complex magnetic organizations leading to a zero-net magnetization. In easy axis AFMs there is one preferred magneto-crystalline axis called the easy axis for the orientation of the magnetic moments or the Neel vector. MnF$_2$, FeF$_2$ and Cr$_2$O$_3$ are examples of easy axis AFMs. An axis perpendicular to the easy axis where the magnetic moments do not remain stable under normal conditions is called the hard axis. The dynamics of these AFMs is governed by a convolution of the easy axis anisotropy and the exchange interactions. These easy axis AFMs have degenerate magnon modes with opposite chiralities that can be manipulated by circularly polarized EM stimuli, electron spin currents, and DC magnetic fields. The zero-field degenerate mode of easy axis AFMs range practically from 160GHz in Cr$_2$O$_3$ to 1.5THz in FeF$_2$, enabling the possibility to study different magnetic effects over a wide range of frequencies in a similar type of systems. The degenerate mode is lifted by the application of a DC magnetic field and with increasing field the two branches with opposite chirality will move towards
opposite directions in frequency [28]. The upper (lower) branch is called the right (left) circularly polarized mode which can be excited by using EM stimuli of the corresponding circular polarization handiness [20].

In biaxial AFMs there is an easy axis and a hard axis, and in this case the magnetic dynamics depend on both the easy axis as well as the hard axis anisotropy. NiO is a well-known biaxial AFM. In easy plane AFMs the magnetic moments lie in specific crystallographic planes. In some of these easy plane AFMs, like NiF$_2$ and $\alpha$-Fe$_2$O$_3$, the presence of the Dzyaloshinskii-Moriya interaction (DMI) causes the magnetic moments to tilt a small degree out from the easy plane resulting on a finite static magnetic moment in the ground state [29, 30]. As a result, easy plane AFMs have usually both ferromagnetic and AFM magnon modes. Because of the presence of a finite static magnetic moment, these AFMs give rise to the possibility of controlling their dynamics in a way which is not possible in AFMs with zero net magnetization [4].

In addition to these simple AFMs where the magnetic moments point either along a particular axis or along a particular plane, there are complex AFMs where the alignment of magnetic moments is more complicated. Examples of these complex AFMs include Mn$_3$Sn, where the magnetic moments lie antiferromagnetically in a triangular geometry [31], and Mn$_5$Si$_3$, where the magnetic moments lie both in plane as well as in the out of plane direction [27] but still giving a zero net magnetic moment in the ground state.

AFMs can also be classified into different types based on their conductive nature. There are metallic AFMs, like Mn$_2$Au, CuMnAs and Mn$_3$Au, where conduction happens through free charge carries as in normal metals. There are insulating AFMs, mostly oxides e.g., NiO and halides e.g., MnF$_2$, which are insulating in nature but are of great interest because of their potential to carry chargeless spin waves called magnons. This dissertation and its umbrella project, the AFOSR MURI project, focus on insulating AFMs. Compared to metallic AFMs, where charge transport leads to a large dissipation, insulating AFMs present extremely low damping [18], enabling a clean manifestation of their magnetic quantum properties and long distance pure spin transport through magnons in the absence of charge motion [19]. This makes insulating
AFMs a natural choice for the realization of practical nano-scale technological devices operating with low power consumption and minimum energy loss.

There are several theoretical ideas put forward for the realization of AFM based THz oscillators and the detectors [2-5]. All of these proposals rely on the fact that a high density charge current flowing through a non-magnetic (NM) material with high spin orbit coupling gets converted into spin current by a process called the Spin Hall effect (SHE), which drives the magnetization dynamics in the adjacent AFM layer of an AFM/NM heterostructure as a result of spin transfer torque, as shown in Fig. 1.2. When the charge current density is strong enough to overcome the magnetization damping of the AFM material, the anti-damping torque generates sustained oscillations of the magnetic moments whose frequency depend on the eigen mode of the AFM used and/or the strength of the input spin current. Several methods are suggested for the detection of the generated THz signal. Cheng et. al. [2] and Khymyn et. al. [3] propose the use of the Inverse Spin Hall Effect (ISHE) [32] as a potential method to detect the signal while Sulymenko et. al. [5] propose the use of an AFM based magnetic tunnel junction. Another study by Sulymenko et. al. [4], on signal sources based on canted AFMs, suggests the use of different types of resonators for the free space irradiation of the generated high frequency signal which can be detected by THz detectors.
Figure 1.2: Schematic diagram of AFM based THz oscillator taken from a theoretical proposal by Khymin et. al. [3]. Charge current flowing through a high spin orbit coupling material, Pt in this case, produces a spin current via SHE and drives AFM into a dynamic mode by the spin current produced as a result of the SHE. When proper anisotropy criteria is met i.e. hard axis lying along the interface of the heterostructure, sustained oscillations of magnetic moments can be generated which give the THz signal. The THz signal in this case can be detected as an ac signal voltage by using the ISHE process as a result of back spin pumping from AFM to Pt.

While the major goal our project is to study high frequency insulating AFMs for the realization of potential AFM based THz oscillators and detectors, there is a long way to go before one can achieve this due to several technical challenges along the way. There are many challenging initial and intermediate experiments to be performed before being in the position to perform experiments which realize AFM based THz devices as suggested theoretically [2-6, 9, 15]. The first step towards this goal is to find the right material candidate which can be grown as a thin film and meets the theoretical anisotropy requirements. The major challenge for this step is obtaining the required out of plane anisotropy in the magnetic material of the heterostructures, with the Neel vector along the out of plane direction i.e., the hard axis along the interface as shown in Fig. 1.2. This is not possible in conventional insulating AFMs as they tend to grow
with in plane anisotropy. We have been working with different AFMs and their heterostructures to characterize them for their potential use in THz oscillators and detectors while overcoming this challenge.

Another challenge towards this goal is the requirement of high charge current density, in the order of $10^8$ A/cm$^2$[3], which must flow through a NM material with high spin orbit coupling in order to generate a sizeable amount of spin current at the interface with the AFM, as well as an efficient means to transfer the stimuli across the interface and into the whole AFM layer. Pt and Ta are natural choices for the NM material, but they cannot withstand such high charge current densities. Even though the proposed AFM based THz oscillators are supposed to be frequency tunable with applied charge current density, as shown in Fig. 1.3; the requirement of such current density beyond the normal limit adds additional challenges for the experimental realization of such devices. Therefore, alternative materials with higher efficiency in interconverting charge current into spin current are required.

![Figure 1.3: Frequency tunability of proposed AFM based THz oscillator as a function of applied charge current density proposed theoretically by Khymin et. al. [3]. Blue and green vertical dashed lines represent two thresholds required for the operation of the proposed devices. The upper threshold is called the ignition threshold (blue dashed line) and the lower threshold is called elimination threshold (green dashed line).]
We are investigating different options to find the best possible candidate for this by performing several spin-charge interconversion experiments, called spin pumping experiments, with different AFM/NM heterostructures. We are also intending to address this issue by using other exotic material options like topological insulators (TIs) which are supposed to be much more efficient in generating spin current via SHE [33, 34].

Once the right heterostructure consisting of AFM/NM which meets all required properties is characterized, one still needs to make the appropriate monodomain AFM devices and perform the experiments at frequencies in a range difficult to work with in experiments. Fabrication of devices depends on the detection mechanism chosen to detect the THz signal. As discussed earlier, there are different theoretical proposals for signal detection, so it is still not clear which device would work best for this. In our case we are approaching this issue in a slightly different way. We intend to use bowtie antennae for the detection mechanism [35]. Instead of using a normal Pt stripe, a bow tie antenna will be patterned on top of the magnetic material to be used in the THz device. The bow tie antenna will help to increase the current density required to drive AFM into dynamics as well as to convert the generated sustained oscillations into free space radiation by concentrating the generated electric field in the device. We also intend to use the bowtie antennae to detect the expected dc signal from the ISHE measurements while irradiating the sample with a HFM signal and applying a dc bias at the same time. In this case the bowtie antenna will concentrate the applied HFM radiation to a small region of the sample thereby increasing the microwave power intensity. When the spin torque coming from the spin current originating from the dc bias is sufficient and is of the right orientation, it can reduce the damping of the system thereby reducing the linewidth of observed signal. The linewidth decreases gradually with increase in dc bias, and a zero linewidth indicates the onset of self-sustained oscillation. This experiment can confirm whether it will be possible to realize the self-sustained oscillations in AFMs by using spin current. For this we have studied different types of bowtie antennas and calculated the geometrical antenna parameters considering the proper working range of our interest. The detailed explanation on the antennae study is given in appendix A.
In summary, a collective collaborative effort in terms of material growth, characterization and device development is moving forward with the final goal of realizing the AFM based THz oscillators and detectors. While there are big final goals of the project, all these initial and intermediate steps are also equally important, and each step add to the knowledge of scientific community in each step.

We are interested in studying several insulating AFMs which have natural dynamics in the THz range. Table 1.1 outlines different insulating AFMs, with their Neel temperature and resonant frequencies, which are of interest for our study.

It can be seen from the table that most of these AFMs have sub-THz and THz dynamics. A study of these materials for their potential use in THz devices and other applications first requires a detailed spectroscopic study to understand their dynamics. As mentioned in the beginning, this frequency range lies in the THz gap, where it is difficult to work due to unavailability of research facilities which work in this frequency range. Many research labs have capabilities to work up to 50GHz using Vector Network Analyzers (VNAs), and the working frequency can be extended to around 100GHz by using frequency extension method which uses some external extension modules, available in our lab as well. Working in frequencies above 100GHz becomes more and more challenging as there are only a few facilities in the world where a few frequencies in the THz gap region are available. The National High Magnetic Field Lab (NHMFL) in Tallahassee has one such facility where we can work at 120GHz, 220GHz, 336GHz, 395GHz and a few other more discrete frequencies [36]. There are some facilities in Europe and other parts of the USA as well, but their operational range of frequency is limited to a few narrow bands within the range of our interest [37]. Moreover, it takes longer times, in general, to complete a project in such facilities where we get limited time to perform experiments at a time and usually there is a long waiting period before we could get our turn. It is best to have one such facility within a big collaboration like the MURI project for the study of antiferromagnetic insulators, to meet demanding requirements of the project in a timely manner. For this, we have developed a state-of-the-art high frequency instrumentation in our lab at UCF which forms the
next topic for discussion in this chapter, as I have taken full responsibility in its design and assembly as part of my dissertation activities.

Table 1.1: Different AFMs with their Neel Temperatures and resonance frequencies which are of interest for our study on high frequency spintronics

<table>
<thead>
<tr>
<th>AFMs</th>
<th>Neel Temperature (K)</th>
<th>Resonance Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>MnF₂</td>
<td>67.0</td>
<td>261 GHz</td>
</tr>
<tr>
<td>FeF₂</td>
<td>78.4</td>
<td>1.5 THz</td>
</tr>
<tr>
<td>NiF₂</td>
<td>73.2</td>
<td>100 GHz and 932 GHz</td>
</tr>
<tr>
<td>CoF₂</td>
<td>37.8</td>
<td>854 GHz and 1079 GHz</td>
</tr>
<tr>
<td>FeCl₂</td>
<td>23.5</td>
<td>489 GHz</td>
</tr>
<tr>
<td>CoCl₂</td>
<td>24.7</td>
<td>575 GHz</td>
</tr>
<tr>
<td>MnO</td>
<td>122.0</td>
<td>70 GHz</td>
</tr>
<tr>
<td>CoO</td>
<td>291.0</td>
<td>4.5 THz and 6.5 THz</td>
</tr>
<tr>
<td>NiO</td>
<td>523.0</td>
<td>140GHz and 1.1 THz</td>
</tr>
<tr>
<td>α-Fe₂O₃</td>
<td>948.0</td>
<td>170 GHz</td>
</tr>
<tr>
<td>Cr₂O₃</td>
<td>308.0</td>
<td>165 GHz</td>
</tr>
<tr>
<td>MnBi₂Te₄</td>
<td>24.0</td>
<td>108 GHz</td>
</tr>
</tbody>
</table>

1.2 High frequency instrumentation

We have developed a unique high frequency spectroscopy system in our lab at UCF capable of working from 220GHz to 1.1THz in a magnetic field up to 9T at temperature range from 5K to 300K. In our knowledge, there is no system in the world capable of working in this frequency range with continuous frequency tunability. In addition, this system also has a capability of tuning the polarization of high frequency microwave (HFM) signals of any frequency in the range from linear polarization to circular to elliptical and so on in a continuous manner. The system components were chosen in a way that we could cover the maximum frequency range of our need while remaining within a limited budget. This system
allows us to work on our AFM project on an effective basis to meet the demanding goals of the project. We also have provision to expand this frequency range to cover from 60GHz to 1.5THz continuous frequency with the polarization tunability which will open further research opportunities for different material systems.

This system consists of a 9T split coil cryofree magnet (CFM) and a rebuilt cryofree variable temperature cryostat (VTC) capable of working from 5K to 300K. This work involving the low temperature side of the system was done by Cryogenic Ltd, a UK based company. Cryofree route was chosen considering frequent Helium shortages [38] in the market which is affecting research activities involving liquid Helium as a cryogenic liquid to cool down the sample to low temperatures as well as to operate high magnetic field superconducting magnets. In such a scenario, having a cryofree system allows for continuous run of experiments, without having to worry about the supply of liquid helium, provided there is electricity (with proper power requirement) to run the Helium compressors which cool down the CFM and the VTC in a closed cycle cooling mechanism. Moreover, this system doesn’t involve any cryogenic liquid and users are not directly exposed to cryogenic temperatures, so it is safer to use compared to the ones involving cryogenic liquid. The working mechanism of the cooling system is just flip switch method. This means once the operating switch is turned ON, in a certain time the system will cool down to designated operating temperatures to perform experiments and once the switch is turned OFF at the end of the experiment it will warm up to room temperature where we can open the cryostat and change the sample if necessary.

In addition to the magnet-cryostat system, the system also involves high frequency quasi-optical system to work in the designated frequency range. This quasi-optical system consists of a circuit involving many metallic blocks and wire grids which guides the HFM from the transmitter side of the system to the receiver side and rotates the polarization of the HFM as needed independently on either side. This system collimates and focuses the HFM beam to the sample position and collects the beam coming out from the sample for its detection. This part of the system was built by Thomas Keating Ltd., a UK based company with specialization in HFM components.
The HFM signal is generated and detected by using instruments from Virginia Diode Inc. (VDI), a USA based company working on high HFM source and detectors. A pre-existing hp sweep oscillator in the lab is used to drive the base module of VDI’s high frequency signal generation scheme and several other multipliers are used to cover the entire frequency range of the system. VDI’s signal analyzer modules are used to detect the HFM signal which is down converted and fed to a state-of-the-art spectrum analyzer for analysis.

All these components, HFM source and detector together with the quasi-optical system are properly integrated and aligned with the CFM and VTC of the system making one big integrated system allowing us to perform cutting-edge research experiments involving HFM in our own lab.

Initial discussions about this system started in 2019 when we learned that the MURI project for study on THz spintronics using insulating AFMs would be funded to the team led by my advisor. Even though we had an idea on what needed to do experimentally and what type of system was required for this, we had no clue about which companies work in those field and could potentially work with us. I, as a graduate student, started to work on this project from the beginning, and it was my primary job to search for the right vendors who could fulfill our demand and build the system. In the March Meeting 2019 in Boston, MA, we sorted two companies which could potentially work on few aspects of our project: Cryogenic Ltd as magnet company and Virginia Diodes for high frequency components. We had several online and in person meetings, phone calls and email conversations, with several companies including these two, from which conclude on what we wanted to build in our lab. Later we learned about Thomas Keating who could help us with the high frequency circuitry. After months of discussions with several companies and experts, these three companies appeared to fit our demand and agreed to work in collaboration with each other to build our system. This was a challenging job in part being completely custom designed and other part being made by three different companies where a part/instrument made by one is supposed to fit and well align within sub-millimeter accuracy with the part made by another. Even after placing orders to all three companies, we organized several meeting involving us and all three companies to make sure we
all were on the same page until they finish their task. Finally, everyone completed their part of the job and the long-awaited system got delivered in the spring of 2021. It took longer than expected to remotely install the system and learn about the working mechanism of different components, but I took the lead on each part of this task. Now the system is up and running and the team has a very good understanding of its working mechanism. We have performed test experiments to verify working of the system. The operation of the system has been verified from different test measurements. A detailed explanation about the system with its different aspects, working mechanism and the results of the initial test measurements is given in chapter 2 of this thesis.

1.3 Spectroscopic characterization of 2D magnets

In previous sections I have explained our spintronics project with a major focus on insulating AFMs for the realization of control-tunable THz sources and detectors which could potentially boost the performance of several technologies including communication and security. We also learned that it is not obvious to achieve such an ambitious goal. We are trying to address our challenges by performing several experiments on the high frequency set up installed in the lab, introduced in section 1.2, together with our collaborators. On the other hand, to show the proof of concept of the considered THz oscillator we are also exploring AFMs with special characteristics whose dynamics lie in a lower frequency range and could be used in antiferromagnet-based spintronics devices.

In addition to bulk AFMs, where the strong exchange interaction between nearby sublattice magnetization uplifts the dynamics to THz and sub-THz range, there are other types of AFMs which are becoming fascinating because of their unique properties as 2D systems and low (accessible) frequency dynamics [39, 40]. Some of these AFMs are topological insulators (TIs) [40, 41], which are exotic materials in which the bulk state is insulating, but with topologically protected conducting surface states [42]. TIs are already used in spintronics where they replace high spin orbit coupling materials like Pt for the spin charge interconversion. Furthermore, they seem to be much more efficient in spin charge interconversion than Pt
[33, 34], which could be used in our proposed THz oscillator to reduce the required high current density threshold. Having magnetic topological insulators adds another important aspect to this fast-evolving class of materials and one can imagine the realization of a spintronics auto-oscillator made of these materials which are magnetically ordered with high spin orbit coupling within themselves. Experimental realization of 2D magnetic TIs, which can be used in devices of reduced dimensionality is even more exciting. One class of such materials is \( \text{MnBi}_2\text{Te}_4(Bi_2\text{Te}_3)_n \) where \( n = 0, 1 \) and 2 compounds are antiferromagnetically coupled and the coupling strength decreases with increasing value of \( n \) [40].

The potential application of any material requires careful study of its properties, which is true in the case of magnetic materials as well. In magnetism, the first step towards this is to study detailed dynamics of these materials to explore the nature of dynamics they possess and dictate their position in the frequency spectrum. One way to do this experimentally is to perform a detailed spectroscopic characterization. In our case, we have performed a detailed spectroscopic study in two members of \( \text{MnBi}_2\text{Te}_4(Bi_2\text{Te}_3)_n \) family with \( n = 1 \) and 2 i.e., \( \text{MnBi}_4\text{Te}_7 \) and \( \text{MnBi}_6\text{Te}_{10} \) and found interesting results. A detailed explanation of these measurements is given in chapter 3 of this thesis.

1.4 Molecular electronics using SETs

While we were waiting for our new system to be made by a collective effort of three different vendors Covid-19 came under way, and like everyone else we were also severely affected in this project. Everything got pushed back including the delivery date of the different parts of the new system to be machined. With setbacks, including campus shutdown and several other restrictions due to Covid-19, the new system arrived almost a year late from the initial expected delivery date. Even after the delivery, it took a long time, about 4 months, to get the new system properly installed and running due to the travel ban imposed to company technicians because of Covid-19. This whole process affected my research study where we wanted to use this system to focus on my spintronics research, but we had to wait for the system delivery for a long time and multiple changes in the delivery date from a couple of our vendors made the
waiting even longer. However, during that waiting period I got heavily involved in another project on molecular electronics in which we measured transport across single molecular junctions. The reason for this involvement on another project was to utilize my time while learning new techniques and try to implement the technique of single molecular junction measurements to our spintronics project. While we are still unsure whether we will be able to use this technique in spintronics, we got beautiful results from measurements on a single molecule which forms the fourth chapter of this thesis. Nevertheless, there is a growing field of molecular spintronics which combines many fields including organic spintronics, molecular magnetism, molecular electronics, and quantum computing. This field of molecular spintronics is advancing fast and promises large technological payoffs as described in the review article in reference [43]. So far, the molecular spintronics devices rely on molecular Self-Assembled Monolayer (SAM) junctions [44] where the collective response of many molecules at the same time is gathered, but our approach of molecular electronics is to study molecules at a single molecular level using the so-called single electron transistors (SETs) [45]. In our perspective, study of spin based single molecules using SET method can give insights into the underlying physical mechanism involving spin dynamics and transport of spin information at the molecular level. This approach has been well established and widely used in the case of transport measurements across single molecular junctions, even in our group. We believe the same approach would also work for spin-based single molecules. Verification of this requires a careful study on a completely different project which is out of scope of this thesis. But for now, we are going to describe a unique way of realizing universal logic gates at the single molecular level in chapter 4 of this thesis.
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CHAPTER 2: A CONTINUOUS FREQUENCY AND POLARIZATION TUNABLE HIGH FREQUENCY SPECTROSCOPIC SYSTEM OPERATING IN THE 220GHz-1.1THz RANGE

This section describes the need, design, installation, working mechanism and initial results of a state-of-the-art high frequency system recently installed in Del Barco lab at UCF.

2.1 Introduction

Magnetic resonance spectroscopy is an important technique which gives access to magnetization dynamics [1-3], Landé g-factor [4], and anisotropy of magnetic materials [5]. Such spectroscopy is given a particular name depending on the type of magnetic material involved, including electron paramagnetic resonance (EPR) [6-8], nuclear magnetic resonance (NMR) [9, 10], and ferromagnetic resonance (FMR) [11-13] where unpaired electron spins, nuclear magnetic moments and magnetization are the resonating magnetic species respectively. In the case of antiferromagnets, the sublattice magnetizations play the leading role in the absorption of electromagnetic radiation giving rise to antiferromagnetic resonance (AFMR) [14, 15]. All the spectroscopies involved with these resonances find their practical applications in technologies as well as in research and development. EPR spectroscopy is widely used in different fields to detect and identify magnetic free radicals [16-18] as well as in material characterization [18, 19]; while NMR spectroscopy techniques are commonly used in chemistry and molecular physics to investigate molecular structures[20, 21], and is known in medicine as magnetic resonance imaging [22, 23]. FMR and AFMR spectroscopy are useful techniques to characterize ferromagnets and antiferromagnets probing the magnetic dynamics and associated anisotropies of those materials [1-3, 24, 25], with vast applications in magnetic-based technologies, such as magnetic memory or spintronics.

Magnetic resonance spectroscopy requires irradiation of a magnetic sample with microwaves of a particular frequency and its detection after interaction with the sample while sweeping the magnetic field or vice versa (i.e., static field while sweeping the microwave frequency). It is usually done by using vector
network analyzers (VNAs) that serve both as the source and the detector and perform the ratio between the outgoing and incoming signals to determine the response of the sample [26]. Shown in Fig. 2.1 is the low temperature magnetic spectroscopy measurement system in DelBarco lab at UCF where an Agilent VNA model E8463B is used for microwave transmission measurements.
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**Figure 2.1: A magnetic spectroscopic system**

A Low temperature spectroscopic system operating up to 50GHz using VNA in DelBarco lab UCF. A helium-3 cryostat or dilution refrigerator is used to cool down sample temperature and a 3D-vector magnet is used to apply magnetic field in required direction while passing microwaves through sample using coaxial cables.

However, most of the commercially available VNAs are limited in frequency up to around 50GHz, a threshold which is set by the capability of electronics used in signal processing in the oscillators used to generate frequency. This frequency is extended up to around 100GHz by attaching expensive millimeter wave frequency extension modules to the output frequency of VNAs, practically setting the lower limit of the THz gap. On the high frequency limit of the THz gap. On the high frequency limit of the gap we found optical sources that can easily generate signals with frequencies above 10THz and therefore be used in
spectroscopy as well as in other studies and technologies. This 10THz lower limit (setting the high limit of the THz gap) is imposed by the performance of semiconductor lasers and light emitting diodes. In between these two frequencies lies the so-called THz-gap [27] which is defined as the existence of several technological challenges in terms of signal generation, processing, and detection in the frequency range 0.1-10THz [28]. The existence of this gap is not only preventing technologies in communications, non-destructive testing, and biological sensing to operate at higher speeds, but also affecting research and development activities in the gap region due to lack of easily accessible resources. It is not only a problem with generation and detection in the THz gap region but also with the required optics to work within this range as it lies outside the bands covered by electronics and conventional optics. A quasi optical set up [29] is required to work in the THz gap region which involves specially designed corrugated waveguides, feed horns, metallic mirrors, and fine wire grids to manipulate the THz signal. Nonetheless, there are a few research facilities which operate in the lower frequency side of this THz gap but only for a few discrete monochromatic frequencies [30, 31] and access to those facilities usually requires long wait times. On the other end, the high frequency side of this gap is being pushed by optical methods where the THz signals are generated by methods like electro-optical sampling [32, 33]. A signal produced this way is usually of broadband in nature which is not useful in cases where a monochromatic frequency is desired.

In spite of these technological limitations, there is a plethora of magnetic materials, particularly antiferromagnets (AFMs), whose dynamics lie in the THz gap region [3, 34-39] and their use in spintronics devices as potential THz oscillators [40-43] and detectors [44-46] has been suggested theoretically. Study and understanding of the magnetic behavior of such materials for their possible use in THz spintronics devices require a well-established research facility capable of performing detailed experiments in a broad range of temperatures, in a continuous frequency range, and in the presence of strong magnetic fields. Several of these AFMs have chiral dynamical modes [3, 47] which require research facilities with polarization tunability for their complete understanding. Successful realization of experiments involving such high frequency magnetic materials can lead to the development of new techniques for practical
applications in the THz range, forbidden by the THz-gap, thereby advancing currently existing technologies. For this transformative study it is desirable to have an easily accessible research facility which could be used to perform the required experiments for the realization of THz frequency oscillators and detectors.

Here we describe a custom designed state-of-the-art high frequency quasi-optical multifunctional system which is continuously frequency tunable from 220GHz to 1.1THz and is capable of polarization rotation at any given frequency within the range, as well as easily expandable into the broader frequency range 60GHz to 1.5THz with the addition of electronic components. The system operating in the temperature range from 5K to 300K and at magnetic fields up to 9T. The cryostat and split coil magnets are furnished with optical access ports from all three major directions to the sample sitting on a 2-axes rotatable sample holder capable of performing arbitrary rotations with respect to the field direction. Moreover, this system can also be used for transport studies, measurements across single molecules, EPR studies at lower frequencies using a VNA, and studies involving ultrafast laser pulses. Results from initial test measurements in antiferromagnetic MnF₂ single crystals are presented that verify the operation of the system.

2.2 System description

This high frequency system consists of a split coil 9T cryofree magnet (CFM) system, a cryofree variable temperature cryostat (VTC) with optical access, and a quasi-optical circuit system to work with high frequency microwave (HFM) as shown in Fig. 2.2(A). The CFM, shown as (ii) in Fig. 2.2(A), has a 92 mm room temperature through bore port along the field direction which allows the user to slide the cryostat into the magnet to align the sample in the magnetic field. In addition, the CFM has a 30 mm room temperature through bore port transverse to the major bore opening to allow optical access to HFM. The CFM also has an additional room temperature bore port transverse to the others described earlier which gives additional optical access to the sample in the cryostat. The VTC, shown as (i) in Fig. 2.2(A), has a
sample stage attached to a cold finger whose temperature can be set from 5K to 300K using a lakeshore temperature controller model 350. The VTC has a window block, with five optical windows, which attaches with five optical windows: two of diameter 25mm and three of diameter 34mm, which attaches to a narrow tail section that goes into the room temperature magnet bore of the CFM. The five rather large room temperature windows of the system results into a compromise of the operating temperature of the system due to black body radiation heating. The system cools the sample down to different base temperatures depending on the number of windows optically open to the sample position. When all 5 windows are open, the system cools down to 35K. When only two windows are open while blocking the other three by a metallic sheet at the radiation shield of the cryostat it can cool down to 20K. When only one window is open, the sample cools down to 15K. When all the windows are completely blocked at the sample position, the system cools down to 5K. The operating temperatures in the case when one and two windows are open can be reduced further down to 6K and 12K respectively by using conical pieces at the radiation shield position by reducing the room temperature black body radiation getting to the sample position. The temperature above the base temperature of each case can be tuned up to 300K using a set of feedback-controlled heaters.

The VTC sits on a sliding rail so that it can be moved in and out of the CFM to align the sample with the magnetic field and along the direction of HFM, and to open the window block while changing samples. The sample stage has an outside accessible rotatable sample holder which allows sample rotation along in and out of plane direction with respect to the magnetic field. The sample stage has one LCC44 chip carrier holder with a maximum of 44 connections to the sample which become very important in some of the measurements where it is required to measure several nanoscale devices at one time. There are four micro-coaxial cables terminated near the sample stage with mini-SMP connectors which makes it possible to work with low frequency microwave up to 50GHz in a field up to 9T. An image of the rotatable sample holder with few other parts is shown in Fig. 2.2(D).
Figure 2.2: System description

(A) System design with parts (i), (ii) and (iii) representing VTC, CFM and quasi-optical system. The whole system stage is fixed to a movable station and can be moved from one lab to another. (B) Detailed sketch of system where cryostat is inserted into the magnet bore while aligning with the HFM beam (shown in red color). In this figure, (i) represents section of the cryostat showing its alignment in the system, (ii) represents section of magnet with cryostat inserted and beam passing through room temperature bores, (iii) represents sample holder region of cryostat where the HFM beam is focused on the sample position using specially designed impedance matched focusing lenses, the beam is collimated once it passes the second lens, (iv) and (v) represent transmitter and receiver side of the quasi-optic system respectively. (C) Components of transmit/receive side where (i) represents corrugated feed horn which is attached to either source or detector depending on its side and transmits/receives HFM beam from (to) the source (detector), (ii) represents a polarizing wire grid with wires in the horizontal direction which polarizes HFM beam to vertical linear polarization, (iii) and (ix) represent metallic parabolic mirrors which are used to focus and collimate the HFM beam, (iv) represents a beam splitter grid aligned at 45° which partially transmits and
reflects the incoming beam into two parts which are used in polarization rotation, (v) and (vi) represent roof mirrors which form part of M-P interferometer, (vii) represents a moving platform attached to the roof mirror (v) and (viii) represents a motorized actuator which is used to translate moving platform (vii) and is controlled remotely by a Newport ESP302 motion controller. (D) An image of a sample holder attached to the cold finger of cryostat showing a sample mounted at the rotatable sample position with two wire connections for electrical measurement.

The overall circuit with the HFM beam passing through the quasi-optical elements, magnet bore, and the cryostat is shown in Fig. 2.2(B). The window block has two sets of specially designed high frequency impedance matched lenses which allows focusing the collimated HFM beam into the sample position and re-collimating the outgoing beam as shown in the inset. When aligned properly, the sample sits at the center of the magnetic field while the HFM beam passing through it and allows us to study desired sample properties in the form of spectroscopic or electrical signal. The magnetic field, magnet bores, cryostat windows, sample position, and the HFM beam all are designed, and height adjusted such that there is no misalignment between any of these components. The quasi-optical system consists of a transmit-receive system on each side of the magnet across the 30 mm bore, shown as (iii) in Fig. 2.2(A). Both the transmitter and the receiver side contain metallic blocks with wire grids, parabolic mirrors, roof mirrors and feed horns, shown in detail with each element in Fig. 2.2(C). Each side with its own Martin-Puppet (M-P) interferometer allows polarization tuning of microwave at a given frequency as well as collimation of the HFM beam to allow passage through the magnet bore towards/away from the sample. In each M-P interferometer, one of the two roof mirrors has a translation stage, attached to a motorized actuator whose motion is assisted by a motion controller, making it possible to tune the polarization of the desired HFM on both the transmitter and the receiver sides of the system independently. An image of the fully installed system in the laboratory is shown in Fig. 2.3.
The HFM signal is generated using Virginia Diodes (VDI) high frequency extension modules. An HP sweep oscillator model 8350B, capable of generating microwave signals from 10MHz to 20GHz, is used as base unit to generate the original rf signal. Out of its frequency range, 9.259GHz - 13.89GHz at 10dBm power is used to drive a VDI Signal Generator Extender (SGX) module with multiplication factor of 9 giving an output frequency in the range 82.5 – 125 GHz. The output of the SGX module is connected to different frequency multipliers under different configurations to cover the entire range from 82.5GHz to 1.1THz, on the transmitter side, with a small gap from 125GHz to 170GHz. The average output HFM power levels on each of the frequency bands at the source output is given in table 2.1. Even though the system possesses
the capability of frequency generation below 220GHz, the minimum frequency the quasi-optical set up is optimized to work with is 220GHz. Below 220GHz the microwave signal cannot be collimated well enough to focus on the sample position within the space provided by the optical access ports in the magnet. Nevertheless, HFM below 220GHz can still be used as source to generate dynamics even in non-optimized circuitry.

**Table 2.1: Installed HFM frequency bands and the available average output power level in each band**

<table>
<thead>
<tr>
<th>Frequency band (GHz)</th>
<th>Average output power from source (dBm)</th>
<th>Average power at the sample position (dBm)</th>
<th>Detection capability</th>
</tr>
</thead>
<tbody>
<tr>
<td>82.5-125</td>
<td>+20</td>
<td>--</td>
<td>No</td>
</tr>
<tr>
<td>170-250</td>
<td>+10</td>
<td>+6.5</td>
<td>Only above 220GHz</td>
</tr>
<tr>
<td>250-375</td>
<td>+5</td>
<td>+3.5</td>
<td>Yes</td>
</tr>
<tr>
<td>340-500</td>
<td>-4</td>
<td>-6</td>
<td>Yes</td>
</tr>
<tr>
<td>500-750</td>
<td>-11</td>
<td>-15</td>
<td>Yes</td>
</tr>
<tr>
<td>750-1100</td>
<td>-16</td>
<td>-21.5</td>
<td>Yes</td>
</tr>
</tbody>
</table>

The desired HFM signal emitted from each SGX module configuration passes through a feed horn of a specific frequency range and gets directed into the quasi-optical system. The HFM signal passes through several different optical components of the transmit-receive system and the cryostat before it is received by the signal analyzer. This beam path is shown by the red beam in Fig. 2.2(B). On the receiver side, the HFM signal is received by VDI’s Spectrum/Signal Analyzer Extension Modules (SAXs) through feed horns for the different specific frequency ranges, using frequency mixing to down convert the HFM into lower frequencies. The down converted signal is finally detected either by a state-of-the-art spectrum analyzer with an external mixer option operating in the frequency range 10Hz to 32GHz, or by a lock in amplifier using a diode detector. Four different SAX receiver modules are used to cover the entire range of the circuit working in the frequency ranges 220-330GHz, 330-500GHz, 500-750GHz and 750GHz-1.1THz. To set the system at a specific frequency configuration, all the required frequency multipliers are connected at the output end of the SGX module, and the total multiplication factor is calculated considering the multiplication of each of the multipliers used. The required driving frequency is then calculated by using the following equation:
Once this is determined, the \( HP \) sweep oscillator is set at the calculated frequency at +10dBm power level. In the case where a frequency sweep is required, the hp sweep oscillator is remotely set to increase its frequency in the steps required for the given measurement. On the receiver side, a proper ranged SAX module needs to be connected to receive the outcoming signal through a feed horn. The spectrum analyzer has to be set in the external mixer option with a right multiplication factor given for the corresponding SAX module used and a right frequency range must be selected to detect the outcoming frequency. For more accurate reading of the detected power level, a correction is applied to the frequency spectrum for the range of each SAX modules which account for the conversion loss while down converting the signal. It is also important to turn ON the signal ID (SID) option in the spectrum analyzer which removes any image signal in the observed spectrum. Moreover, each of the SAX modules have their damage power threshold limit. To ensure safe operation of the SAX modules, the signal from the transmitter side is attenuated on its path using a stack of microscope glass slides before the beam reaches the receiver side feed horn. This can be done before/after the sample placement depending on power requirement at the sample position.

In our first test measurement in the newly assembled system the power level abruptly dropped in the observed output spectrum at a magnetic field of about 4.2T. After a careful analysis of the whole system, we noticed the SGX module auto turning off at higher fields exceeding 4.2T. Later we discovered the cooling fans of internally cooled SAX and SGX module were turned off, within first few tesla ramping of the magnetic field, leading to overheat of the SGX module causing it to auto-turn off using a safety mechanism. This required a modification of the SGX module and installation of much stronger external ac fans which work unaffected up to 9T magnetic field. This external cooling mechanism is applied to both the SGX and the SAX modules and have been working great so far without any further issues.
2.3 Working Mechanism of the Quasi-Optical system for polarization tuning

The quasi-optical circuit system is used to direct the HFM to the sample and collimate it afterwards for the detection as well as to tune the polarization. Polarization tuning is done by using the M-P interferometer on both transmit as well as receive sides. As shown in Fig. 2.2(C), the HFM beam from a feed horn is directed to a horizontal grid which polarizes it vertically. A metallic parabolic mirror then collimates the vertically polarized (VP) HFM beam and directs it towards a 45° aligned polarizing wire grid which partially reflects and transmits the beam. The reflected part of the beam is sent to a movable roof mirror while the transmitted part is reflected by a fixed roof mirror. The reflected beams from these two roof mirrors recombine giving again a HFM beam of the same frequency but of a specific polarization, determined by the optical path difference of the two split beams. If the two beams have a path difference as an integral multiple of the microwave wavelength ($\lambda$) then the output is a linearly polarized beam similar to the original one. If the path difference is an odd integral multiple of $\lambda/4$ then the output is a circularly polarized beam of one handedness. And if the path difference is an integral multiple of $\lambda/2$ then the output is a linear polarized beam of the opposite type. In between the circular and linear polarization lies an elliptical polarization. In this way the polarization of the HFM beam can be continuously tuned from linear vertical to horizontal passing by left- and right-handed circular polarizations. This is the basic working principle of the M-P interferometer as described in the original article [48].

In the case of this new system, the degree of polarization can be continuously tuned by changing the position of the movable roof mirror on the source or the detector side by the use of the motorized actuator, as shown in Fig. 2.2(C). Fig. 2.4(A) shows how exactly the polarization cycles with respect to the motion of each of the moveable roof mirrors. In the case considered the wavelength is 1mm,
Figure 2.4: Illustration of working mechanism of quasi-optical system.

(A) shows the polarization cycling of 300GHz signal performed by moving actuators on transmitter and receiver side independently. Black and red (green and blue) curves respectively represent polarization cycling created by moving roof mirror on the transmitter (receiver) side forward and backward using actuator A1 (A2) while keeping the receiver (transmitter) side polarization constant. Red (blue) double sided arrows show the polarization cycling happening at $\lambda/2$ translation of roof mirrors on transmitter (receiver) side. (B) Polarization cycling for different frequencies with respect to the motion of roof mirror on transmitter side while keeping polarization of receiver side as constant. Black, red and blue color curves represent the polarization cycling for 300GHz, 600GHz and 900GHz respectively, with double headed arrows of corresponding color representing polarization cycling at $\lambda/2$ translation of roof mirror for a given frequency. (C) polarization tuning of source and detector side at 300GHz. Black curve represents polarization rotation of receiver side while forcing vertical linear polarization from the transmitter side. Red curve represents polarization rotation of transmitter side while fixing the receiver side at vertical linear
polarization determined from black curve (see description in the text for details). This calibrates polarization of transmitter side with respect to the motion of roof mirror 1. Blue curve represents the recalibration of receiver side for any polarization done by fixing transmitter side at position of vertical polarization. This sets polarization of receiver side with respect to the motion of roof mirror 2. Red (blue) vertical dotted lines represent position of different polarization transmitter (receiver) side with respect to the position of roof mirror set by movable actuator of corresponding side. Double headed arrows of corresponding color represent a distance of $\lambda/8$ for frequency at 300GHz. (D) shows graphics for tracking of same polarization (blue curve) and cross polarization (red curve) while moving the actuators on both sides at the same time.

corresponding to a 300GHz microwave signal used in the test. The black (red) curve shows the output power level detected on the receiver side while the roof mirror on the transmitter side is moved from 2-4mm (4-2mm) while the receiver side polarization remains constant. It is obvious to see the curve completing its cycle every $\lambda/2$ distance (i.e., 0.5mm), the roof mirror travels, which corresponds to an overall path difference of $\lambda$, 1mm, as the beam moves both forward to and backward from the movable roof mirror. The observed change in the detected signal intensity as a function of actuator position is due to the change in polarization of the HFM beam generated by the motion of the roof mirror. Even though more calibration is required to figure out which actuator position corresponds to which polarization, it is evident that the detected signal is maximum when both the transmit and receive systems are set on the same polarization and the detected signal intensity will be minimum when the transmit and receive system are set on cross polarization. For example, if the receiver system is set on vertical linear polarization (VP) then the maxima on the curve for detected power level vs actuator position of the transmit system corresponds to the VP of the transmit side. Likewise, a minimum actuator position in the same curve corresponds to horizontal linear polarization (HP) i.e. cross polarization for VP. In this way the detected signal intensity cycles as a function of actuator position as shown in each of the graphics in Fig. 2.4. One thing to notice is that there is a small amount of lag between the two set of curves in Fig. 2.4(A) for the motion of the roof mirror moving forward and backward. This corresponds to the backlash of the actuator motor used to move the roof mirror. In real measurements this is accounted by moving each of the movable roof mirror always
in one direction but can also be accounted by considering the backlash while moving the actuator in the opposite direction. A similar result is observed while moving the roof mirror in the receiver side while keeping the transmitter side at one arbitrary polarization, shown by green and blue curves. Again, we observe polarization cycling with actuator position displaced by $\lambda/2$ i.e., path difference $\lambda$.

Figure 2.4(B) shows polarization cycling at different frequencies, 300GHz, 600GHz and 900GHz, with respect to the motion of roof mirror on transmitter side while keeping the receiver side on any fixed position. Moreover, the curves are translated horizontally and vertically to bring the minima for all frequencies near 2.2mm for clear observation. At 300 GHz, the polarization cycles through every 0.5mm ($\lambda_{300}/2$) of the motor position displacement shown by the black curve. At 600GHz, the polarization cycles twice in the same roof mirror displacement corresponding to one cycle of 300GHz shown by the red curve. This observation is as expected and corresponds to a wavelength reduction to half, i.e., $\lambda_{600} = \lambda_{300}/2$. At 900GHz, the polarization cycles three times within one cycle of 300GHz corresponding to a reduction in wavelength by a factor of 3, i.e., $\lambda_{900} = \lambda_{300}/3$, shown by the blue curve. All these measurements at different frequencies show the effective operation of the quasi-optical system and M-P interferometer to cycle and tune the polarization of the HFM by moving the moveable roof mirror on each side independently. From this, one can also generalize that the polarization cycling and tuning works for the entire range of frequency i.e., from 220GHz to 1.1THz. Having tuned the polarization of the transmitter and the receiver side independently, this system can be used to send one polarization to the sample and detect any response created by the sample in a different polarization as well as to perform detailed polarization rotations generated by samples under study.

Even though the working principle of the system for polarization cycling on both the transmitter and the receiver side has been described so far, it is still required to explain the calibration method to distinguish which actuator position on each side corresponds to what specific polarization. We use our own method to tune the polarization of the system to know which actuator motor position or corresponding movable roof mirror position on either side corresponds to which specific polarization. To determine this,
first, we move the vertical polarization grid on the transmitter side from its original position to a position next to the second parabolic mirror just before the magnet bore, which can be seen in Fig. 2.2(B). This forces the VP to pass through the grid irrespective of any polarization produced by M-P interferometer beforehand. The data is given for 270 GHz, but this is true for any given frequency. The next step is to move the roof mirror on the receiver side to tuning the polarization to get a polarization cycling like the black curve in Fig. 2.4(C). In this curve, the minima correspond to the position of cross polarization i.e., HP and midway between two minima lies a maxima or same polarization i.e., VP. In this way we determine the polarization of the receiver side with respect to the vertical polarization coming from the source side. In a real case scenario, the transmit side has to be set for any type of incoming polarization so we need to tune both sides for any given polarization. Now we take one of the minima i.e., HP on the receiver side, 2.718mm in the graphic shown by the green vertical dotted line, to set the polarization of the transmitter side. After moving the vertical polarizing grid back to its normal position, we move the actuator (A1) of the transmitter side to change the polarization and obtain a polarization cycling similar to the red curve in Fig. 2.4(C). Since the receiver side is set to receive HP at its maximum, the minima on this graphic will correspond to the position of VP. If we move a distance $\lambda/8$ from the position of minimum we get to a position of circular polarization of one handedness, CP1. Moving in the same direction by another $\lambda/8$ distance will give the position of maximum i.e., HP. If we move a further distance by $\lambda/8$ in the same direction, we get to a position of another circular polarization opposite to that of earlier one i.e., CP2. Moving another distance of $\lambda/8$ brings us back to the position of another minimum or we come to our starting position in terms of polarization. This cycle of polarization rotation continues as a function of actuator position. The positions of different polarizations on the transmitter side obtained on a test calibration using 270 GHz frequency is shown clearly by the red curve and red dotted lines in Fig. 2.4(C). Now that the polarization of the transmitter side is tuned, one has to go back to the receiver side to tune the polarization for any arbitrary polarization coming from the transmitter side. For this one of the minimum positions on the red curve is taken and A1 is set on that particular position i.e. 2.65mm in Fig. 2.4(C) to set for VP. Then again A2 is moved to obtain a polarization rotation curve like the one shown in blue in the
graphic. In this case since the transmitter side is set at VP, any minima would correspond to HP, and by moving a distance $\lambda/8$ successively in each direction one can get to the position of CP2, VP, CP1 and so on as shown by the blue dotted lines in Fig. 2.4(C). In this way the polarization of both the transmitter and the receiver sides is tuned and each side’s polarization can be set independently. One thing to note here is that for polarization dependent measurements it is important to tune the polarization of both sides for a given frequency as the wavelength changes and tuned polarization for one frequency does not work for another frequency in general.

Once the polarization of both sides is tuned, we can move both the actuators A1 and A2 at the same time to track the desired set of relative polarizations. With this one can continuously track both sides for the same relative polarization and cross polarization. Figure 2.4(D) shows two curves where the maxima and minima were tracked continuously in two different test measurements. The maxima tracking curve, corresponding to the same polarization of either side for each data point on the curve, is almost constant in power level, reflecting relatively constant set of maxima in the polarization cycling curves. On the other hand, the minima tracking curve, corresponding to the cross polarization on both sides for each data point in the curve, is modulated more than expected. We attribute this modulation to the sharp nature of the minima in the polarization cycling curve which is sensitive even to a micrometer misalignment between the cross-polarization positions of the two roof mirrors on both sides.

2.4 Test measurements to verify the system

A series of test measurements have been performed to verify this system using two different bulk samples of the well-known high frequency easy axis antiferromagnet (AFM) MnF$_2$, which has a zero field resonance at 261GHz at low temperature [3]. A 500 $\mu$m thick polished bulk sample (sample 1) was used to perform a frequency dependent, angle rotation and polarization dependent measurement. Another sample of thickness about 3mm (sample 2) was used to perform a temperature dependent measurement, frequency sweeps and a polarization dependent measurement of a different kind.
2.4.1 Frequency dependent measurements

**Figure 2.5**: A Frequency vs field plot for the resonance position while applying field along the easy axis and the hard axis directions performed on sample I at 12K. Dotted magenta lines are straight guidelines connecting resonance positions for field along easy axis. The zero-field resonance is observed at 257 GHz (see text for details). The inset shows a sample raw signal at 450GHz where a signal extinction can be clearly seen across the resonance position. The center of this extinction region is taken as the position of resonance and the width of extinction is taken as the error. The green vertical dotted line at 9.54T represents the spin flop transition of MnF$_2$ which is just beyond the capacity of our maximum field limit, 9T.

In Fig. 2.5 we show frequency dependent field sweep measurements on sample 1 while applying the field along the easy and the hard axis (black squares and blue spheres, respectively). These measurements were done at 12K and in a frequency range from 220GHz to 480GHz within the maximum field range for AFMR supported by our field limit of 9T. As shown in the sample AFMR signal in the inset of Fig. 2.5, we get complete extinction of the spectroscopic signal in the bulk sample within the dynamic range provided by the spectrum analyzer used in the measurement. Since there is no sharp resonance peak, the center of the resonance extinction region is taken as the resonance position in the plot for resonance position as a function of frequency and the width of the extinction as the error. In the graphic, magenta color lines are the guidelines connecting the resonance position and one can see the zero-field resonance around 256.75GHz. This zero-field resonance is almost 4GHz below the standard zero field resonance
described elsewhere [3, 47] and is attributed to the higher temperature, 12K, used in this measurement. From the easy axis data of the graphic, we get frequency mapping of the resonance position for both the upper branch and the lower branch eigen modes of MnF$_2$. These two branches have opposite chiralities, the upper branch being right-handed circularly polarized and the lower branch being left-handed circularly polarized, which is a characteristic feature of easy axis AFMs like MnF$_2$ [3, 47]. The lower branch guideline crosses the field axis at 9.54T, obtained from a linear fit of the data, which corresponds to the spin flop transition of this sample, above which the magnetic sublattices rotate by 90° and the magnetization enters the quasi-ferromagnetic mode with further increase in field value as described in references [3, 47]. We also rotate the sample by 90° and perform measurements along the hard axis of this sample which are also shown in the same graphic. This signal behavior also agrees well with data from the literature [3].

2.4.2 Temperature dependent measurements

Temperature dependent field sweep measurements were performed at 260GHz on sample2 while aligning the sample easy axis along the field and the results are shown in Fig. 2.6. Raw spectrum plots at various temperatures are shown in the inset with color codes, and the resonance position and error bars are extracted and plotted on the main graph as temperature vs field. With increase in temperature the resonance position moves higher in field, and the increment results in two types of slopes which can be seen from the graphic. Below the AFM Neel temperature (67K), of this material the signal increases slowly towards higher field with increase in temperature, and after the Neel temperature the signal moves relatively faster towards the higher field. These two regions correspond to the antiferromagnetic and paramagnetic regions below and above the Neel temperature respectively. Other important information to note from the raw spectrum plot is the signal width, which is smaller for the antiferromagnetic regime and becomes broader and broader in the paramagnetic region with increase in temperature. This increase in signal width is represented by larger value of errors in the graphic.
Figure 2.6: Temperature dependent measurements performed on sample2 at 260GHz. The resonance positions at different measurement temperatures are plotted as a function of magnetic field. Different trends of slopes across transition temperature (67K) denote antiferromagnetic nature of the signal at lower temperatures and paramagnetic the signal at higher temperatures. The inset shows the raw spectrum obtained at different temperatures. The resonance position was taken as center of the extinction region and the width of extinction was taken as the error.

2.4.3 Frequency sweep measurements

In Fig. 2.7, we show the frequency sweep measurements at different applied fields. This type of measurement displays one of the unique aspects of this system where one can sweep frequency in the high frequency range at a given temperature and magnetic field permitted by the system capability. As per available knowledge, there is no such system in the world where one can continuously sweep frequency in this region of HFM. Here we have shown frequency sweep measurements on sample 2 at 25K and different applied fields up to 1T, where we see splitting of degenerate magnon mode with the application of magnetic field. We observe a very clear zero field degenerate resonance mode around 243GHz, shown by black curve. With the application of magnetic field, the degeneracy lifts and we start to see both upper and lower branch signals as shown in red, green and blue color curves for 0.25T, 0.75T and 1T fields respectively. As expected from
the measurements [3, 47] and our own data in Fig. 2.5, the split mode in the high frequency side moves higher in frequency with increase in field in contrast to the one in lower frequency side.

**Figure 2.7**: Frequency sweep measurements done at fixed field values on sample2 at temperature 35K. Black, red, green and blue curves represent frequency sweeps at 0.00, 0.25, 0.75 and 1.00T respectively. Vertical lines of corresponding color represent resonance positions for that sweep.

Here, the observation of the zero-field mode at lower frequency, 243GHz, compared to standard 261GHz is attributed to the higher temperature used in the measurement. As per our knowledge, this is the first set of data observed on this AFM system in a frequency sweep mode. We are working on increasing the sensitivity of these frequency sweep measurements by modulating the frequency and the magnetic field while sweeping. We also expect to see an improvement in the signal quality by setting the transmit and receive sides at specific known polarizations, which requires a detailed study of frequency sweep measurements which is out of the scope of this study.

### 2.4.4 Sample rotation measurements

This system also has capability of performing sample rotation measurements with respect to the direction of magnetic field, in plane rotation by ±110° from a reference 0° in fine steps of 0.25° and out of
plane rotation by ±15° in steps of 1°. This rotation capability allows the user to study magnetic anisotropies while characterizing magnetic samples as well as to find the direction of the symmetry axes like the easy axis in case of uniaxial AFMs. In Fig. 2.8 we show results from angle rotation measurements performed in sample 1 to pinpoint the direction of easy axis at 420GHz HFM frequency.

![Figure 2.8: Angle rotation measurements done on sample 1 at 420GHz and 12K with sample alignment close to the easy axis. The resonance field positions are plotted against alignment angle relative to a reference line taken for the sample alignment. Center of the signal at the extinction region is taken as the resonance position and the width of the extinction is taken as the error. The raw spectrum is given in the inset. The resonance position has a minimum around -4° which represents the direction of the easy axis.](image)

The 420GHz frequency was taken from the frequency mapping shown Fig. 2.5 for two reasons: the misalignment becomes more prominent towards the spin flop field [47] and the resonance must lie within the field range of our system while covering the deviation coming from the misalignment. Initial measurements were done in larger steps to get a rough estimate of the direction of the easy axis. After that, more detailed measurements were done in steps of 1.25° around the easy axis as shown in Fig. 2.8. The raw spectrum data for the chosen range of angles is shown in the inset. Resonance positions and corresponding errors were taken from the center of the signal extinction region and the width of the extinction respectively.
as described earlier for other types of measurements. As shown in the graphic, the angle vs resonance field plot clearly displays the minimum field position occurring around -4° shown by the blue arrow. From this observation, the direction of the easy axis is determined to be aligned along (-)4°±1° with respect to the reference 0° chosen in the sample crystal. An image of the MnF₂ sample used for this measurement is shown in Fig. 2.9. In this figure, the blue horizontal arrow points in the direction of the reference line and the red-arrow points in the direction of the easy axis. The angle shown in the image is not to the scale.

Figure 2.9: MnF₂ sample (sample1) used in the angle rotation measurement for localization of easy axis. Bulk MnF₂ crystal was polished to smoothen down surface roughness to 2nm (rms) and 4nm Pt was deposited on top for next set of transport measurements.

2.4.5 Polarization dependent measurements

Another benefit of this system relies on the continuous polarization tunability at a given frequency. With the help of the movable roof mirrors in the M-P interferometer, one can tune the polarization of the transmitter and the receiver side independently. Fig. 2.11(A) and (B) show plots of some polarization dependent measurements performed on both samples. Fig. 2.11(A) shows polarization dependent measurements on sample1 performed at 240GHz frequency and 12K temperature when both transmitter and receiver sides are tuned to the same polarization. The graphic shows data when both the transmitter and the receiver were tuned to horizontal linear polarization (HP-HP), circular polarization of one handedness (CP1-CP1), vertical linear polarization (VP-VP) and circular polarization of the other handedness (CP2-
CP2), which are shown in blue, green, red and black respectively. To track the polarization of both sides continuously, the roof mirrors on either side were simultaneously set at the position of HP and then moved in opposite directions in steps of distance $\lambda/4$ for successive measurements on other polarizations. The observed signal is strongest for HP-HP configuration and weakest for VP-VP polarization. In between these two signals, the signal for circular polarization is stronger for CP1-CP1 then for CP2-CP2. In addition, the resonance shape also changes from one type of polarization to another type. We attribute this to the polarization selective absorption from the sample.

![Figure 2.10](image)

**Figure 2.10:** Results for polarization dependent measurements (A) shows polarization dependent measurements performed on sample1 at 240GHz and 12K for the case where both transmitter and receiver side are set at same type of polarization. Blue, green, red and black curves represent data taken when polarization of both sides was fixed at HP, CP1, VP and CP2 respectively. (B) shows polarization dependent measurements performed on sample2 at 260GHz and 35K when the polarization of transmitter side was fixed at HP and that of receiver side was rotated around. Blue, green, red and black curves represent data taken when receiver side polarization was set at HP, CP1, VP and CP2 respectively.

Figure 2.11(B) shows data for polarization dependent measurements performed on sample2 at 260GHz where the polarization on the transmitter side was kept constant at HP while the receiver side was changed to different polarizations. As shown in the graphic, a signal with maximum intensity was observed when both the transmitter and the receiver sides were tuned at same polarization i.e., HP-HP. The signal
intensity was minimum when two sides were tuned at cross polarization i.e., HP-VP. In the case when the receiver was tuned on circular polarization, the signal was stronger when the receiver was in CP1 than in CP2 polarization, which makes sense for the circular polarization dependent sample used in the measurement. This also gives a clue about the chirality of HFM at CP1 and CP2. The applied HMF frequency lies on the upper branch of MnF$_2$, right-handed circularly polarized, and gives a higher intensity signal for the CP1 position than for the CP2 indicating the receiver side being tuned to the right-handed circularly polarized position at CP1 and the left circularly polarized position at CP2. In addition, the signals for HP-CP1 and HP-CP2 combinations are of opposite nature in terms of line shapes. A detailed study on the phase of nicely resolved spectroscopic signal can give information about the change in the signal phase caused by the sample. This newly built system has the capability for phase sensitive measurements in terms of polarization rotation caused by samples which can be used to extract information about the sample under the investigation. A detailed study on phase sensitive measurements is out of scope of this study.

2.5 Frequency extension plans

The existing high frequency THz circuitry described heretofore is soon to be expanded to continuously cover the range of microwave frequencies between 60GHz and 1.5THz on both the transmitter and the receiver sides (necessary funding already approved). This expansion will make it possible to study many AFM materials which display their dynamical acoustic and optical spin modes below 220GHz and above 1.1THz, respectively. The expansion will involve the addition of necessary electronic components both below and above the currently existing frequency range, and the modification of the quasi-optical circuitry to focus and transport a coherent beam of microwaves below 220GHz. The required electronic components include two new SGX modules (with output frequencies in the range 60-90GHz and 110-170 GHz) and four new SAX modules (with detection capabilities in the range 60-90 GHz, 90-140 GHz, 140-220GHz and 1.1-1.5 THz). In addition, several new frequency multipliers and amplifiers will be used not only to cover the source frequency up to 1.5THz but also to provide higher microwave powers, in several
bands, necessary for an efficient charge-spin interconversion in AFM spintronic devices. The power amplified bands will be 60-115 GHz (20dBm), 115-170 GHz (~25dBm), 250-270 GHz (17dBm), 290-340GHz (18dBm), 500-540 GHz (7dBm), 600-640 GHz (9dBm) and 900-1000 GHz (0dBm).

**Figure 2.11:** A design showing the upgraded THz circuitry. The components to be added to the existing circuitry (shown in figure 1 (b)) is marked in green. In the figure (i), (ii) and (iii) represent the corrugated feed horn, a collimating parabolic mirror and a corrugated waveguide respectively.

To address the limitation imposed by the small aperture of the access to the magnet core for the broad microwave beam below 220GHz, a series of corrugated waveguides, corrugated feed horns, focusing mirrors and collecting cryostat lenses will be acquired. The modified circuitry for the low frequency is shown in green in Fig. 5 where the items labelled (i), (ii) and (iii) represent a corrugated feed horn, a collimating parabolic mirror, and a corrugated waveguide, respectively. The corrugated feed horns will produce a gaussian beam for the microwave coming out from the multipliers and feed the signal to be detected by the SAX module. The specially designed corrugated waveguide will allow the coherent transport of the beam collimated by a parabolic mirror to and from the sample. A set of specially designed impedance matched high frequency lenses will be used to focus the beam to the sample position and re-collimate the outcoming beam towards the transmitter side. In addition, a set of specially designed NIR reflective blockers will also be used inside the lenses to improve the low end of the operating temperature of the system.
This upgraded system will cover a broad range of frequencies and provide the necessary high-power levels required for efficient spin-charge interconversion in AFM spintronic devices across the available frequency spectrum.

2.6 Conclusion

In summary, a unique frequency tunable high frequency spectroscope operating in the THz gap region is designed, successfully installed and test measurements are performed using well known MnF2 samples. In addition to normal spectroscopy, the system can also be used for transport measurements with high frequency microwaves, optical and UV radiation as well as ultrafast laser pulses. The system has continuous frequency tunability from 220GHz to 1.1THz and will be soon expanded into 60GHz-1.5THz for spectroscopic measurements and the system polarization can be tuned on the transmitter and the receiver side independently for a given frequency using two M-P interferometers, one on each side. Measurements can be performed at varied temperatures from 5K to 300K in a range of magnetic fields up to 9T, and samples can be rotated in as well as out of the sample plane with respect to the magnetic field. A unique system like this, with all the features described in this paper, has opened an exciting research opportunity to work in the frequency range abandoned by the THz gap.
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CHAPTER 3: LOW FREQUENCY SPECTROSCOPY OF 2D VAN DER WAALS ANTIFERROMAGNETIC TOPOLOGICAL INSULATOR

MnBi$_2$Te$_4$(Bi$_2$Te$_3$)$_n$ FOR $n = 1$ AND 2

3.1 Introduction

Magnetic topological insulators (MTIs) [1-4] are gaining scientific interest since their discovery due to the richness of physics associated with the combination of non-trivial electronic structure and the magnetism found in these compounds. These materials provide a platform for the realization of exotic phenomena like quantum anomalous Hall effect [5-7], chiral Majorana fermions [8-10], topological axion insulators [11, 12], and the topological magnetoelectric effect [13, 14]. The realization of these unusual phenomena in MTIs make them also attractive candidates for applications in spintronics. Indeed, topological insulators (TIs) are already being explored in the field of spintronics attending to properties such as high spin orbit coupling [15, 16], topological surface states [17, 18], and spin-momentum locking [19, 20]. The addition of magnetism to TI characteristics makes them even more powerful materials where one can imagine the realization of self-operating spintronics devices without the need of the heterostructures needed in conventional spintronics [21, 22]. The recent discovery of 2D vdW MTIs [3, 4, 23-27] adds another aspect to the unique properties of MTIs, enabling the possibility of developing spintronics devices of reduced dimensions [28-30] while utilizing exotic topological properties.

MnBi$_2$Te$_4$(Bi$_2$Te$_3$)$_n$ (with $n = 0$-2) is a family of magnetic 2D vdW MTIs displaying an easy axis antiferromagnetic ordering below the corresponding transition temperatures. A great emphasis has been given to the study of electronic, magnetic, and thermodynamic properties of this system by using techniques like ARPES, transport and magnetometry, but a detailed magnetic resonance spectroscopy at low frequency probing the magnetic behavior of these materials is still lacking. So far, high-frequency magnetic resonance spectroscopy studies on MnBi$_2$Te$_4$ ($n=0$ compound) reveals its easy axis AFM ordering and a high-frequency zero-field dynamical mode [31]. The same high-frequency studies concluded that MnBi$_4$Te$_7$ ($n=1$ compound) behaves ferromagnetically [31-33].
Here we describe low-frequency spectroscopy experiments performed on compounds MnBi$_4$Te$_7$ (n=1) and MnBi$_6$Te$_{10}$ (n=2). Neel temperatures for these two compounds have been reported to be 13K [27, 33] and 11k [27], respectively. From the field rotation measurements, we observe the existence of the easy axis anisotropy with a corrugated hard plane in both compounds. Temperature dependent measurements show a unique behavior across the transition temperature suggesting an AF origin of the signals. Our measurements show how the change in stoichiometry affects the strength of the exchange coupling between the two magnetic layers in the compounds.

### 3.2 Samples and the measurement set up

![Figure 3.1: Crystal structures of MnBi$_2$Te$_4$(Bi$_2$Te$_3$)$_n$ for n = 0-2. (A) and (B) respectively show the crystal structures of quintuple and the septuple layers which are the building blocks of the MnBi$_2$Te$_4$(Bi$_2$Te$_3$)$_n$ family. (C) shows the crystal structure of the parent compound MnBi$_2$Te$_4$ (n=0) where the individual septuple layers are stacked together in layers. (D) shows the crystal structure of MnBi$_4$Te$_7$ (n=1) compound where a non-magnetic quintuple layer is inserted between the two septuple layers of MnBi$_2$Te$_4$. (E) shows the structure of MnBi$_6$Te$_{10}$ (n=2) compound where two non-magnetic septuple layer is inserted between the two layers of MnBi$_2$Te$_4$. (Image source: J. Q. Yan et. al., Phys. Rev. Materials 4, 054202 (2020))](image)

MnBi$_2$Te$_4$(Bi$_2$Te$_3$)$_n$ forms a series of compounds, for different values of n, based on the stacking of two types of layers: the non-magnetic quintuple layer and the magnetic septuple layer as shown in Fig. 3.1(A) and (B) respectively. In the quintuple layer the Bi and the Te atoms are arranged to form a Bi$_2$Te$_3$
structure as shown in Fig. 3.1(A) whereas in the septuple layer the addition of the Mn atoms forms the MnBi$_2$Te$_4$ structure as shown in Fig. 3.1(B). The presence of the Mn atoms with unpaired electrons in the quintuple layer gives rise to the birth of magnetism in this class of compounds. The magnetic moments of each of the Mn atoms in the layer align in the out of plane direction to the layer giving a net magnetic moment and the individual quintuple layer acts like a ferromagnet [34]. The first compound of the series, MnBi$_2$Te$_4$ (n=0), is formed by successive stacking of septuple layers on top of each other giving rise to the structure as shown in Fig. 3.1(C). The magnetic layers are found to be coupled by an exchange interaction giving AFM ordering below the Neel transition temperature of this material [3]. In the case of MnBi$_4$Te$_7$ (n=1 compound), a non-magnetic septuple layer is inserted between the two magnetic quintuple layers of MnBi$_2$Te$_4$ giving the structure shown in Fig. 3.1(D). The magnetic layers are spaced out by the addition of the septuple layer which reduces the antiferromagnetic coupling between the two magnetic layers. In the case of MnBi$_6$Te$_{10}$ (n=2 compound), the magnetic quintuple layers are further spaced out by the addition of one more septuple layer. The crystal structure of the MnBi$_6$Te$_{10}$ compound is shown in Fig. 3.1 (E). In all these compounds, with n=0-2, the adjacent layers (septuple or quintuple) are held in position by a weak van der Waals force making it possible for the exfoliation of these materials. The coupling between the magnetic layers decreases with increasing inter-magnetic layer separation and only the compounds with n=0-2 are found to be coupled by antiferromagnetic coupling. In this study we have used epitaxially grown single crystals of MnBi$_4$Te$_7$ and MnBi$_6$Te$_{10}$ compounds.

A highly sensitive low temperature magnetic spectroscopy system was used for the measurement where a Helium-3 cryostat was used to cool down the sample and a vector network analyzer (VNA) was used to perform the microwave transmission studies at a varied range of frequencies while applying a magnetic field at arbitrary directions using a 3D superconducting vector magnet. This system allows for spectroscopic measurements up to 50GHz in frequency in a range of temperatures from 250mK to 300K, and in a magnetic field up to 7T, 1.2T and 1.2T along three orthogonal directions. The different components of the measurement system are shown in Fig. 3.2, where (A) is a microscope image of an MnBi$_4$Te$_7$ single
crystal sample used for the measurement. (B) is a microscope image of a coplanar waveguide (CPW) which is mounted to a housing box and the sample in (A) is mounted on it using a small amount of a vacuum grease, seen as a shiny part in the image. (C) is an image of the cryostat used for the measurement which allows for the variable temperature measurements to the sample sitting under a vacuum inside it. (D) represent the measurement set up in the lab where the cryostat is inserted into a Helium Dewar of the 3D superconducting vector magnet and the VNA is connected to the cryostat coaxials through the black cables.

![Figure 3.2](image)

**Figure 3.2:** (A) A microscope image of an MnBi4Te7 single crystal used in the measurement. (B) A microscope image of a CPW mounted on a housing box where the two central lines of coaxial cable make connection to the central line of the CPW while the ground planes are grounded to the housing box using conductive silver paint. (C) An image of the Helium-3 cryostat used for the measurements. (D) An image showing the spectroscopic measurement set up in the lab where the cryostat shown in (C) is inserted in the magnet Dewar filled with liquid helium and a VNA is connected to the cryostat.
A home fabricated highly sensitive coplanar waveguide (CPW), sketch shown in Fig. 3.3(A), was used for the transmission of microwaves through the sample. The two ends of the source line (S in Fig. 3.3(A)) of the CPW connect to the central lines of coaxial cables in a housing box which eventually connect to the VNA ports though two long coaxials of the cryostat. The two ground planes (G in Fig. 3.3(A)) of the CPW were grounded to the housing box. The central region of the CPW is highly constricted for an enhancement of the microwave field at the sample position while maintaining the 50 Ohm impedance matching requirement for optimal microwave transmission through the circuit. This constriction leads to a much higher sensitivity of our CPW compared to commercially available ones and often makes it possible for the detection of weaker signals. As shown in Fig. 3.3(A), the microwaves flow through the central line of the CPW along the z-axis of the considered coordinate system where the CPW plane lies in the y-z plane, with the x-axis being out of the plane (OOP) direction. This chosen direction of the microwave ac current with respect to the CPW geometry gives no rf magnetic field in the z-axis. The rf field felt by a thin film
sample position directly atop the CPW lies along the y-axis, with a small component along the x-axis, corresponding to the relatively smaller thickness of the CPW compared to the width of its central line. Correspondingly, the rf field can be written as \((H_{rfx}, H_{rfy}, 0)\). The relative orientation of the applied static field at the sample position with respect to the chosen coordinate system is shown in terms of the polar angles \(\theta\) and \(\phi\) in Fig. 3.3(B). This choice of coordinate system with respect to the CPW and a planar sample mounted on top of it ensures the sample plane being the y-z plane and the x-axis being the direction perpendicular to the sample plane. We will be referring to this coordinate system while explaining the results of our spectroscopic measurements.

3.3 Results and discussion

The results of our low frequency spectroscopic measurements are described based on the stochiometric composition of the samples used and each part is further classified into many different parts prevailing to the nature of the measurement. A comparative analysis based on the results for the two stochiometric samples is performed in the end of this section.

3.3.1 Measurements on MnBi₄Te₇ sample

We have performed a series of measurements on MnBi₄Te₇ \((n=1)\) as a function of the direction of the applied field, the temperature, and the frequency used. These results are classified into field rotation measurements, temperature dependent measurements, frequency dependent measurements, and 18GHz measurements. Additional results for the high temperature measurements are discussed together for both stoichiometric compounds in a separate section.
3.3.1.1 Field rotation measurements at low frequency

A set of measurements for the rotation of the applied magnetic field were performed in all the three planes defined by the principal axes shown in Fig. 3.3(B) on a MnBi$_4$Te$_7$ single crystal at $T = 7$K and $f = 7$GHz. A rotation in the y-z plane represents the in plane (IP) rotation while the rotations in x-y and x-z planes represent the out of plane (OOP) rotations with respect to the planar sample used in the measurement. A sample resonance curve obtained for the applied field along +y-axis is shown in the inset of Fig. 3.4(C). A set of three detailed rotations were performed in step of 10 degrees along all three principal planes and observed results for the x-y, z-x and y-z planes are shown in Fig. 3.4(A), (B) and (C) respectively. Fig. 3.4(A) presents the contour plot for field rotation measurements performed in the x-y plane, i.e., rotation...
by an angle $\phi$ while keeping $\theta$ constant at 90°. In Fig. 3.4(A), 0° corresponds to the direction of the field along the +x-axis, 90° corresponds to the direction of the field along the +y-axis, and it continues to rotate in that way until coming back to the starting position at 360°. A clear modulation of the signal by about 0.8T is observed with respect to the applied field angle. The modulation is sharp around the maximum positions which correspond to the IP direction and relatively flat around the minima positions, corresponding to the field along the OOP direction. The modulating behavior of the observed signal reveals the axial nature of this system where the position of the minima, i.e., the OOP direction, corresponds to the easy magnetic axis, and the position of the maxima, i.e., the IP direction, corresponds to the hard plane of the system. This observation agrees with the predicted easy axis nature of this compound. From the position of the sharp maxima, occurring at 85° and 265°, the minima are determined to lie at 355° (or -5°) and 175°. Under normal circumstances, for a planar sample like the one used in this measurement, one would expect 90° and 270° to be the positions of the maxima, differing by 5° in our observation. We attribute this 5° mismatch between the expected and observed positions to the misalignment of the sample/sample holder in the magnetic field. Further measurements were carried out correcting this misalignment during the field sweeps.

Fig. 3.4(B) shows the angle versus field plot for the measurements along the other OOP direction, i.e., x-z rotation. The resonance positions and the corresponding error, proportional to the signal width, were extracted from the resonance curves and plotted as a function of the applied field angle in Fig. 3.4(B). In the figure, 0° (180°) corresponds to the IP direction (along the +(-) z-axis), while 90° (270°) corresponds to the OOP direction (along +(-) x-axis). Unlike in the case of the x-y rotation, the maxima lie in the expected positions of IP field directions i.e., at 0° (180°). This means the minimum positions lie along the considered OOP direction for this plane and the direction of the magnetic easy axis is determined to lie along 90°. There is a little shift in the data points around 90° and 270°, from the expected parabolic nature and occurs in two identical positions separated by 180° which is assumed to be related to the crystallography of the studied sample crystal. Both the OOP field rotations i.e., x-y and x-z rotations, show the easy axis
nature of the MnBi₄Te₇ compound with the magnetic easy axis along the OOP direction shifted by 5° in the ϕ direction of the considered coordinate system and the signal modulation shows the change in anisotropy while moving from OOP to IP direction or vice-versa.

Fig. 3.4(C) shows the contour plot for the field rotation measurements within the sample plane using a corrected IP direction. With our initial observation for the IP rotation not matching with the expected isotropic nature of the sample plane (original IP rotation direction), we adjusted the rotation algorithm to account for the misalignment observed in the x-y rotation as well as the possible misalignments that could be caused while mounting the sample/sample holder in the cryostat by adopting rotations along the corrected IP directions. From this analysis we determined the magnetic easy axis to be aligned along the direction defined by $\theta_{ea} = 88.5^\circ$ and $\phi_{ea} = 355^\circ$ in the considered coordinate system (see the next section (3.3.1.2) for more details). A field rotation measurement was then performed along a plane perpendicular to the direction of the newly defined easy axis. The contour plot shown in Fig. 3.4(C) represents the result obtained for the corrected IP rotation. Compared to all other rotations performed for the IP rotation of this sample under similar conditions, this rotation has the lowest modulation in field (~ 0.1T) and is more symmetric around the expected IP (90° and 180°) directions of the applied field (see section 3.3.1.2 for details on different IP rotations performed). Two points to note from this plot are: (i) The observation of a small but finite modulation for this IP rotation, even after correcting for the misalignments, illustrates the existence of a small in plane anisotropy in this compound (i.e., corrugated hard anisotropy plane); and (ii) The signal strength is maximum when the dc and rf fields are parallel (y-axis) while the resonance vanishes when the dc field is perpendicular to the rf field. As discussed in the following section, this is contrary to the expectation in a ferromagnetic system and points towards an antiferromagnetic origin of the resonances observed in these systems.
3.3.1.2 In plane measurements and corrugated sample plane

Figure 3.5: (A) Contour plot for the in-plane (IP) field rotation measurement on MnBi$_2$Te$_7$ at 7GHz and 7K along the y-z plane of the considered coordinate system. In the plot 0° and 90° correspond to +z and +y axis respectively and rotation completes in that direction. (B) represent the contour plot for the modified sample plane which is perpendicular to the easy axis defined by 80° and 355° for the angles θ and φ respectively. In the plot 0° and 90° correspond to modified +z and +y axis respectively and rotation completes in that direction of rotation. (C) A plot of the resonance positions of three different rotation angle values: 0°, 45° and 90° for different θ planes defined by the angles in the legend. In this graphic, the 90° curve corresponds to the field rotation in the z-x plane. (D) A plot of the θ plane angle vs the maximum modulation obtained from the rotations in plot (c). The θ value for the direction of the easy axis is given by the minimum field modulation plane i.e., 88.5° represented by the green dotted line.

Different in-plane (IP) field rotation measurements were performed at T = 7K and f = 7GHz to determine the nature of the anisotropy within the sample plane. Figure 3.5(A) presents the contour plot for the IP field rotation, i.e., rotation along the y-z plane, where 0° corresponds to the +z-axis, 90° corresponds
to + y-axis and the rotation completes in the (-) y to + z to + y direction of the chosen coordinate system. In this graphic, we observe a slight modulation, of about 0.1T, in the signal position for the IP rotation which is suggestive of the existence of an IP asymmetry breaking the isotropic hard plane anisotropy. The signal is also not symmetric with respect to the positions of the y- and the z-axis field directions across which it is supposed to be symmetric considering proper sample alignment. We observe symmetric positions to be off by 10° from their expected positions of the applied field which are supposed to lie along the principal axes directions.

To account for this observed IP modulation and the symmetricity of the signal, we considered the 5° misalignment observed in the x-y rotation (see Fig. 3.4(A)) and the 10° off positioning of the expected symmetry positions in the y-z rotation. Considering both these effects, the easy axis should lie along the direction defined by \( \theta_{ea} = 80° \) and \( \phi_{ea} = 355° \) respectively. The plane perpendicular to this newly defined easy axis was considered to be the sample plane and a new field rotation measurement was performed in the new plane. The results are shown in Fig. 3.5(B). From this contour plot, the signal is highly symmetric with respect to the position of 0° and 90° but the observed modulation is even higher than in the previous case. From this we conclude that the considered \( \phi \) coordinate of the easy axis, which was defined by the x-y rotation, is reliable but the \( \theta \) angle is to be determined again. Then by fixing \( \phi \) at 355°, we performed field rotation measurements along different theta planes for 0°, 45° and 90°, and the corresponding resonance positions were plotted as shown in Fig. 3.5(C) where each curve represent the data for corresponding \( \theta \) plane given in the legend. From these curves the maximum observable field modulation for each \( \theta \) plane was calculated as the difference in the resonance position for the angles 0° and 90° of the applied field and was plotted as a function of the corresponding plane angle as shown in Fig. 3.5 (D). In the Fig. 3.5 (D), the modulation is minimum for 88°-89° range which correspond to the theta plane passing through the magnetic easy axis. In this way the theta coordinate for the easy axis was determined to be 88.5°. From this determination of the easy axis, we performed another IP field rotation measurement for the corrected sample plane perpendicular to the easy axis determined by the coordinates (88.5° and 355°).
in the chosen coordinate system and obtained the plot shown in Fig. 3.5 (C) of the main text. Even after correcting the easy axis position, we still observe the field modulation shown in the plot which indicates the existence of a small in plane symmetry breaking giving rise to a corrugated hard anisotropy plane.

3.3.1.3 Temperature-dependent measurements

**Figure 3.6:** Results from the temperature and the frequency dependent measurements are shown in upper and lower panels respectively. (A), (B) and (C) represent the contour plots for the temperature dependent measurements performed at $f = 7$GHz in the temperature range from 1K to 25K for the direction of the applied field along the $x$-, $y$- and $z$-axes respectively. The horizontal dotted lines in each of the plots correspond to the transition temperature for this material.

Temperature-dependent measurements were performed in the 1-25K at $f = 7$GHz for the magnetic field along all three principal axes of the chosen coordinate system. The effect from the misalignment discussed in the previous section is considered to be minimal and the overall picture is assumed to be unaffected by this. Fig. 3.6(A), (B) and (C) represent contour plots for the temperature-dependent measurements for the magnetic field applied along the $x$-, $y$- and $z$- axes, respectively. As seen in Fig. 3.6(A), the resonance position remains almost constant with increasing temperature up to around 15K, corresponding to the Neel transition temperature (shown by dotted horizontal line), after which it widens and moves slightly towards higher fields with further increasing the temperature. The signal linewidth, which is very narrow at low temperatures, gradually increases up to around 10K and remains almost constant with further increase, although the resonance presents a change in shape around the transition temperature as well. The signal in Fig. 3.6(B) for the measurement along $y$-direction shows a drastic change
in behavior at the transition temperature, in terms of both intensity and modulation. The signal, which is strong below the transition temperature, becomes very weak and almost disappears above the transition temperature. Also, the resonance moves to lower fields in increasing temperature, staying constant above the transition temperature. This abrupt change in behavior is observed for the first time in this compound, and we attribute it to the antiferromagnetic nature of the signal below the transition temperature, as discussed below. A slight change in signal behavior around 7K is attributed to a systematic factor related to the change in the sensor used to read the temperature of the sample. In Fig. 3.6(C) for the measurement for the field along the z-direction, we observe a similar behavior in terms of signal modulation to that of the y-axis measurement but with a completely opposite trend of the signal intensity with respect to the other IP measurement. Unlike in the y-axis temperature dependence, the signal intensity for the z-axis measurement is weak at temperatures below the transition temperature and becomes strong above the transition temperature with the onset of a strong signal across the transition temperature. In the plot, the signal behavior below the transition temperature is illustrated by a dashed line to guide the eye. As discussed in the previous section this is indicative of the antiferromagnetic nature of the resonance mode below the transition temperature, which becomes paramagnetic/ferromagnetic at higher temperatures. Note that above the transition temperature, the resonance vanishes when the field is applied parallel to the rf field, as seen in Fig. 3.6(B) (y-axis), and becomes strong when the field is applied perpendicular to the rf field, as seen in Fig. 3.6(C) (z-axis), as expected from the orthogonality required in spectroscopy between the applied magnetic field and the quantization axis of the system (here set by the magnetic field in the paramagnetic/ferromagnetic case). The fact that the relative strength of the resonances reverses below the transition temperature means that the quantization axis is determined by the antiferromagnetic interaction and not the applied field, resulting in a strong/weak resonance when the applied field is parallel/perpendicular to the rf field, contrary to the paramagnetic/ferromagnetic case. We understand this still as a result of the applied field, which tilts the sublattice magnetizations (the Neel vector) to a direction perpendicular to the applied dc field above the spin flop transition. In other words, when a field is applied, the Neel vector (quantization axis) rotates into a direction orthogonal to the applied field. When the applied
field is parallel to the rf field (y-axis), indeed, the Neel vector is perpendicular to the rf field, fulfilling the requirement for the absorption of the photon (i.e., rf field perpendicular to the magnetic quantization axis). These results are different from the ones observed in measurements at high-frequency by other groups [31-33], where they observe no such drastic change in the signal behavior across the transition temperature and attribute to a ferromagnetic origin.

3.3.1.4 Frequency dependent measurements

![Figure 3.7](image)

**Figure 3.7**: Results for the frequency dependent measurements performed at $T = 7K$. (A) A contour plot for the frequency dependence along the IP direction (y-axis) of the applied field. (B) A frequency vs field plot for the data corresponding to (a). (C) A frequency vs field plot for the frequency dependence along the OOP direction (x-axis) of the applied field. The errors in (B) and (C) are proportional to the width of the corresponding signals.

Frequency dependent measurements were performed for the field along two orthogonal directions of the sample. Fig. 3.7(A-C) present the results for the frequency dependent measurements performed at 7K for the applied magnetic field along the IP and the OOP directions. Fig. 3.7(A) shows the contour plot for the IP frequency dependence and Fig.3.7(B) shows the corresponding frequency versus field plot for the resonance positions and the corresponding error proportional to the signal width. In both of these graphs, we observe a very clear resonance at frequencies up to around 14GHz, after which the signal becomes broad and starts to behave differently. At frequencies above 15GHz, an additional weaker resonance appears at high field, which is shown as a second resonance in Fig. 3.7(B). Up to 16GHz, the resonance marked as first resonance decreases non-linearly with increasing frequency, which is a unique observation for this
system. At around 17GHz a transition occurs, with a change in sign (the resonance becomes a peak instead of a dip), as can be clearly seen as a change in the color on the contour plot in Fig. 3.7(A). At higher frequencies, both resonances appear to move towards higher fields with increasing frequency and become broader. For the OOP frequency dependence (Fig. 3.7(C)), the resonance responds less to the applied field, moving slightly towards high fields in increasing frequency. We observe similar behavior for both frequency dependences at 4K measurements (see the next section (3.3.1.5) for details). This frequency behavior is definitively different from that expected from a ferromagnetic sample, but does not either correspond to the expectation from a simple easy axis antiferromagnetic system below the spin-flip transition. Although we lack a clear interpretation of the frequency modulation of the observed resonances, this complex behavior and others observed in this sample and described in the following sections make us conclude that they result from the competition of closely commensurate in-plane ferromagnetic and inter-plane antiferromagnetic interactions, leading to an antiferromagnetic system with low ordering temperature, low zero-field dynamical modes, and low spin-flip transition fields, and making the field-frequency-temperature range experimentally explored to coincide with a complex energy landscape associated to the magnetic modes of the system.

3.3.1.5 Frequency dependent measurements at 4K

Low temperature frequency dependent measurements were performed on the MnBi4Te7 sample at 4K for the applied field along the IP and the OOP direction. Fig. 3.8(A) and (B) respectively represent the IP and the OOP frequency versus field plots where the resonance positions and the corresponding errors, proportional to the signal width, were extracted from the raw spectrum. From Fig. 3.8(A) for the IP frequency dependence, we observe almost the same behavior to that of the 7K measurements (see Fig. 3.7(B)). The signal moves towards lower fields with increasing frequency in a non-linear manner and we also observe double resonance features at frequencies above 15GHz. The signal width also increases with increasing frequency beyond 14GHz. The only observable difference between the measurements at 4K and 7K is the behavior of the signal at the higher frequencies. In the case of the 4K measurements both
resonances move towards lower fields even after 14/15GHz where they showed a different trend in the 7K measurement. Fig. 3.8(B) for the OOP frequency dependence at 4K show a similar behavior to that observed in the case of the 7K measurement. There is a weak frequency dependence of the resonance mode to the applied field, moving higher in field with increasing frequency. As discussed in the previous section for the 7K frequency dependent measurements we attribute this to the complex energy landscape associated to the magnetic modes of the system.

**Figure 3.8:** Results for the frequency dependent measurements performed on the MnBi4Te7 sample at 4K. (A) IP frequency dependence for the applied field along the y-axis of the considered coordinate system. (B) OOP frequency dependence for the applied field along the x-axis. The errors in both the data are proportional to the width of the corresponding signals.

### 3.3.1.6 Field rotation measurements at high frequency

Trying to shed light into the nature of the observed resonances we have performed a series of different measurements rotating the magnetic field at a fixed frequency (18GHz) and varying the temperature while fixing the applied field at the three characteristic directions.
Field rotation measurements at \( f = 18\text{GHz} \) and \( T = 7\text{K} \) were performed along all three principal planes of the considered coordinate system to follow the evolution of the two peaks observed at high frequencies in the IP frequency-dependent measurement shown in Fig. 3.7(B). Fig. 3.9(A) represents the field rotation measurement performed in the sample plane direction where \(-90^\circ, 0^\circ\) and \(+90^\circ\) represent the applied field along \(+y\)-, \(+z\)- and \((-) y\)-axis, respectively. As shown in Fig. 3.4(C) for 7GHz, the nature of the modulation of these broad signals is in the similar direction, where the signal along the \( y\)-axis appears to be at higher field compared to the one along the \( z\)-axis for both resonances. But the signal intensity for these resonances show opposite behavior as that seen at 7GHz, i.e., maximum intensity for the rf and the dc field perpendicular to each other and minimum intensity when they are parallel. The signal at the higher field becomes much weaker in intensity compared to the signal at the lower field for the applied field along the \( \pm y\)-axis while both of them remain relatively strong for the field along the \( z\)-axis. Fig. 3.9(B) shows the contour plot for the field rotation along the OOP direction in the \( x-z\) plane where \(-90^\circ, 0^\circ\) and \(90^\circ\) represent the applied field along \(+x\)-, \(+z\)- and \((-) x\)-axis, respectively. Both resonance modes follow the trend of the modulation seen in the out of plane rotation at 7GHz and 7K shown in Fig. 3.4(A). This behavior again supports the expected easy axis nature of the measured sample. Moreover, the resonance at higher field is
strong enough to be observable along the OOP directions (0° and 180°) and hence we see it in the frequency dependent measurement shown in Fig. 3.7(C), while the lower field resonance becomes very weak when moving away from the IP direction (90°) and is not clearly observed in the OOP frequency dependent measurement. The alternative OOP rotation for the x-y plane is shown in Fig. 3.9(C) where 0°, 90° and 180° correspond to the field direction along + x-axis, + y-axis and (-) x-axes, respectively. In this case the signal behavior is very similar to that in Fig. 3.9(B) in terms of modulation and intensity of the resonances, with the exception of the IP direction, where the intensity is higher for the mode at lower field than the one at the higher field, opposite to that of the x-z plane rotation. We associate this again to the orthogonality between the rf field and the magnetic quantization axis of the system required by FMR and the antiferromagnetic nature of the system, as discussed above.

For completion, a set of three temperature-dependent measurements at 18GHz were also performed in the range of temperatures from 250mK to 25K by applying the magnetic field along all three principal axis directions. Fig. 3.10(A), (B) and (C) represent contour plots for the 18GHz temperature-dependent measurements for the field along x-, y- and z-axes, respectively. All these contour plots involve combination of two contours, one in the temperature range from 250mK to 6K with data taken in steps of 0.25K and other one from 6K to 25K with data taken in steps of 1K. Three different resonance behaviors are observed in all the three plots. In Fig. 3.10(A), there is a mode at temperatures below 5K at a field around 0.17T which appear to split into two around that temperature with the mode at the lower field being weak and almost constant in field with further increasing temperature, while the other relatively strong signal at the higher field moves slowly towards higher fields up to around 14K, corresponding to the transition temperature. Around the transition temperature the signal at the lower field disappears while the signal at the higher field continues to move higher in field non-monotonically, becoming almost constant at the highest temperatures. In Fig. 3.10(B) for the applied field along the y-axis, we can see a broad and relatively strong signal in the higher field position at the lower temperatures and a weak signal towards the lower field position. Around 5K the signal at the higher field becomes broader and splits into two, one
broad and strong at lower field and other relatively weak and narrow at the higher field. The strong broad split signal moves towards lower fields and gets merged with the weak signal of low field side. The combined signal then moves slowly towards lower fields and disappears around the transition temperature. The other split signal moves slowly towards lower fields until around 20K and becomes almost constant in field with further increasing temperature. The signal intensity of the signal surviving at the higher temperature decreases with increasing temperature, like the one observed for the 7GHz measurement shown in Fig 3.6(B). In Fig. 3.10(C) for the z-axis signal, we observe a similar trend of different resonances as that of Fig. 3.10(B), with the only difference in terms of relative intensity of the resonances. Difficult to see in this plot, there are also three distinct resonances at low temperature. The signal appearing towards the lower field at lower temperatures and the signal which continues to survive at high temperatures are much stronger than the ones observed in Fig. 3.10(B). The merging of the three resonances into two observed in Fig. 3.10(B) also occurs here at 5K, and the combined resonance finally disappears around the transition temperature.

Figure 3.10: Results for the temperature dependent measurements performed in the range 250mK to 25K at $f = 18$GHz for the applied field along all three principal axes directions of the considered coordinate system. (A)-(C) respectively represent the contour plots for the applied field along x-, y-, and z-axes.

These measurements reveal a very complex behavior likely associated to a sophisticated set of AF dynamical modes arising from the close competition of the in-plane ferromagnetic and inter-layer
antiferromagnetic interactions. Further detailed field rotation measurements at low temperatures revealing the complex dynamical behavior of the multiple resonances observed in figure 3.7 are detailed in the next section (3.3.1.6). Although we lack a complete understanding of the observed behaviors, we are confident in the overall interpretation of the magnetic behavior of this sample in terms of antiferromagnetic ordering with a characteristic and sophisticated energy landscape, as probed by the energy-field-frequency range of our experiments.

3.3.1.7 18GHz low temperature measurements on the MnBi₄Te₇

![Field rotation measurements at 18GHz frequency and 4K temperature.](image)

**Figure 3.11:** Field rotation measurements at 18GHz frequency and 4K temperature. In the figure, (A), (B) and (C) represent the contour plots for the applied field along y-z, x-z and x-y planes respectively. In plot (A) the θ rotation is performed keeping φ at 90° from (-) y-axis (-90°) to + y-axis (90°) through + z-axis (0°). In plot (B) the θ rotation is performed keeping φ at 0° from (-) x-axis (-90°) to + x-axis (90°) through + y-axis (0°). In plot (C) the φ rotation is performed keeping θ at 90° from + x-axis (0°) to (-) x-axis (180°) through + y-axis (0°).

In addition to the 18GHz measurements discussed in the previous section, more field rotation measurements at lower temperatures and a temperature dependent measurement along an intermediate IP field direction were performed to follow the nature of the multi-resonance behavior observed at lower temperatures in MnBi₄Te₇ (see the previous section (3.3.2) for details). Fig. 3.11 shows plots for the field rotation measurements performed at 4K along all three principal planes of the considered coordinate system. In Fig. 3.11(A) for the IP rotation, one can see three clear resonance features at some angles (e.g., 45°), which modulate in terms of field and intensity with change in the applied field direction and only one or
two of them becomes visibly clear at some other angles like at 0° and ±90°. The two resonances at the higher field positions modulate in the similar pattern but they differ in terms of the signal intensity. The resonance at the highest field position is strong when the rf and the dc field are perpendicular to each other i.e., at 0° along the z-axis, and weak when they are parallel to each other, i.e., at ±90° along the ±y-axis. The opposite is true for the signal observed in the intermediate fields, but a similar pattern is observed for the signal at the lowest field position which appears to modulate in the opposite direction to that of the two resonances at the higher field positions. In Fig. 3.11(B) for the OOP rotation along the x-z plane, one can see a similar behavior of the two signals in terms of the modulation as seen at the 7K (see Fig. 3.9 for details). The resonance towards the higher field position moves to the lower field quickly while moving away from the IP direction i.e., 0°. Also, as evident from Fig 3.11(A), we only see two clear features while applying the field along z-direction where the other signal, clear along ± y-axis, doesn’t appear clearly in this OOP rotation. Only one clear signal is observed while applying the field close to the OOP direction i.e., at ±90°. Fig. 3.11(C) for another OOP rotation for the x-y plane shows a similar behavior of the signal modulation for the observed signal which moves quickly towards the lower field while moving away from the IP direction i.e. 90°.

To investigate the behavior of the three resonances observed at 4K IP rotation measurements, another IP field rotation at 250mK was performed and the result is shown in Fig. 3.12(A). From this plot, the nature of all three resonances can be clearly seen both in terms of the field modulation and the signal intensity. The resonances at the lowest and the highest field positions behave in a similar way in terms of the signal intensity for which they have a maximum signal when the rf and the dc field are perpendicular to each other i.e., at 0° along +z-direction, and minimum when they are parallel to each other i.e., at ±90° along ±y-direction, but they modulate in opposite directions. The resonance in the intermediate field has the opposite nature in terms of the signal strength to that of the other two features but modulates like the one observed in the higher field position. These results illustrate the complexity associated with the behavior of the AFM dynamical modes in this sample.
Figure 3.12: (A) contour plot for the field rotation measurement performed at 18GHz and 250mK along the y-z plane. In the measurement the θ rotation is performed keeping φ at 90° from (-) y-axis (-90°) to + y-axis (90°) through + z-axis (0°). (B) contour plot for the temperature dependent measurement performed at 18GHz in the range 1K to 25K in step of 1K while applying the field along -40° direction of plot (A).

For a better understanding of the temperature dependence of the three resonances observed in the 250mK IP field rotation, we performed another temperature dependent measurement along the field direction corresponding to -40° in Fig. 3.12(A) along which all three resonances are clear and obvious to follow. Fig. 3.12(B) represent the contour plot for that temperature dependent measurement performed in the range 1K to 25K in step of 1K. In the plot, the two resonances at the lower fields merge at a temperature around 6K and the combined broad signal slowly becomes weak, finally disappearing around the transition temperature (14K). The other signal at the higher field position moves slowly towards the lower field with increasing temperature and changes slope across the transition temperature. At higher temperature this signal becomes almost constant in field with further increasing temperature. The nature of the signals in this plot is like the ones at the temperature dependent measurements at 18GHz with the applied field along the y-axis and the z-axis given in the main text (see Fig. 3.10 for details) but all the three signals are clearer and easy to follow.
3.3.2 Measurements on the MnBi$_6$Te$_{10}$ sample

We have also performed a series of measurements on the MnBi$_6$Te$_{10}$ (n=2) compound. In this system there is another non-magnetic Bi$_2$Te$_3$ layer between the two magnetic layers of MnBi$_4$Te$_7$. Like in the case of MnBi$_4$Te$_7$, measurements were performed as a function of magnetic field strength and direction of application, temperature, and frequency using the same CPW and the results are summarized in the following sections.

3.3.2.1 Field rotation measurements

![Field rotation measurements](image)

**Figure 3.13:** Results for the field rotation measurements performed on the MnBi$_6$Te$_{10}$ sample at $f = 8$GHz and $T = 7$K. In the figure, (A)-(C) represent the field rotation measurements the x-z, x-y and y-z planes of the considered coordinate system respectively. In (A) the $\theta$ rotation is performed keeping $\phi$ at 0° from (-) x-axis (-90°) to + x-axis (90°) through + z-axis (0°). In (B) the $\phi$ rotation is performed keeping $\theta$ at 90° from + x-axis (0°) to (-) x-axis (180°) through + y-axis (0°). In (C) the $\theta$ rotation is performed keeping $\phi$ at 90° from (-) y-axis (-90°) to + y-axis (90°) through + z-axis (0°).

The field rotation measurements were performed at $f = 8$GHz and $T = 7$K sweeping the magnetic field at different directions along all three principal planes of the considered coordinate system. Fig. 3.13(A), (B) and (C) represent the contour plots for the field rotation measurements along the x-z, x-y and y-z planes, respectively. The y-z plane corresponds to the plane of the sample within a minimal experimental error. From the two OOP field rotation measurements shown in Fig. 3.13(A) and 7(B), the resonance behaves in a similar way to that of the MnBi$_4$Te$_7$ sample in terms of the nature of the signal modulation, with the resonance lying at low field (~0.12T) while applying the field along the OOP direction.
(±90° in Fig. 3.13(A), and 0° and 180° in the Fig. 3.13(B)), and moving to a maximum field position (~0.6T) when applying the field along the IP direction (0° in the Fig. 3.13(A) and 90° in the Fig. 3.13(B)). This is again indicative of an axial symmetry of the system. The observed resonance intensity is maximum for the field along/close to the IP direction and decreases while moving towards the OOP direction. In both OOP rotations, the maxima in the field position are along the IP direction of the sample. This means the OOP direction of the considered coordinate system corresponds to the magnetic easy axis of the sample. Fig. 3.13(C) is the contour plot for the IP rotation measurement, where 0° and 180° correspond to the field applied along the ± y-axis, and 90° corresponds to the field along the z-axis. In this case the signal is also slightly modulated (ΔH ~0.05T), but clearly not as much as in the case of MnBi₄Te₇. We also attribute this small in plane modulation to a corrugation of the hard anisotropy plane of the sample.

3.3.2.2 Temperature-dependent measurements

Figure 3.14: Results for the temperature dependent measurements on MnBi₆Te₁₀ sample performed at f = 8GHz in the range 1K to 25K. (A)-(C) represent the contour plots for the measurements with applied field along the x-, y- and z-axes, respectively. The horizontal dotted lines in each plot correspond to the transition temperature.

Temperature-dependent measurements were performed for the MnBi₆Te₁₀ sample at f = 8GHz in the range 1K to 25K in steps of 1K for the field applied along all three principal axes of the considered coordinate system. The results for these measurements are shown as contour plots in Figure 3.14(A), (B) and (C) for the field along the x-, y- and z-axes, respectively. In Fig. 3.14(A), for the x-axis temperature
dependence, the resonance remains almost constant with increasing temperature up to about 11K (Neel transition temperature for MnBi₆Te₁₀), and then it moves towards higher fields with further increasing temperature. In Fig. 3.14(B), for the y-axis temperature dependence, the resonance moves towards low field with increasing temperature. The relatively strong intensity at lower temperatures drops abruptly around 11K after which it becomes very weak and difficult to follow. In Fig. 3.14(C), for the z-axis temperature dependence, the resonance, which is relatively weak at low temperature, moves down in field within increasing temperature and becomes stronger and constant above the transition temperature (11K). The behavior of the signal in all these observations is similar to that observed for MnBi₄Te₇ (Fig. 3.6), but in this case the z-axis signal is clear enough to be observable in the contour plot even below the transition temperature. As in the case of MnBi₄Te₇ we attribute this unique temperature dependent behavior to the antiferromagnetic nature of the resonance below the transition temperature, with the system becoming paramagnetic/ferromagnetic at higher temperatures. The lower transition temperature observed in this system is consistent with an expected weaker antiferromagnetic interaction between the magnetic layers due to an increased distance as a result of the added non-magnetic Bi₂Te₃ layer.

3.3.2.3 Frequency dependent measurements

Frequency dependent measurements were performed for the MnBi₆Te₁₀ sample with the applied field along the IP and OOP directions. Fig. 3.15(A) and (B) represent the frequency versus field plots for the field applied along the y-axis (IP) and x-axis (OOP), respectively. The resonance positions and the corresponding errors, proportional to the signal width, were extracted from the observed spectrum for each frequency. In Fig. 3.15(A), the resonance moves towards low field non-linearly with increasing frequency, almost similar to the case of the MnBi₄Te₇ sample, but with broader resonances occurring at lower magnetic field positions overall as it corresponds to a lower AF interaction energies. Fig. 3.15(B) for the OOP frequency dependence shows a weaker dependence of the resonance position on the applied field, with the resonance moving slowly towards high field with increasing frequency. As explained in the case of MnBi₄Te₇, these frequency dependence behaviors are attributed to a close competition between the in-plane
ferromagnetic and inter-plane antiferromagnetic interactions, with the latter being even weaker in the case of this sample.

**Figure 3.15:** Results for the frequency dependent measurements performed on MnBi₆Te₁₀ sample at T = 7K. (A) represents the data for the IP measurement for the direction of the applied field along the y-axis. (B) represents the data for the OOP measurement for the direction of the applied field along the x-axis. In both the plots the errors are proportional to the width of the corresponding signals.

### 3.3.3 High temperature measurements in both samples

To understand the behavior of the observed resonances beyond the transition temperature (i.e., 14K for MnBi₄Te₇ and 11K for MnBi₆Te₁₀) we performed high temperature measurements (25K) of the frequency dependence of the resonance. Figures 3.16(A) and (B) represent the frequency versus field plots for the frequency dependent measurement on MnBi₄Te₇ and MnBi₆Te₁₀ compounds, respectively, with the field applied along all three principal axes of the considered coordinate system. The result for each direction is represented by a different color (the resonance was not clear enough to be followed at the lowest frequencies). For both compounds and in all directions the resonances move linearly and overlap with each other within the considered error margins. In Fig. 3.16(A) for the 25K frequency dependence for MnBi₄Te₇, the data points for the different field directions at a given frequency lie almost on top of each other giving
no signal modulation, even in the OOP rotation, as observed for the 7K measurements as shown in Fig. 3.4(A) and (B). The resonance plot for the field along the y-axis lies slightly right compared to the other curves but still within the considered error margin for the overlap and we attribute this to the existence of a small in plane anisotropy, even at higher temperatures, which is reported in measurements by other groups [32]. In Fig. 3.16(B) for the 25K temperature dependence on MnBi₆Te₁₀, the data points for different field directions at a given frequency lie almost on top of each other suggesting no signal modulation in the field rotation measurement, even for the OOP rotation.

The observed linear frequency dependence at 25K suggests normal paramagnetic origin of the observed signal at temperatures well above the transition temperature in both compounds.

**Figure 3.16:** Results for the frequency dependent measurements performed at 25K in both sample. Plots (A) and (B) represent the frequency dependent measurements for the MnBi₄Te₇ and MnBi₆Te₁₀ compounds respectively for the applied field along all three principal axes directions represented by different colors. The magenta lines are the arbitrary lines passing through the representative data of either compound and the origin.

### 3.3.4 Comparative study at 7GHz between two different stoichiometric samples

Figure 3.17(A) and (B) show the OOP field rotation measurements along the x-y plane of the considered geometry at $f = 7$GHz and $T = 7$K performed on the MnBi₄Te₇ and MnBi₆Te₁₀ compounds respectively. From Fig. 3.17(A), the signal for MnBi₄Te₇ has a modulation of about 0.8T while going from
OOP (the easy axis) direction to IP (the sample plane) direction while that for MnBi$_6$Te$_{10}$ sample is about 0.5T as shown in Fig 3.17(B). This decrease in the field modulation indicates a decrease in the anisotropy energy of this system, which may also be associated to the weaker antiferromagnetic exchange coupling between the two magnetic septuple layers with the insertion of an additional non-magnetic quintuple layer in MnBi$_6$Te$_{10}$ sample. The observation of the field modulation for the OOP rotation in both the compounds correspond to their easy axis anisotropy which is strongly temperature dependent as evident from the temperature dependent measurements on each compound discussed in the main text. We also observe a clear dependence of the observed signals on the transition temperature which depends on the sample stoichiometry. Our measurements show a transition temperature slightly below 15K for the MnBi$_4$Te$_7$ and around 11K for the MnBi$_6$Te$_{10}$ compound.

![Figure 3.17](image.png)

**Figure 3.17:** Plots for the 7K and 7GHz OOP field rotation measurements along y-z plane performed on the two stoichiometric compounds. Plots (A) and (B) respectively represent the results for the MnBi$_4$Te$_7$ and the MnBi$_6$Te$_{10}$ compounds. In both the plots 0°, 90° and 180° represent the field direction along the +x-, +y, and (-) x-axis respectively. The two vertical dotted lines in each plot are straight lines passing through the maximum and the minimum signal position whose difference gives the strength of field modulation for each case.

### 3.4 Conclusion

We have performed a detailed spectroscopic study of single crystals of novel 2D antiferromagnetic topological insulators MnBi$_4$Te$_7$ and MnBi$_6$Te$_{10}$ (n = 1 and 2 within the MnBi$_2$Te$_4$(Bi$_2$Te$_3$)$_n$ family). The
motions of the resonance field positions in the OOP field rotation measurements performed below the transition temperature for each of the compounds show the easy magnetic axis nature of both systems. The small modulation of the resonance signal in the IP field rotation measurements at low temperatures indicates a presence of a small in plane anisotropy within the sample plane in both compounds (corrugated hard anisotropy axis). The IP rotation measurements show a unique behavior in the signal intensity which is opposite to that of the ferromagnets and consistent with the antiferromagnetic nature of the dynamical modes expected in these systems at low temperatures. The temperature dependent measurements confirm a phase transition associated to magnetic ordering as a result of antiferromagnetic coupling between magnetic layers in both systems, with a transition temperature smaller for MnBi$_6$Te$_{10}$ (11K) than for MnBi$_4$Te$_7$ (14K) as a result of the increased distance between magnetic layers and a corresponding weakening of the inter-layer antiferromagnetic interaction. Our measurements provide solid evidence for the antiferromagnetic origin of the observed dynamical modes which was not evident in high frequency experiments conducted by other groups [31-33]. The temperature dependent measurements at high temperatures suggest a paramagnetic behavior only for temperatures above the transition temperature, which is further confirmed by the linear frequency dependencies of the resonances observed in experiments conducted at 25K for both compounds.
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CHAPTER 4: STABLE UNIVERSAL 1- AND 2-INPUT SINGLE-MOLECULE LOGIC GATES

The work presented in this chapter is recently published in Advanced Materials [1].

4.1 Introduction

Effective control of electronic properties of molecular junctions for stable rectification [2, 3], switching [4, 5], memory [6, 7], and logic operation [8-13] is critical for reducing the area and power consumption of electrical circuits. Important advances have been made in the design of multifunctional molecular devices that employ external stimuli (e.g., chemical, light, magnetic or electric field) to modulate electron transport through molecular junctions [3, 4, 6, 10, 11, 14-20]. The modulations typically rely on stimulus-induced changes in molecular electronic states [6, 17, 21] and therefore the functional diversity and signal stability of molecular devices depend on the availability of different stable electronic states and efficient conversions between them [3, 4, 11, 22]. As all-electrical-driven devices, three-terminal solid-state single-electron transistors (SETs) [15, 19, 23-29] not only reflect the quantum behavior of intramolecular electron transport, such as Coulomb blockade [16, 18, 30, 31], Zeeman effect [18, 20], thermoelectric properties [26, 27] and Kondo effect [20, 32-34], but also have the unique advantage of controlling the molecular orbitals (MOs) by applying external electrostatic potentials [15, 24, 34-37], thereby providing new opportunities for the ultra-miniaturization of computing elements [38-41]. However, there are still two key challenges in utilizing SETs in single-molecule functional devices. First, the background electrostatic potentials of molecular junctions that affect the absolute energy of MOs are difficult to control, and so the resonance regions determined by MOs are normally different for different junctions formed with the same molecule [16, 18, 30, 41]. Second, the multifunctional implementation requires clear boundaries between Coulomb blockade and resonance regimes [18, 25, 31], which are complicated by the electrode-induced energy-level broadening of Mos [15, 25, 29].
Targeting these two challenges, we screened Au/S-(CH\(_2\))\(_3\)-Fc-(CH\(_2\))\(_9\)-S/Au (Fc=ferrocene) SETs from five different kinds of Fc-based gated SET junctions and designed a prototype Single-Electron Logic Calculator (SELC). First, instead of relying on absolute currents affected by the uncertainty of background electrostatic potentials, we employ current conversions between two sturdy and well-defined resonance regimes rendered by two adjacent conductive MOs of Fc. The MOs have a stable, small energy separation of around 100 meV and sit close to the Fermi energy of the electrodes in all five different Fc-based SETs and our DFT calculations show that this energy signature is not dependent on the conformation of the molecule inside the transistor [23, 27, 42, 43]. Crucially, our measurements and calculations show that the current conversions due to the modulation of MOs by gate (V\(_g\)) and bias (V\(_b\)) voltages are stable. Second, we used n-alkyl (-{(CH\(_2\))\(_n\)}-, n\(\geq\)3) linkers to weaken the coupling between the molecule and the electrodes, i.e., to minimize the broadening of the MO energy levels [27] on the Fc moiety by effectively isolating Fc from the electrodes [19, 44, 45]. Hence, we obtained a sharp-edged diamond-shaped Coulomb blockade regime in Au/S-(CH\(_2\))\(_3\)-Fc-(CH\(_2\))\(_9\)-S/Au SETs that allows the generation of clear current switching signals. The small energy separation of the two adjacent conductive MOs of Fc supports logic operations at low input voltages (\(|V_b|\leq\)80 mV, \(|V_g|\leq2\) V) far below the 1.5-5 V drive voltage and 3-15 V gate voltage of CMOS (Complementary Metal Oxide Semiconductor). By implementing all universal logic gates (the four 1-input gates YES, NOT, PASS\(_1\), and PASS\(_0\) and the seven 2-input gates AND, XOR, OR, NAND, NOR, INT, and XNOR), we demonstrate reliable programmable logic operations based on one single-molecule SET.

4.2 The SELC sample preparation

To prepare the ferrocene-based (Fc-based) SELCs, it is important to obtain a well fabricated chip deposited with nanoelectrodes and back-gate. In the fabrication process, a 1-10ohm-cm 380 \(\mu\)m Silicon N/Phosphorous wafer was used. Fig. 4.1 shows the chip images scanned by scanning electron microscope (SEM) at different fabrication stages. The first two layers are the layers for conducting leads, shown as A. The third layer is the layer for back-gate electrode, shown as B. These three layers were patterned via photolithography. The first layer was deposited with 5 nm/10 nm Ti/Pd (shown as the dark grey small step)
on the 1.0 μm oxide Si/SiO$_2$ wafer surface (shown as the grey flat background). The second layer was deposited on top of the first layer with 15 nm/70 nm Ti/Pd (shown as the light grey pattern). The third layer was deposited in the center between the left and right leads with 35 nm Al$_2$O$_3$/Al (the thickness of the Al$_2$O$_3$ on the surface of Al is about 1nm). The thin insulating layer isolates the gate from the nanoelectrodes (the fourth and fifth layers) and molecules. In Fig. 4.1(C) and (D), the 15 nm thin Au nanowire (fourth layer) and the 60 nm thick Au nano pads (fifth layer) were patterned via ebeam-lithography and deposited, respectively. Figure 4.1(D) is the zoom-in picture of the center of (C). It shows the bow-tie shaped nanowire on top of the Al$_2$O$_3$/Al back-gate between two bright grey nano-pads. The constricted part of the nanowire (the center of the bow-tie) is 50 nm wide [27]. In the fabrication process, a Reactive Ion Etcher (RIE) is used at each step to remove the residual chemicals on the surface of the chip through oxygen plasma.

![SEM images for chip at different stages](image)

**Figure 4.1:** The SEM images for chip at different stages. (A) The pattern of the first two layers (the conducting-leads layers). (B) The third layer (Al$_2$O$_3$/Al back-gate electrode) is deposited between the patterns formed by the first two layers. (C) The fourth and fifth layers (Au nanowires and Au nano-pads) are deposited on top of the first three layers. (D) The zoom-in picture shows the nanowire has been deposited on the back-gate electrode. The constricted part of the nanowire is 50 nm wide and 15 nm thick.
The molecule solution was dissolved in ethanol for the preparation of SELCs. The 0.01 mM molecular solution was mixed with 1 ml ethanol, stirring until it was completely mixed. 15 µl of the solution was then diluted with 1.5 ml ethanol to fully dissolve it and the solution was left at room temperature for one day. After the chip had been completely fabricated, the clean chip was immersed into the diluted molecular solution for about 30 to 40 minutes, so that the molecules were firmly adsorbed on the surface of the gold nanowires through the thiolate anchoring groups. We then gently washed the chip several times with the molecular solution and then soaked it in pure ethanol for 3 to 5 minutes. The chip was then blown dry with N₂ to remove the excess molecular solution before being mounted on the chip holder in the homemade probing box.

We use a current feedback-controlled electromigration method to gradually induce Au atom migration from the central region of the bow tie, thereby narrowing the nanowire [27, 46]. Fig. 4.2 shows the I-V curves of the electromigration process of four samples. These samples clearly show molecular transmission characteristics in the measured Current Map after the nanowires are broken. The blue curve in the figure shows the nanowire narrowing process at room temperature. Once the current flowed through the nanowire, the feedback program would not stop until the resistance of the nanowire exceeded 13 KΩ (corresponding to 1G₀). This resistance indicates a universal single-channel Au-Au connection has been formed in the nanowire [47].

After the nanowire had been narrowed, the chip was transferred immediately into a Helium-3 cryostat and dipped into liquid helium filled magnet Dewar to cool down. The low temperature can effectively reduce the further uncontrolled breaking of the nanowire caused by the vibration of atoms and the surface tension. Then, further electromigration was used at low temperature to break the 1G₀ connection (the single Au-Au atom contact) to form the molecular junction. The red curves in Fig. 4.2 show the further electromigration process of the nanowires at 4 K. The insert plots of Resistance vs Bias Voltage indicate that, before the final breaking, the resistances of the nanowires were steadily around 13 KΩ. As the bias voltage increased to 1.5 ~ 2.3 V, the nanowires met their final breaking points [47]. Once the resistance...
suddenly increased by more than 10 times, the current was stopped immediately. Then the low-temperature nanowire rupture was completed.

After the breaking of the gold nanowire, the molecule previously absorbed on the surface bridged the gap to form a molecular junction. The high threshold voltage of the low-temperature nanowire rupture leads to a temporary high reducibility of the gold surface in the ruptured area, which promotes the formation of Au-S bonds between the molecular terminal groups and the gold nanoelectrodes [48], and so further strengthening the molecular junction[49]. After the molecular junction was formed, the immediate current dropping can prevent the molecule from being damaged due to high bias voltage. In our measurements, there were 231 nanowires showing proper current feedback-controlled electromigration curves out of 320 from 8 chips. 214 of the 231 showed 10 to 100 KΩ resistance after the room temperature electromigration process. Of these, 37 showed electromigration curves like those in Fig. 4.2, with the 1G₀ point before low-temperature splitting and 1~100 MΩ resistance at near-zero bias after splitting, which is different from a simple tunnel junction. To minimize the probability of several molecules bridging one nanogap, we controlled the coverage of molecules on an array of gold electrodes such that <20% of the junctions (i.e., 37 in an array of 214 broken junctions) showed the resistance of molecules. Of these 37, a total of 9 nanowires showed the stable and well-defined resonant current regions that vary linearly with $V_g$ over -100 to 100 meV bias voltage range and -3 to 3 V gate voltage range. From these statistics we conclude that the low yield of devices with the desired signal characteristics is mainly due to the uncertainty of the gap size created by the electromigration method [50], the low coverage of the molecules, and the very specific, narrow effective range of the gate voltage. However, the molecular junctions can be easily pre-screened for the desired properties, as we found that those nanojunctions with electromigration curves like Fig. 4.2 are likely to exhibit a molecular Coulomb blocking pattern. In future work, further optimization of the electromigration process and gate fabrication will improve the controllability of nanoelectrode creation and molecular electronic states for large-scale production of stable SELCs based on this first prototype.
**Figure 4.2:** The current feedback-controlled electromigration I-V curves of four nanowires that show the molecular conductance signal after breaking. (A) The blue curve is the electromigration curve of the nanowire at room temperature and pressure. The red curve is the electromigration curve at 4 K. For the whole electromigration processes, the starting resistance was 155 Ω, the middle state resistance was 13 KΩ, and the final breaking resistance was ~1 MΩ. The inset is the corresponding resistance of the low temperature electromigration process. (B) The electromigration processes in a second successful experiment. The resistance starts with 200 Ω and ends with ~4 MΩ. (C) The electromigration processes in a third successful experiment. The resistance starts with 150 Ω and ends with ~2 MΩ. (D) The electromigration processes in a fourth successful experiment. The resistance starts with 182 Ω and ends with ~3 MΩ. Five additional working SELC nanowire prototypes were found, giving a total yield of 9 from the total of 37 devices with these characteristic electromigration curves.

### 4.3 The SELC Design

Figure 4.3 (A) and (B) show the schematic configuration and circuit design of the three-terminal SELC comprising the functional Au/S-(CH$_2$)$_2$-Fc-(CH$_2$)$_9$-S/Au molecular junction, strung over an Al back-
gate (third terminal) with Al₂O₃ as the insulating layer between the junction and the gate. Along the junction, the Fc moiety is electronically isolated by the -(CH₂)₃- and -(CH₂)₉- linkers on either side and the molecule is connected to the source and drain nano-electrodes by thiolate–metal bonds. Studies of similar Fc-based molecules in three-terminal SETs [23, 27] and SAM-based junctions [44, 51, 52] have shown that asymmetric -(CH₂)ₙ- linkers cause unequal coupling between the molecule and the electrodes, leading to current rectification [44] and thus providing a natural route to encode information via orthogonal modulations of the MOs by Vg and Vb. To minimize the probability of several molecules bridging one nanogap, we created low coverage of molecules on an array of gold electrodes [20], as explained in the sample preparation section. In the experiment, after electromigration, 37 of the 214 correctly broken nanowires showed a molecular signal (current of nA scale, shown in Fig. 4.2) different from a bare tunneling. That is, less than 20% of the nanogaps could be covered by molecules, which indicates the low possibility of multiple molecules binding in the same nanogap at the same time.

Figure 4.3 (C) and (D) show representative I-Vg and I-Vb curves measured from the three-terminal junction at different values of Vb and Vg, respectively. The distinct current bi-plateau feature and the linear variation of the switch points and widths of the plateaus with Vg and Vb indicate that the molecular junction has been formed and the current through it can be effectively controlled by Vg and Vb.
Figure 4.3: The design of SELC. (A) Chemical structure and schematic of a S-(CH2)3-Fc-(CH2)9-S molecule bridging the nanogap between two nano-electrodes. (B) SEM image of a SELC showing the Au nanowire on the Al2O3/Al back-gate on a Si wafer and positions where Vb and Vg are applied. The nanowire and the back-gate were patterned by electron-beam and optical lithography, respectively [53]. The molecular junction formed in the center of the nanowire was produced using current feedback-controlled electromigration [15, 27, 46]. (C) Representative I-Vg curves for different values of Vb measured at 225 mK with 231 points per curve. The arrows mark the switch points of the current plateaus. The dashed lines indicate the Vg values corresponding to the seven I-Vb curves in (D). (D) Representative I-Vb curves for the seven different Vg values, with 231 points per curve. T = 225 mK.

4.4 Results and Discussion

4.4.1 Current map measurements and calculations

The color-map of the measured current through the SELC as a function of Vb and Vg is shown in Fig. 4.4 (B). The color code divides the map into different transmission regimes. The red and blue colors respectively indicate the positive and negative currents in the resonance regime, where the energy levels of the conductive MOs ($\varepsilon_1$: HOMO-1 and $\varepsilon_2$: HOMO-2, described in detail in reference [1], SI-S3 (2)) lie
within the bias window, are well-separated, and are conductive due to their coupling to both electrodes (in contrast to $\varepsilon_0$: HOMO, where the long-alkyl chain isolates the Fe-centered level from one electrode). In the map, $\varepsilon_1$ and $\varepsilon_2$ indicate their resonance regions. One distinct characteristic, which is shared by all five different kinds of Fe-based gated SETs, is evident in Fig.4.4, showing that $\varepsilon_1$ and $\varepsilon_2$ overlap at around ±100 meV. The left (') and right ('') dashed lines indicate the edges of the $\varepsilon_1$ resonance region. Clear transitions between the resonance regime and the Coulomb blockade regime (white diamond-shaped areas) are shown in the corresponding differential conductance ($dI/dV$) map of Fig. 4.4 (D). ‘1’, ‘3’ and ‘5’ indicate the Coulomb blockade regions under different gate voltages near zero-bias. They correspond directly to the energy diagram in Fig. 4.4 (A), with both MO levels above/below the Fermi energy for region ‘1’/‘5’, respectively, and with the electrostatic potential of the leads sandwiched between the two MO levels for region ‘3’, i.e., the bias window sits within the energy gap between the two MOs. This creates the diamond-shaped Coulomb blockade region trapped within a ~100 mV bias voltage range which corresponds to the energy difference between the two MOs ($\Delta MOs = \varepsilon_1 - \varepsilon_2$), as marked by the crossing of the $\varepsilon_1$ and $\varepsilon_2$ resonance boundaries. The computed electron transmission spectrum ($T_s$) overlaid in Fig. 4.4 (A) (state ‘5’) is the zero-bias $T_s$ of the molecular junction calculated by DFT-NEGF method (described in details in reference [1], SI-S3 (2)). The energy difference between the two $T_s$ peaks describes the calculated $\Delta MOs$, which is about 110 meV in good agreement with the measurements and is robust even for different conformations of the molecule and different electrode distances in the SET (see reference [1], SI-Figure S5 and Figure S6 for details). The narrow widths of the peaks represent the small broadenings of the MOs, ensuring small currents in the Coulomb blockade region. Due to the asymmetry of the -(CH$_2$)$_3$- and -(CH$_2$)$_3$-linkers, the molecule–electrode couplings under positive and negative biases are different, resulting in different extensions of the $T_s$ peaks. Consequently, the background (blockade) current under negative bias voltage is higher than at positive bias (as seen in Fig. 4.4 (B and C), corresponding to the measured and calculated current maps, respectively). In addition, no Kondo effect was observed in the experiment and the molecule is in the ground state ($S = 0$), described later in section 4.4.11. DFT calculations show the spin degeneracy of the ground state molecule in the absence of magnetic field. The experiments reported in this
work were conducted at 225 mK. In our previous work [27], where similar molecules were studied, well-defined conductance excitations within the Coulomb blockade regime can persist up to 120 K, suggesting that the operations reported in the present work can be feasible at much higher temperatures.

**Figure 4.4:** The current modulation of SELC.

(A) Schematic diagrams of the shift of MOs manipulated by the gate voltage at zero-bias. The Ts of state '5' indicates that the conductive MOs (ε1: HOMO-1, ε2: HOMO-2) are below the Fermi energy when Vg is close to zero. At charge points '2' and '4', ε1 and ε2 are respectively aligned with the Fermi level of the
electrodes. (B) Measured current map at 225 mK with Vb: 231 × Vg: 231 points. The red/blue colors indicate positive/negative resonance currents, respectively. The numbers correspond to the diagrams in (A). ε1 and ε2 resonance regions correspond to the MOs. (C) Calculated current map with Vb: 101 × Vg: 142 points (Vb: 2 mV per step; Vg: 11 mV per step). The background pattern (marked by the dashed contour lines) is contributed by the extension of transmission peaks. (D) Measured differential conductance map highlighting the edges between resonance and Coulomb blockade regimes. ‘N-2’, ‘N-1’ and ‘N’ indicate the number of fully occupied MOs. (E) The calculated differential conductance map. −δVG0 and +δVG0 indicate charging and discharging of the Gate. δVB0 and δVB1 indicate the increase of Vb from 0 V to r′ and r′′ edges, respectively. (F and G) schematically show how the energy of ε1 MO modulated by Vb and Vg aligns with the Right and Left electrode Fermi levels. The light blue dashed line indicates the initial energy of ε1. The dark blue dashed line indicates the energy of ε1 when Vg changes ((F) −δVG0 or (G) +δVG0). The green line indicates the final energy of ε1 after adding the change of Vb (δVB0 or δVB1). KB and KG are the energy change rates.

Due to the monotonic evolution of the energy eigenvalues of MOs under bias and gate voltages [15, 37], we developed a theoretical model to describe the energy change rates (KB and KG) of MOs, which are directly related to the molecular dipole moments along the directions of voltages described in detail in SI-S3 (1) in reference [1]. Thus, KB and KG can be calculated by the shift rates of Ts under bias and gate voltages, respectively (see SI-S3 (3) of reference [1]) [37, 54]. However, KB, KG and the MO energy shift (MOs Shift) are directly related to the configuration and background electrostatic potential of the molecular junction. Thus, to understand the junction configuration in the experiment, we calculated 12 different configurations for the 3-terminal molecular junction of the same molecule (see reference [1], SI-S3 (4)) and analyzed their corresponding KB, KG, ΔMOs and MOs Shift values as described in detail in reference [1], SI-S3 (5) Table S1. The data show that ΔMOs remains near constant (~110 meV) for the different configurations, in line with the experimental observations and proving that the Coulomb region lies stably within a well-defined and easily accessed bias voltage range, described in detail in reference [1], SI-S4, despite the potentially shifted current maps for different junction configurations. Indeed, the experimental KB and KG can be extracted from the slopes of r′ and r′′ edges for both MO resonance regions [15] as (described in detail in reference [1], SI-S3 (5)): $K_B = \frac{(r'+r'')}{2(r'-r'')}$, $K_G = -r''/(r'-r'')$. Figure 2F and
G illustrate the combined modulation of the shifts of $\epsilon_1$ energy level in terms of the energy change rates $K_B$ and $K_G$.

The corresponding DFT-NEGF calculated current and differential conductance ($\frac{dI}{dV}$) maps of the junction, given in detail in SI-S3 (6) of reference [1], are shown in Fig. 4.4 (C and E), respectively. The Ts not only reproduces the asymmetric background of Coulomb blockade regions under bias reversal, but also resolves the different widths of the $\gamma'$ and $\gamma''$ edges (see Fig. 4.4 E and D), which can be understood by the directional shift of the Ts towards the bias window controlled by the gate voltage (note the asymmetric Ts peaks in Fig. 4.4 (A)-5, discussed in SI-S3 (6)) of reference [1]. Since the $K_B$ and $K_G$ values correspond directly to the electronic structure of the conductive MOs, they reflect the dipole moments of each MO. The similarity between the experiment and theoretical calculations on the parallel evolution of the two MOs along the gate-bias voltage (see reference [1], Figure S6) is a good indication of the presence of a single molecule in the junction. Two independent molecules, for example, would present very different slopes due to substantial differences of the coupling to the electrodes at the microscopic level [30]. Thus, the agreement between the theoretical calculations and experimental measurements (data for different Fc-based SETs are shown in SI-S8) strongly demonstrates that the electrostatic modulation of the two conductive MOs of the Fc moiety provides a two-state Coulomb blockade region at $V_b=1$–100 mV. The differences between the theoretical current map (Fig. 4.4 (C)) and the measured results (Fig. 4.4 (B)) are due to the effect of the gate voltage field on the molecular configuration, the leaking currents from the source/drain to the gate electrode, and the inelastic electron tunneling (IET) current of the molecule, which are all effects not considered in the calculations. As discussed in SI-S7 of reference [1], Fig. 4.4 (B) shows the current shift in the high gate voltage region ($|V_g| > 2.2$ V), which is caused by a small change in the molecular configuration under high gate electrostatic field. Furthermore, the current in the Coulomb blockade region of Fig. 4.4 (B) is $> 0.1$ nA resulting from leakage through the gate (described later in leaking current section), while the blockade current in the theoretical case can be $< 10^{-3}$ nA. Finally, the measured IET spectra and corresponding
vibrational modes shown in SI-S9 of reference [1] also provide strong evidence that an individual molecule is responsible for the transport behavior.

4.4.2 Working principle of the resettable SELC

Using the two-state diamond-shaped Coulomb blockade feature provided by the two MOs, we establish SELC by using the current as Output signal, and the gate (Input1: Vg) and the bias (Input2: Vb) voltages as two orthogonal Input signals. Figure 4.5 summarizes the working principle of our SELC. Fig. 4.5(A) shows the detailed current map. Four input ranges of Vg and three of Vb are determined based on the current oscillation signal (described in next topic) across the Coulomb diamond region, labelled A (-1.82 V '0' to -2.02 V '1'), A' (-1.67 V '0' to -1.82 V '1'), A'' (-1.77 V '0' to -1.82 V '1'), AA' (-1.67 V '0' to -2.02 V '1') and B (70 mV '0' to 80 mV '1'), B' (30 mV '0' to 70 mV '1'), BB' (30 mV '0' to 80 mV '1'). The (1, 1) input represents the Vg and Vb both at high states in their own ranges, which is opposite to the (0, 0) input, for instance. Correspondingly the (1, 0) input means that the Vg is at high state while the Vb is at low state, opposite to the (0, 1) input. The current (Output) is represented by the color code in the map, red indicating high current state (>300 nA, ‘on’, ‘1’) and blue the low current state (<300 nA, ‘off’, ‘0’). The white rectangles indicate logic operation areas, defined by two orthogonal input ranges (i.e., one Vg range and one Vb range). The horizontal/vertical black dashed arrows represent the operating ranges of the gate/bias voltage under a particular bias/gate voltage.

We take the 2-input logic operation along AA’ and BB’ as an example to introduce the working principle of the logic gates within a set operating area. Fig. 4.5(B) is the corresponding logic diagram in the differential conductance map. The arrows in the white rectangle illustrate how Vg and Vb are combined to govern the current switching across the edges of the resonance and Coulomb blockade regions. The black arrow indicates that the changes of Vg (along the short-green-left arrow of AA’) and Vb (along the short-green-up arrow of BB’) are in the same phase (0º). The corresponding multi-cycle logic input and output signals are shown in Fig. 4.5(E). As the input gate signal and input bias signal change in phase from (0, 0) to (1, 1), the signal of output current changes from ‘0’ (off) to ‘1’ (on). Thus, high Vg and high Vb inputs
(1,1) lead to high output current '1', while low \( V_g \) and low \( V_b \) inputs (0,0) lead to low output current '0'. However, when the change of \( V_g \) (along the short-green-left arrow of AA') and \( V_b \) (along the short-orange-down arrow of BB') are out of phase (180º), the logic operation changes (Fig. 4.5F). In this case, as \( V_g \) and \( V_b \) change from (0, 1) to (1, 0), output current changes from ‘1’ (on) to ‘0’ (off).

Figure 4.5: Logic calculation based on resonance excitations of MOs. (A) Measured 231 × 231 points current map at 225 mK marked with logic operating voltage-ranges. A, A', A'', AA' and B, B', BB' are the voltage-ranges of input-gate and input-bias, respectively. White rectangles mark 2-input logic operation areas. Input (1, 1) means high-gate and high-bias voltages, (0, 0) is the opposite case. Input (1, 0) means high-gate and low-bias voltages, (0, 1) is the opposite. (B) Differential conductance map corresponding to (A). Input AA'–BB' is an example to illustrate how gate (Vg) and bias (Vb) voltages are combined to achieve logic operations. The black arrow goes from (0, 0) to (1, 1), when \( V_g \) and \( V_b \) both change along the short green arrows. The yellow arrow goes from (0, 1) to (1, 0), when \( V_b \) and \( V_g \) change along the short orange and green arrows, respectively. (C) The schematic diagrams describe the energy level distributions of the four input cases in (B). Phase 0º and 180° correspond to the black and yellow arrow, respectively. (D) Equivalent logic circuit and truth table with AA'–BB' inputs at 0º and 180º phases. (E and F) show the curves of input \( V_g \) and \( V_b \) and measured output current at 0º and 180º, respectively.

Figure 4.5C schematically shows the energy distributions of MOs (\( \varepsilon_1 \) and \( \varepsilon_2 \)) under the voltages indicated by black and yellow arrows in Fig. 4.5(B). The two orthogonal inputs switch the output current by shuttling the MOs in and out of the bias window. The central diagram corresponds to the intersection of...
the arrows. The four diagrams on the corners correspond to the four terminals of the arrows (1,1), (0,0), (1,0) and (0,1). The top two diagrams show the resonance states, where $\varepsilon_1$ or $\varepsilon_2$ is in the bias window, generating high-current “on” states (>300 nA, output=1). The rest belong to the Coulomb blockade regime, with no MO in the bias window. They correspond to low-current “off” states (<300 nA, output=0). This logic operation is illustrated in the truth table in Fig. 4.5(D) and repeated for several cycles in Fig. 4.5(E), (F) to show the stability of SELC. Note that the signal remained stable throughout the whole experiment for about 2 months, even independent of the scan rate variation of the input signal, see Fig. 4.10. At least 37 cycles were taken for each curve, see Fig. 4.9; for illustrative purposes only 9 cycles (40 points per cycle) are shown in Fig. 4.5. The result of this logic operation can be interpreted as a complex logic gate array of one “INH” gate (inhibit) and one “AND” gate feeding their outputs into an “OR” gate. In this logic operation, SELC acts as a high-bias voltage indicator, i.e., a high-bias input produces a high-current output, while a low-bias input produces a low-current output. The on/off ratio of high and low output currents is ~10.

4.4.3 Determination of the gate voltage range for the 1-input logic gates

According to the robustness of the energy difference between the two conductive MOs, we found that the resonance regimes of the two MOs overlap at a certain gate voltage when the bias voltage reaches the energy difference (100 meV), and so enclose a diamond-shaped Coulomb blockade region. This diamond-shaped area provides addressable current signals for selecting voltage ranges to perform logic operations. Since the logic operations rely on clear switching signals, the selected gate voltage range needs to cross the boundaries of the Coulomb blockade area sandwiched between the two resonance regions to provide various current switching signals as the gate voltage changes. That is, the address of SELC’s operation gate voltage depends on the current conversion between the two resonance regimes under a certain bias voltage. We named this addressing process the relative addressing, as it does not depend on the absolute stability of the current under the gate and bias voltages. Thus, the relative addressing can be used to correct for the effect of MOs offset on SELC output at different background potentials, thereby improving the stability of SELC.
For the 1-input logic gates, the input signal is the gate voltage, and the output signal is the current. As shown in Fig. 4.6(A), initially, we set the gate voltage range from -2.02 V (high voltage state “1”) to -1.67 V (low voltage state “0”) under 70 mV bias voltage. In this range, the current value goes from high state “1” (~ 410 nA, “on”) to high state “1” (~ 410 nA, “on”), but the frequency of the output current is twice the frequency of the input voltage. It indicates that the gate voltage range spans the two boundaries of the Coulomb blockade area sandwiched between the two resonance regions. This frequency multiplier signal of current provides us with a basis for selecting the input gate voltage range that can realize multifunctional logic operations.

According to this signal, we keep the high-input gate voltage (“1”) around 2 V and adjust the value of the low-input gate voltage (“0”) from -1.67 V to -1.82 V to confirm the wideness of the boundary between the Coulomb blockade area and the $\epsilon_1$ resonance region (see Fig. 4.7), and the minimum value of the low (“0” / “off”) state current under 70 mV bias in this voltage range (shown as the green arrows in Fig. 4.6(B) to (F)). We can see that as the gate voltage changes from -1.70 V (Fig. 4.6(B)) to -1.73 V (Fig. 4.6(D)), the current stabilizes at 420 ~ 400 nA (high state, “0”) with almost no change. Similarly, if the gate voltage changes from -1.79 V (Fig. 4.6(E)) to -1.82 V (Fig. 4.6(F)), the current stabilizes at ~120 nA (low state, “0”) with almost no change. This means that as the gate voltage ($V_g$) ranges from -1.67 V to -1.70 V the current through the molecular junction is stabilized in the $\epsilon_1$ resonance region. For $V_g$ from -1.70 V to -1.73 V the current is switching between the $\epsilon_1$ resonance region and the Coulomb blockade area, and with $V_g$ from -1.73 V to -1.82 V the current is settled in the Coulomb blockade region. In $V_g$ range -1.67 V to -1.82 V, the maximum current value (~ 410 nA, “1” / “on” state) corresponds to the -1.67 V gate voltage (Fig. 4.6(A)), the minimum current value (~ 120 nA, “0” / “off” state) corresponds to the -1.82 V gate voltage (Fig. 4.6(F)), the current value of the boundary switching point is about 300 nA, $V_g \approx$ -1.72 V. As the boundary between the $\epsilon_1$ resonance region and the Coulomb blockade area is very sharp (the wideness of the $V_g$ range is only 0.03V), we assumed that the current
switching between two Boolean states and named the current larger than 300 nA as “1” or “on” state, the current lower than 300 nA as “0” or “off” state. In this way, we determined the gate voltage range for the logic operation.

**Figure 4.6:** The test to determine gate voltage range for the operation of 1-Input logics at 70 mV bias voltage, 225 mK. In (A-F), the red curves are the input gate voltage signal, the high “1” gate voltages are about -2.0 V, the low “0” gate voltages are -1.67, -1.70, -1.71, -1.73, -1.79 and -1.82 V, respectively. The gray curves are the output current. The current values corresponding to the high gate voltages (“1”) are around 420 nA (“1”) marked by the blue arrows. While these marked by the green arrows are modulated by the low “0” gate voltages. The pink arrows on the left of each current curve indicate the Boolean “1” and “0” states of current, which is decided by whether the current value is higher than 300 nA.

**4.4.4 SELC 1-input logic gates**

For the 1-input logic gates, \( V_g \) is the only input, current is the output, and \( V_b \) is fixed at 70 mV. Fig. 4.7(A) shows \( V_g \) ranges A and A’ for 1-input logic gates “YES” and “NOT”, respectively. Fig. 4.7(B), (C) show corresponding electronic symbols, truth tables and Input/Output signals. The 1-input “YES” logic
gate is based on current switching between the $\varepsilon_2$ resonance regime and the Coulomb blockade region. In this case, the high $V_g$ ('1', -2.02 V) leads to resonance conductance of $\varepsilon_2$ MO, resulting in high current ('1', ~410 nA). The low $V_g$ ('0', -1.82 V) reduces the energy of $\varepsilon_2$ MO and moves it out of the bias window, resulting in current blockade ('0', ~120 nA). Thus, high-input leads to high-output and low-input leads to low-output, “YES” logic. Conversely, for the 1-input “NOT” logic gate the operation is based on current switching between the Coulomb blockade region and the $\varepsilon_1$ resonance regime. In this case, at the high $V_g$ ('1', -1.82 V) no MO lies in the bias window, so the current is in the blockade region ('0', ~120nA). The low $V_g$ ('0', -1.67 V) further reduces the energy of MOs and shifts $\varepsilon_1$ into the bias window, so the current is in the resonance region ('1', ~410 nA). Thereby, high-input leads to low-output and low-input leads to high-output, “NOT” logic.

Figure 4.7(D) shows the $V_g$ ranges AA’ and A’’ for 1-input logic gates “PASS 1” and “PASS 0”, respectively. According to the discussion above, the 1-input “PASS 1” logic gate involves current switching between $\varepsilon_2$ and $\varepsilon_1$ resonance regimes. Both high and low inputs led to high outputs, “PASS 1” logic. Since the switching process of the output current spans the entire Coulomb blockade region, the frequency of the output current signal is doubled compared with the input gate signal. This interesting feature can be used as a frequency multiplier. The current signal is also used as an address for the logic operations to define the Coulomb diamond region, which provides important information for calibrating the $V_g$ ranges as described in section 4.4.3. By contrast, the 1-input “PASS 0” logic gate is based on the stability of the blockade current. In this case, at both high ('1', -1.82 V) and low ('0', -1.77 V) $V_g$, the two MOs are distributed on both sides of the bias window (as shown in Fig. 4.5(C)-‘off’), so the output current is in the Coulomb blockade region ('0', ~120 nA) contributed by the extension between the two transmission peaks of Ts (shown as Fig. 4.4(A) ‘5’). High-input and low-input both lead to low-outputs, “PASS 0” logic.
Figure 4.7: Four resettable universal 1-input logic gates. In (A and D), input gate voltages with A, A’, AA’ and A’’ ranges are marked on the current maps, which indicate 1-input “YES”, “NOT”, “PASS 1” and “PASS 0” logic gates. (B) Equivalent circuit, truth table and corresponding Input/Output signal for 1-input “YES” gate. With the gate voltage change from -2.02 V ‘1’ to -1.82 V ‘0’, the current changes from 410 nA ‘1’ to 120 nA ‘0’. (C) For 1-input “NOT” gate, with gate voltage change from -1.82 V ‘1’ to -1.67 V ‘0’, the current changes from 120 nA ‘0’ to 405 nA ‘1’. (E) For 1-input “PASS 1” gate, with the gate voltage change from -2.02 V ‘1’ to -1.67 V ‘0’, the current changes from 410 nA ‘1’ to 405 nA ‘1’. The frequency of the current signal is doubled compared with the input gate signal. (F) For 1-input “PASS 0” gate, with the gate voltage change from -1.82 V ‘1’ to -1.77 V ‘0’, the current changes from 120 nA ‘0’ to 130 nA ‘0’. All 1-Input logic gates operate at 70 mV bias.

4.4.5 Multi-cycle stability test for 2-input logic gates

Figure 4.8 shows the multi-cycle 2-input logic operations with a time scale of 100 seconds. The 100-second scale curve for each logic operation is a small part out of the entire multi-cycle curve (see Fig. 4.9) to clearly show the curve shape. Each multi-cycle curve includes more than 37 cycles. Here we present 9 cycles to indicate the repeatability of the logic calculations, that is, its
repeatability directly related with the current conversions between resonance and Coulomb blockade regimes. The time used in a cycle is limited by the time it takes the Keithley 6430 to read the data point by point. In practical measurements, the current signal of the molecular junction is very stable as a function of bias and gate voltages, and it can last for several months without change until the low temperature is interrupted. Our measurement lasted two to three months at 4.2 K to 220 mK before we removed the sample from the Helium-3 cryostat, and the logic signal could always be measured consistently. The current signal is temperature independent in the range of 4.2 K to 220 mK. For details on how to implement the 2-input logic calculations, see Fig. 4.11 in section 4.4.6.

Figure 4.8: The multi-cycle repeatable test for 2-input logic gates at $T = 225$ mK. (A) The truth table for the logic gates. The color frames corresponding to different logic gates shown at (B-H), respectively. The long black and yellow frames indicate the bias signal and gate signal with same phase and with 180° phase, respectively. (B-H) are the logical operation regions marked on the current color map for different logic gates. The input and output signals are shown on the right. The black arrow and yellow arrow in the color map represent the 0° and 180° phase difference between the input bias and gate signals, respectively. The starting point and ending point of the arrows determine the voltages changing range and mark the corresponding output current states. (Red color is the “on” state of the current and blue color is the “off” state).
Figure 4.9 shows the 37-cycle curves of AA’-B measured at 0° and 180° phases to demonstrate the stability of the logical operation. From the output current curves, we can see that the resonance currents (corresponding to the “0” and “1” states of the input voltages) are stable at certain values and do not decay with time. The ~460 nA resonance current peaks in Fig. 4.9(A) and (B) correspond to the input (1,1) and (0,1), which belong to the ε2 and ε1 resonance regions respectively at Vb = 80 mV in Fig. 4.4(B). The ~400 nA resonance current peaks in Figure S11A and B correspond to input (0,0) and (1,0), which belong to the ε1 and ε2 resonance regions at Vb = 70 mV, respectively. The blockade currents (i.e., the deeps) for these two curves are stable at ~150 nA, which indicates the stability of the 2-state Coulomb blockade region.

**Figure 4.9**: The 37-cycle repeatable curves for AA’-B at 0° and 180° phase, 225 mK.

*Figure 4.10* shows the robustness of the logic output signal. It is virtually unaffected by changes in the shape and scan speed of the input signal. To clearly see the shape of the curves, we show 17 cycles in Fig. 4.10, where (A) and (B) show curves with 40 points per cycle, and (C) and (D) show curves with 4 points per cycle. Since the time axis is determined by the reading elapsed
time of the points, the switching frequency of the currents in (C) and (D) is 10 times higher than in (A) and (B). As can be seen from the figure, the distribution of the highest (~460 to 400 nA) and lowest (~150 nA) currents does not change, despite the change in switching speed and the shape of the input signal. This also verifies the stability of the logic output signal.

Figure 4.10: $AA'\cdot B$ curves with different points at 0° and 180° phases, 225 mK. (A) The $AA'\cdot B$ curve at 0° phase with 40 points per cycle. (B) The $AA'\cdot B$ curve at 180° phase with 40 points per cycle. (C) The $AA'\cdot B$ curve at 0° phase with 4 points per cycle. (D) The $AA'\cdot B$ curve at 180° phase with 4 points per cycle.

4.4.6 SELC 2-input logic gates

Based on the gate voltage ranges of the 1-input logic gates, bias voltage control is added, so that all seven universal 2-input logic gates can be realized, as demonstrated in Fig. 4.11. In the 2-input logic gates,
gate voltage is Input-signal 1 and bias voltage is Input-signal 2. The main difference between the operation of 2-input and 1-input logic gates is the phase control. The 2-input logic gate contains two input signals, and the phase difference between them determines the moving direction of the MOs relative to the bias window, thereby affecting the state of the output current. Thus, phase control combined with different operating voltage makes it possible to realize all 2-input universal logic gates.

Figure 4.11(A) shows the 2-input “AND” gate. Its operation area is defined by A-B’ in both 0° and 180° phases. The input ranges of Vg and Vb are shown on the current map. The graphs on the right are the Input/Output signals in 0° and 180° phases, respectively. In 0° phase, by changing Vg (Input-1, red curve) from -2.02 V '1' to -1.82 V '0' (range A) and changing Vb (Input-2, blue curve) from 70 mV '1' to 30 mV '0' (range B’), the current (Output, grey curve) changes from 400 nA '1' to 25 nA '0', i.e., (1,1) → 1, (0, 0) → 0. In 180° phase, as Vg changes from ‘1’ to ‘0’ (A) and Vb changes from ‘0’ to ‘1’ (B’), the current changes from 40 nA '0' to 120 nA '0', i.e., (1,0) → 0, (0,1) → 0. “AND” gate works as a Carry in a Half-adder logical circuit that performs an addition operation on two binary digits.

Figure 4.11(B) shows the “INH” gate. Its operation area is defined by A’-B’ in both 0° and 180° phases. In 0° phase by changing Vg from -1.82 V '1' to -1.67 V '0' (range A’) and changing Vb from 70 mV '1' to 30 mV '0' (range B’), the current changes from 120 nA '0' to 50 nA '0', i.e., (1,1) → 0, (0,0) → 0. In 180° phase, by changing Vg from '1' to '0' (A’) and changing Vb from '0' to '1' (B’), the current changes from 25 nA '0' to 420 nA '1', i.e., (1,0) → 0, (0,1) → 1. It works as a Borrow in Half-subtractor.

Figure 4.11(C and D) show the “XOR” and “XNOR” gates, respectively. They have different input voltage ranges in different phases. For the “XOR” gate in 0° phase, as Vg changes from -1.82 V ‘1’ to -1.67 V ‘0’ (A’) and Vb changes from 80 mV ‘1’ to 30 mV ‘0’ (BB’), current changes from 230 nA ‘0’ to 75 nA ‘0’, i.e., (1,1) → 0, (0,0) → 0. At 180° phase, as Vg changes from -2.02 V ‘1’ to -1.67 V ‘0’ (AA’) and Vb changes from 70 mV ‘0’ to 80 mV ‘1’ (B), current changes from 400 nA ‘1’ to 480 nA ‘1’, i.e., (1,0) → 1, (0,1) → 1. Notably, the input gate voltage and bias voltage in both phases have the same minimum value of -1.67 V and the same maximum value of 80 mV, respectively. This means that only the amplitudes of
the input voltage ranges are changed with the phase. It works as a Sum in Half-adder and Diff. in Half-subtractor. For the “XNOR” gate, with AA’ and B inputs in 0° phase, current changes from 480 nA ‘1’ to 420 nA ‘1’, i.e., (1,1) → 1, (0,0) → 1. In 180° phase, the corresponding inputs are A and BB’, and current changes from 25 nA ‘0’ to 200 nA ‘0’, i.e., (1,0) → 0, (0,1) → 0. The input gate voltage and bias voltage in both phases have the same maximum value of -2.02 V and 80 mV, respectively.

Figure 4.11(E, F and G) show the “NAND”, “NOR” and “OR” gates. These three logic gates have the same bias voltage range in both phases, only the gate voltage range changes with phase. To avoid repetition, we omitted the curves of the input signals and kept only the input voltage range and Boolean states. For “NAND” gate, the inputs in 0° phase are A’ for Vg and B for Vb. The current changes from 200 nA ‘0’ to 420 nA ‘1’, i.e., (1,1) → 0, (0,0) → 1. The inputs in 180° phase are AA’ and B. The current changes from 400 nA ‘1’ to 480 nA ‘1’, i.e., (1,0) → 1, (0,1) → 1. For “NOR” gate, the Input/Output signal in 0° phase are the same with “NAND” gate (A’-B), i.e., (1,1) → 0, (0,0) → 1. The inputs in 180° phase are A’ and B. The current changes from 120 nA ‘0’ to 210 nA ‘0’, i.e., (1,0) → 0, (0,1) → 0. For “OR” gate, the inputs in 0° phase are A for Vg and B for Vb. The current changes from 480 nA ‘1’ to 120 nA ‘0’, i.e., (1,1) → 1, (0,0) → 0. In 180° phase, the input ranges are AA’ and B, the same as “NAND” and “XOR” gates, i.e., (1,0) → 1, (0,1) → 1. To clearly show the relationship between the input and output signals, two cycles are shown in Fig. 4.11.

From Fig. 4.11 it is clear that SELC can realize all the universal 2-input logic gates within one gated single-molecule junction, in contrast to conventional CMOS (see section 4.4.9). It allows dynamic logic circuits to be scaled down to a few nanometers, and the single-junction design greatly reduces charge leakage, charge sharing, and back-gate coupling between devices. Crucially, only a 2 V gate voltage (CMOS is in the 3-15 V range) and 100 mV drive voltage (well below the 1.5-5 V of CMOS) are required to run the SELC.
Figure 4.11: Seven resettable universal 2-Input logic gates. (A and B) “AND” and “INH” logic gates with A-B’ and A’-B’ inputs in both phases, respectively. The black and yellow arrows in current map are corresponding to the Input/Output signals in 0° phase and 180° phase, respectively. (C) “XOR” logic gate with A’-BB’ input in 0° phase and AA’-B input in 180° phase. The input gate voltages in both phases have the same minimum value and the input bias voltages in both phases have the same maximum value, i.e., the (0,1) point is the same in the voltage ranges in both phases. The highest gate voltage and the lowest bias voltage (i.e., the (1,0) point) from 0° phase to 180° phase is changed. (D) “XNOR” logic gate with AA’-B input in 0° phase and A-BB’ input in 180° phase. The input gate and bias voltages in both phases have the same maximum value, i.e., the (1,1) point is the same in the voltage ranges in both phases. The lowest gate voltage and the lowest bias voltage (i.e., the (0,0) point) from 180° phase to 0° phase is changed. (E, F and G) “NAND”, “NOR” and “OR” logic gates have the same input bias voltage range in both phases and change the gate voltage range with phase only. “NAND” has A’-B input in 0° phase and AA’-B input in 180° phase. “NOR” has A’-B input in 0° phase and A’-B input in 180° phase. “OR” has A-B input in 0° phase and AA’-B input in 180° phase.
4.4.7 Current maps measured at different scales

Figure 4.12 shows the $V_b$: 231 × $V_g$: 231 points current maps scanned in different voltage ranges. Fig. 4.12(A) is the full-scale scanning current map of the conduction regimes of $\varepsilon_2$ and $\varepsilon_1$ MOs. From the map we can see that the patterning of the resonance regime of $\varepsilon_1$ is more stable than the patterning of $\varepsilon_2$. The $\varepsilon_2$ resonance regime is displaced in the high gate voltage area (the area outside the yellow frame as shown in the map) and this displacement (the zigzag feature shown on the edge) usually happened around $V_g = -2.1$ to $-2.3$ V. In this conduction area ($V_g$ higher than $-2.2$ V), the electrons that initially occupied $\varepsilon_1$ molecular orbital have been evacuated ($\varepsilon_1$ becomes unoccupied for a gate voltage higher than its resonance regime) and the molecule becomes more polarized by the high gate field. Therefore, when $\varepsilon_1$ is fully outside the bias window ($|V_g| > 2.2$ V), the polarized molecule will release its potential energy under a threshold gate electrostatic field (if the thickness of Al$_2$O$_3$ is 1nm, then the electrostatic field on the surface of the alumina is $|E_g| > 2.2$ V/nm) through a slight change in its configuration. It is known that the Fc moiety has two conformations (staggered and eclipsed), which are distinguished by the angle between the two cyclopentadiene rings, and Fc can be transformed from one conformation to the other at room temperature since the barrier between them is small [55]. When a S-(CH$_2$)$_3$-Fc-(CH$_2$)$_9$-S molecule is attached in the electrode gap, it can be adsorbed in a conformation that fits the gap (given in detail in reference [1], figure S5) and is fixed in this conformation at low temperature ($T < 4.2$ K) at a certain length. This is because the angle of Fc moiety affects the angle between the carbon chains on either side of it, which determines the molecular length. After the molecular junction is formed, its length is fixed by the electrode gap and therefore one of the two conformations of the Fc is selected. Thus, even when exposed to the gate electrostatic field (perpendicular to the electrode gap and not affecting the electrode distance), the change in
molecular configuration is limited. In spite of this, the similar electronic properties of these two Fc conformations [55], as we discussed in Figure S5, would provide similar conductive MOs and Ts. Therefore, a small change in the molecular configuration (see Fig. 4.12(F)) hardly changes the energy separation between the conductive MOs under the gate electrostatic field, but leads to a small energy shift of $\varepsilon_1$ and $\varepsilon_2$ MOs (see Fig. 4.12(E)). The junction configurations are optimized by DFT at the corresponding gate field, which is perpendicular to the bias direction. At a gate field of -2.2 V/nm, the energy shift is about -15 meV (see Fig. 4.12(D and E)), which accounts for the shift we observe in experiments with high gate voltage (see the displacement in Fig. 4.12(A)).

As for the $\varepsilon_1$ resonance regime, since $\varepsilon_1$ is the first conductive MO, the molecule is electrically neutral when $\varepsilon_1$ is located in the bias window and the gate voltage is low. Therefore, the current pattern of the $\varepsilon_1$ resonance regime is relatively stable. That is why we mainly focus on the low gate voltage region, using the edges of $\varepsilon_1$ ($\gamma'$ and $\gamma''$) in the experiment to calculate the $K_G$ and $K_B$ parameters and determine the MOs shift by the crossing point of $\varepsilon_1$ (given in details in reference [1], SI-S3 (4)).

However, there is still a slight shift in the entire pattern across the different scan ranges. That is, the values of $\gamma'$ and $\gamma''$ slopes in these three maps are the same, while the gate voltages corresponding to the crossing points are slightly shifted. As shown in Fig. 4.12(B and C), we zoomed in and scanned the yellow frame region and the region under positive bias only and observed very clear and stable patterns with $V_g = -1.67$ V and -1.64 V for the $\varepsilon_1$ crossing points, respectively. Additional scans were performed in the small voltage region near the $\varepsilon_1$ crossing point. The results indicate that if the voltage range is positioned in a small region that barely affects the external electrostatic potential of the molecular junction (e.g., logic operating voltage area), then the current signal in this region is highly reproducible. Therefore, the corresponding "on/off"
signal of SELC is very stable even when different voltage ranges are used in the logic operation. In addition, the relative addressing method adopted by the logic operations further avoids the impact of random MOs shifts on the functionality of SELC.

![Image showing current maps and energy evolution](image)

**Figure 4.12:** The measured $231 \times 231$ points current maps for different voltage ranges at 225 mK and the energy shift caused by slight conformational changes of the molecule under high gate voltage fields calculated by DFT. (A) The whole scan for $\varepsilon_2$ and $\varepsilon_1$, which represent the resonance regimes contributed by the conductive MOs. (B) and (C) are the zoom-in scans of the voltage ranges within the yellow frame marked in (A). The gate voltages for the crossing points of $\varepsilon_1$ at (A), (B) and (C) maps are 1.71 V, 1.67 V and 1.64 V, respectively. $\gamma'$ and $\gamma''$ indicate the edges between the resonant regime of $\varepsilon_1$ and the Coulomb blockade regions. (D) is the $101 \times 142$ points theoretical conductance map, taking into account the -15 meV energy shift due to slight conformational changes of the molecule when the gate voltage is higher than -2.2 V. (E) is the energy evolution of the two adjacent conductive MOs $\varepsilon_1$ and $\varepsilon_2$ along the gate voltage field. (F) indicates the slight conformational changes under different gate voltage fields. The calculations were performed in Gaussian package [56] with the B3LYP functional and LANL2DZ basis set.
4.4.8 Measured differential conductance maps of different Fc-based molecular junctions.

To further demonstrate the general feature of two adjacent conductive MOs with stable ~100 meV energy separation in Fc-based single-electron transistors (SETs), four differential conductance maps within 0–100 mV voltage range of different Fc-based molecular SETs: Au/S-(CH$_2$)$_4$-Fc-(CH$_2$)$_4$-S/Au [27], Au/S-(CH$_2$)$_6$-Fc-(CH$_2$)$_6$-S/Au, Au/S-DPA-CH$_2$-Fc-(CH$_2$)$_2$-S/ Au [23] and Au/S-DPA-Fc-(CH$_2$)$_2$-S/Au [23] have been shown in Fig. 4.13. These SETs all show two resonance regions overlapping at around 100 mV, same as Fig. 4.13(B) in the main text. The DFT-NEGF calculations for the ΔMOs (100 to 180 meV) of these four molecules also confirm the experimental observations. This further suggests that the two adjacent conductive MOs with an energy difference of about 100 meV are a unique feature of the Fc-based SETs.

Since symmetric molecules lack the built-in asymmetries of molecular junctions, the polarities of MOs of the junctions along bias direction arise mainly from the asymmetries of molecule-electrode contacts. Whereas these polarities are not intrinsic to the molecules, they are more susceptible to external electrostatic fields than the intrinsic polarities, and so the $K_B$ varies with bias and gate voltages (this is supported by the DFT-NEGF calculations). As shown in Fig. 4.13(A) and (B), the edges of the resonance and Coulomb blockade regions deviate slightly from the straight dashed lines. And for the Fc-based asymmetric molecules containing π-conjugated tether (i.e., the DPA unit) on one side, the molecular orbitals contributed by the π-conjugated tether are easily broadened by the electrodes, leading to wide edges shown in Figure S14C and D. However, these edges are consistent with the straight dashed lines. Therefore, to produce straight and narrow edges, the Au/S-(CH$_2$)$_3$-Fc-(CH$_2$)$_9$-S/Au molecular junction is targeted.
Figure 4.13: The measured differential conductance maps for different Fc-based molecular SETs with 0 to 100 mV bias voltage at T = 4.2 K. (A) The map for Au/S-(CH2)4-Fc-(CH2)4-S/Au molecular junction [27]. (B) The map for Au/S-(CH2)6-Fc-(CH2)6-S/Au molecular junction (the electromigration curve see Sample-O6, Figure S3). (C) The map for Au/S-DPA-CH2-Fc-(CH2)2-S/Au molecular junction [23]. (D) The map for Au/S-DPA-Fc-(CH2)2-S/Au molecular junction [23].

4.4.9 Functionality comparison with conventional CMOS

Conventional silicon-based CMOS (complementary metal oxide semiconductor) remains by far the most widely used technology for preparing logic gates. However, since it requires the integration of 4 to 16 devices to complete the design of a 2-input logic gate (see Fig. 4.14), the mutual interference and charge leakage of devices during dynamic logic calculations hinder their miniaturization. Here, by constructing all 7 universal 2-input logic gates, we can compare CMOS and SELC, and we highlight that our proposed SELC model requires only a single molecule device in the core region for logic computation (see Fig. 4.11 for details), which greatly reduces device density, shrinks device size, and lowers back-gate coupling. Interestingly, as a current-driven device, SELC sets the maximum power consumption of all logic gates to 40 nW ($I_{MAX \times Vb}$), an upper limit that is independent of the switching rate. In contrast, the energy dissipation of a CMOS element increases linearly with the switching rate ($C_L V_{DD}^2$ per switching cycle), e.g., at least 50 µW for CMOS with a clock rate of ~500 MHz and an average load capacitance of ~15 fF/gate at 2.5 V supply. However, the shortcoming of SELC from a device engineering perspective is that it requires an electrode gap in the range of 1.7 to 2.3 nm to ensure the proper connection of the
molecule and electrodes. Therefore, further design and technological advances are needed to realize the SELC for practical applications, advancing the current prototype to a mass-producible simple, stable and versatile single-molecule logic device.

Figure 4.14: Comparing the functionality of CMOS and SELC by building all universal logic gates. (A) The three basic logic gates “NOT”, “NAND” and “NOR” as obtained by CMOS. The number in each rectangular box is the number of CMOS components used in the logic gate. Vdd, VOUT and VG indicate the bias, output and gate (input) voltages of CMOS, respectively. I indicates the charging current. CL is the load capacitor. (B) The five universal logic gates “OR”, “XNOR”, “AND”, “INH” and “XOR” consist of the three basic logic gates in (A) and can therefore be constructed by CMOS. The number of CMOS components is marked in each box. Both A and B are the input gate voltages, C is the output voltage. (C) By controlling the range of input voltages (A: gate voltage Vg and B: bias voltage Vb) separately, SELC can create all the universal logic gates by switching the output current (C: I) through a single molecular junction.
4.4.10 Leaking Current of the SETs

Once the SETs are fabricated, the leakage current between the source/drain and the gate is always checked. In operative devices, the leakage corresponds to the tunneling current through a thin (2~1 nm) Al₂O₃ layer. The gate resistance of a well-performing SETs in the first pre-screening should be greater than 100 GΩ at 0.1 V. According to reference [27], the tunneling I-V curve through the alumina barrier between the gate and the source/drain provides important information for determining the safety window for the gate voltage (within which the isolation characteristics of the gate are stable). Here, we measured the leakage current of several SETs, whose source-to-drain currents can reach 100 nA in the resonance regime (three orders of magnitude larger than the leakage current). It helps to understand not only the safety window for the gate voltage of SETs, but also the difference between the leakage current through the gate and the current through the source-drain (see Figure 1D in the main text). Fig. 4.15 shows representative leaking current curves.
through SETs when biasing the gate. For samples 1 to 4, the leaking current is lower than 0.1 nA within -1.5 V to 1.5 V gate voltage range, providing a safety window of -3 V to 3 V before compromising the isolation barrier to the gate (this doubling relationship is found empirically and may depend on the curve of the leakage current through the gate vs the voltage). For samples 5 to 8, the leaking current is lower than 0.1 nA within -2.5 V to 2.5 V gate voltage range, with safety windows about -5 V to 5 V. The safety window is defined for leakage current < 1 nA; for leakage currents of > 1 nA the Al₂O₃ layer can fail leading to a short (which is clearly recognized as a sudden increase of the current to about 0.1 mA, completely overtaking the molecular current signal. Therefore, only SETs with a safety window larger than -3V to 3V can show a stable Coulomb blockade signal in this range. In the SETs reported in this work, the leakage current through the Al₂O₃ layer is below 0.1 nA over the measurement range, which is negligible compared to the resonant current through the molecular junction (about several hundred nanoamps).

4.4.11 Stability of SELC under magnetic field

Normally, the ground state of either the eclipsed or staggered conformation of the Fc moiety is a low spin ($S = 0$) state [55, 57], and the energy required to excite it to the high spin ($S = 2$) state is predicted to be over 40 kcal mol⁻¹ [57]. Once the molecule transits from the low-spin to the high-spin state, it undergoes a dramatic conformational change and begins to respond to magnetic fields (e.g., the Kondo resonance, which is a many-electron phenomenon that occurs when a conductive MO has non-zero spin). If the Kondo resonance occurs, it should be characterized by a sharp zero-bias conductance peak [20] in the region near the charge degeneracy point of $\epsilon_1$ marked by the black arrow in Fig. 4.16. However, the conductance maps do not show
any peak in this region and show little change as the magnetic field increases to 1 T (compare Fig. 4.16 (A), (C) to (B), (D)). This means that the molecule is stable in the $S = 0$ state and is not excited to the $S = 2$ state by a 1 T magnetic field. Furthermore, the small changes in the conductance map indicate that for the molecule in $S = 0$ state, the spin polarization of the molecule has a very limited effect on the conductivity when the magnetic field is below 1 T. This is due to the fact that both spin-up and spin-down orbitals are allowed within the width of the level broadening after the molecule is coupled to the electrode leads on both sides. Unless the magnetic field is strong enough, the energy separation of the MOs caused by the spin polarization cannot be distinguished.

This is also supported by the DFT calculations. The results calculated with the UB3LYP (unrestricted B3LYP that allows unpaired spins) method show that the molecular junctions in the $S = 0$ state are spin-degenerate at 0 T magnetic field. Moreover, the transmission spectrum of the spin polarized state does not change significantly compared to that of the unpolarized state (see Fig. 4.16(E), calculated in ATK18 [58]). Thus, the spin polarization does not affect the theoretical results and the robustness of SELC in the absence of magnetic field or at low magnetic fields (\~1 T).
Figure 4.16: Conductance maps measured under magnetic fields and the spin-polarized transmission spectra calculated by DFT. (A) and (B) are 231×231 points conductance maps measured at 225 mK under 0 T and 1 T magnetic fields, respectively. (C) and (D) are 151×151 points conductance maps for a small voltage range at 225 mK under 0 T and 1 T magnetic fields, respectively. (E) is a comparison of the spin-polarized Ts and unpolarized Ts of the optimized tip-to-tip molecular junction at 0 V bias.

4.5 Conclusion

In this chapter we report molecular-scale SELC in a three-terminal SET by utilizing adjacent conductive MOs provided by a single Fc-based molecule. Its operating principle is based on predictable and reliable current conversions modulated by voltages crossing the stable Coulomb blockade regime, avoiding dependence on absolute current and improving function reproducibility. Compared with other approaches [23-25, 28, 31], the non-conjugated asymmetric Fc-based molecule naturally provides logic operations via its robust and unique Coulomb blockade characteristics. The isolation provided by the asymmetric n-alkyl (n>3) linkers on either side of the Fc moiety ensures narrow MO levels, efficiently
suppressing current in the Blockade regime and enabling encoding of information via orthogonal modulation for the realization of sophisticated operation functions. This results in clear and multi-cycle stable current signals controlled by two orthogonal electrostatic fields, enabling in-situ implementation of all four universal 1-input and all seven universal 2-input logic gates in a single molecule with high stability. Through phase control of an external circuit, the benefits of implementing multiple logic operations within a single molecule (instead of connecting several separate devices with switching characteristics in series) are low charge leakage, with no mutual interference, small functional area (~2 nm), low operating voltage (because the applied potential only drops over one element [6]) and simple device construction. Crucially, our design can be extended to multi-channel mesoscopic Coulomb blockade systems, field-effect single molecules or molecular layers, with promising future applications of SELC in realizing multifunctional nanodevices including frequency multipliers, diodes, switches, voltage indicators, and calculators, among others.
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APPENDIX A: DESIGN OF ANTENNAS OPERATING IN THE THZ GAP REGION
We performed a series of simulation studies on different types of antennas using COSMOL software for their implementation in experiments on AFM based THz spintronics for the generation and detection of the EM signals. Spiral and bowtie antennas operating at several frequencies were designed and their THz emission pattern was studied. Bowtie antennas were concluded to be applicable for the desired purpose in our experiments. For the optimized geometry of the bowtie antenna, the resonant length was calculated for the range of frequency of our interest and flare angle dependence of resonant emission was studied as well. Results from those studies are summarized in the following sections.

**Study on spiral antennas**

A set of spiral antennas having operating frequencies 500GHz, 1THz, 1.5THz and 2THz were designed by considering parameters for the MgF\(_2\) substrate and their emission spectra were studied using COSMOL software package. A flow of a DC current in the order 10\(^8\) A/cm\(^2\) was considered while calculating the emission spectra and the AFM sample to be placed at the center of the spiral region of the antenna as shown in Fig. A.1(A). As evident from the figure, the antennas spiral in a direction where both input and output sides of the feed line rotate next to each other while meeting at the sample position. A detailed design of an antenna is shown in Fig. A.1(B). The blue lines connecting the spiral from the left and the right side represent the feed lines which supply the high-density DC current required to drive the AFM into resonance. Fig. A.1(C) represents the angular distribution of the radiation pattern around the antenna perpendicular to the antenna plane. The black line at the center connecting 90° to 270° separates the substrate and the air. While the radiation intensity increases significantly with increase in frequency, it is more drastic while going from 1THz (green curve) to 1.5THz (red curve). For all considered frequencies, the emission intensity seems to be maximum on the substrate side compared to the free spare air. Fig. A.1(D), represent the THz current distribution in the antenna designed for 1.5THz. As we move away from the center of the spiral, the THz current intensity slowly decreases, and the decrease is not uniform towards
the outer spirals. Fig. A.1(E) and (F) represent the 2D and the 3D plots of radiation pattern for obtained for a 1.5THz spiral antenna, corresponding to the red curve in Fig. A.1(C).

**Figure A. 1:** (A) A center part of a spiral antenna showing a small sample region and the direction of high-density dc current flow. (B) A spiral antenna with feed lines on the left and the right-side. (C) Angular distribution of the radiation pattern at different frequencies across the studied spiral antennas. Blue, green, red and cyan curves represent emission patterns for 500, 1000, 1500 and 2000GHz antennas respectively. The black line at the center connecting 90° and 270° separates the substrate from the air. (D) A THz current distribution in the spiral antenna operational at 1.5THz. (E) A 2D plot for the radiation intensity for 1.5THz antenna across a direction perpendicular to the antenna. The plane at 0 micron in the vertical direction separates the substrate (lower) and the air (upper) regions. (F) A 3D plot for the radiation distribution for a 1.5THz antenna.

In Fig. A.1(A) and (B), the narrow region of the microscopic sample extends and spirals out in similar microscopic manner. This limits the use of this type of antennas in experiments where a flow of high current density is required. Possible use of long and narrow Pt or Au wire in these antennas will lead to a higher resistance which makes it difficult to withstand the high current density, of the order $10^8$ A/cm$^2$,.
required for the operation of considered AFM based THz devices. Nevertheless, this type of antennas could be used to detect the THz radiation after efficiently directing them to the sample position using the antenna.

**Study on bowtie-antennas**

To overcome the shortcomings of spiral antennas regarding the flow of high current density through a device, we studied different types of bowtie antennas. Quick opening of the bow in a bowtie antenna across a narrow sample region reduces the resistance of the device and allows the flow of the high-density current through the sample. Different bowtie antennas having operational frequencies in the range from 200GHz to 1.5THz with different directions of feed lines were designed and studied.

![Figure A.2:](image) **(A)** Design of a bowtie antenna on MnF₂ substrate with feed lines passing through the center of bows along the length of the antenna. The sample region is shown as the Pt center area where AFM sample will sit on top of Pt or any other high spin orbit coupling material. **(B)** Emission intensity plot across the antenna and the feed lines for an antenna in (A) with resonance frequency 1.5THz and length 20 μm. **(C)** Angular distribution of the emission pattern for a set of 1.5 THz antennas with different bowtie lengths shown by color code.
Figure A.2(A) shows the design of a bowtie antenna where feed lines pass through the center of bows along the length of the antenna. The sample region is the constricted part at the center of the bowtie which quickly opens on both sides across the narrow sample region and helps in reducing the resistance of the device allowing the passage of high-density dc current only through the sample position at the center of the antenna. Fig. A.2(B) shows the plot of emission intensity along the length of the device having an antenna length of 20μm and operational frequency 1.5THz. From the emission, it appears the THz signal will flow through the bias line and give rise to dipolar emission at several places along the feed lines (emission areas outside the bowtie in the figure). This so called long-dipole antenna effect reduces the emission concentration from the bowtie region of the antenna and makes the bowtie non-influential for the radiated signal in this geometry. In other words, the feed lines become part of the resonator.

Figure A.2(C) shows angular distribution of radiated signal of 1.5THz bowtie antenna for different lengths. From this graphic, it seems the emission of these antennas at a given frequency is almost independent of the length over the considered range.

Figure A.3: (A) A design of slightly different bowtie antenna on the MnF2 substrate where feed lines pass through the opposite side of the flat edge of the bows. (B) Emission intensity plot for the type of antenna shown in (A) with a resonant frequency 1.5THz and length 40μm. Inset of (B) shows the emission intensity across a plane perpendicular to the direction of the bowtie and passing through its center.
Figure A.3(A) shows a modified design of the bowtie antenna where feed lines pass longitudinally at the opposite sides of the flat edge of the bows. Fig. A.3(B) shows the emission plot for the design of the antenna shown in Fig. A.3(A) with operational frequency 1.5THz and length 40μm. In this case the THz signal is confined much better than in the earlier case. In this case the resonance occurring at the bowtie will enhance the emission but there is still some emission from the feed lines, due to THz signal passing through them, which can be seen as slightly lighted regions around the feed lines away from the bowtie. Inset of Fig. A.3(B) shows a transverse view of the emission on a plane transverse to and passing through the center of the bowtie. As explained in Appendix A for spiral antennas, the emission intensity is more towards the substrate side than the free space (separated by a horizontal diagonal line of the circular view).

![Figure A.3](image1)

**Figure A. 3:** A design of a bowtie antenna on a MgF2 substrate where the feed lines pass longitudinally at the opposite sides of the flat edge of the bows. (B) Emission intensity plot for the design of the bowtie shown in (A) with resonant frequency 1.5THz. Inset of (B) shows the transverse view of the emission of the antenna across a plane perpendicular to and passing through the center of the bowtie.

Figure A. 4(A) shows another modified design of the feedlines of the bowtie antenna on a MgF2 substrate where the feed lines are transversal to the bowtie and run through the opposite corners of the bows in the opposite directions. The emission intensity plot is shown in Fig. A. 4(B) where the intensity is
completely confined entirely to the bowtie and the emission is optimized. In this case there is no emission occurring around the feed lines. Inset of Fig. A. 4(B) shows the transverse view of the emission intensity through a plane perpendicular to and passing through the center of the bowtie. Due to the optimum emission of THz radiation from the bowtie, we will consider this design in our project for generation and detection of THz signals using AFM insulators.

**Figure A. 5:** (A) A plot of calculated bowtie lengths for different frequencies at a 30° flare angle for the optimized antenna geometry. (B) The flare angle dependence of resonance linewidth for a 1.5THz bowtie antenna with the optimized geometry for the feedlines.

We have also calculated the required resonant lengths of the bowtie antennas for frequencies in the range from 200GHz to 1.5THz and the result is shown in Fig. A. 5(A). As shown in the figure, the required resonant length decreases nonlinearly with an increase in frequency of the antenna. A bowtie antenna of length 350µm is required for the resonant emission of radiation at 200GHz and that of length 50µm is required for resonant emission at 1.5THz. We also investigated for the flare angle dependence of the bowtie antenna for the optimized geometry at resonant length for a particular frequency. Fig. A. 5(B) shows the flare angle dependence of the resonant linewidth for a bowtie antenna of length 50µm resonating around 1.5 THz. The calculations show the resonant linewidth is not significantly dependent on the flare angle for
a given frequency. From this, we are considering our devices with flare angle 30° for which the resonant length at different frequencies is plotted in Fig. A. 5(A).

For some of the AFMs of our interest like MnF₂ and FeF₂, it is required to have emission set up with circular polarization required by their chirality dependent dynamics. For this, two optimized bowtie antennas crossed to each other will be used to create the required circular polarization. Fig. A. 5(A) shows a linearly polarized bowtie antenna which will be used for emission/absorption experiments involving high frequency microwaves in THz and sub-THz region. The sample will sit in the constricted region of the bowtie shown by orange color in Fig. A. 6(A). Fig. A. 6(B) shows two bowties crossed at the constricted region which will be used for studies involving circular polarization. The sample will sit at the intersection region of two constricted regions.

![Figure A. 6: (A) Optimized geometry of single bowtie antenna which will be used for the emission/absorption of linearly polarized radiation. The magnetic sample will sit at the center of the bowtie in the constricted region (shown in orange color) (B) Two crossed bowties which will be used for the emission/absorption of circularly polarized radiation. The magnetic sample will sit at the cross section of two bowties.](image-url)
APPENDIX B: FABRICATION AND CHARACTERIZATION OF COPLANAR WAVEGUIDES AND STT-FMR DEVICES
The coplanar waveguides and the STT-FMR devices are fabricated by using the process of photolithography followed by metallization and lift off. The devices can be single- or multi-layered where any additional layers to a multilayered device can be added by following the same procedure as described below.

**Photolithography process**

**Sample preparation and spin coating**

These devices are usually fabricated on undoped semi-insulating GaAs wafers to match the requirement of 50 Ohm impedance matching.

- A clean GaAs wafer, whole or a big enough piece, should be cleaved into pieces of required dimension using diamond scriber.
- Resulting pieces of wafers should be cleaned with acetone, ethanol, isopropanol and DI water followed by blow dry with N2 gas.
- Then the samples can be spin coated. If the sample is big enough to be held in vacuum chunk of the spinner, it can be directly placed otherwise it has to be anchored on top of small microscope slide using Lift Off Resist (LOR) to properly held in the vacuum chunk of spinner. The process involves putting a small amount of LOR on a glass slide with wafer piece on top and heating the slide on a hot plate at **110°C for 10 minutes**. In 10 minutes, the sample will be strongly held to the glass slide.
- **LOR** is spin coated first by applying a layer of it on top of wafer held on vacuum chunk of spinner following by spinning at **3000rpm for 30 seconds**.
- Then the resulting device should be baked on hot plate at **175°C for 5 minutes**.
- Once the sample cools down, photoresist **Shipley-1300** should be spin coated at **5000rpm for 30 seconds** and it should be baked at **125°C for 2 minutes**.
• Photoresist spin coated device should be protected from white light and UV-radiation until the next step is completed. Putting sample in an opaque sample holder or aluminum foil wrapping is highly recommended.

Mask-alignment, exposure, and development

• Check photomask under microscope for any dirtiness. If there is any dirt, the mask should be cleaned with acetone, isopropanol and DI water followed by sonication in DI water for at least 10 minutes. From my personal experience, I advise not to do the mask cleaning all the time as the cleaning process itself leaved some residue on the pattern making them irregular at the edges which are supposed to be very sharp otherwise. The mask company, Advance Corp, offers free mask cleaning for their mask so we can do mask cleaning by the company if the mask gets dirty.

• Put mask on the mask aligner and load sample on the stage at right position under the desired device pattern to be transferred on the chip. Do alignment using alignment markers if working on a multilayer device like STT-FMR. Use manual for proper procedure of operating the mask aligner.

• Check the UV intensity and calculate the exposure time needed for the required dose (126mJ/cm²). To calculate the time, you need to divide dose by the measured intensity.

• Set exposure time to calculated value and do exposure following the manual.

• Exposed sample should be taken out and developed in CD-26 for 45 seconds and then quickly transferred to DI water to stop the developing process followed by blow dry.

• Check device under microscope to see whether you have good pattern in terms of color, edges and dirt. If not think twice about the cause of defect and repeat the process until you get an optically nice-looking pattern. Use of new CD-26 and DI water on each step is highly recommended to maintain cleanliness of the devices.

• Then the device should be hard baked for 5 minutes at 125°C on hop pan followed by cool down and undercutting development on CD-26 for 1 minute, DI water dipping and blow dry.
• Now the device is ready for a metallization but right before the metallization we descum the device in O₂ plasma for 20 second at 53 milliTorr O₂ pressure in SAMCO RIE to remove any residue.  
(Follow proper procedure from the SAMCO manual)

Metallization and lift off

• The ready to metallization sample should be loaded on the sample holder of the evaporator with upside of the device facing down of the evaporator. Devices can be easily anchored in the sample holder using Kapton tape. Many devices of similar type can be metallized at the same time.
• Put right metal crucibles with enough metal in the crucible pocket. For CPWs of both devices we use Ti(10nm)/Cu(220nm)/Au(20nm) layers. The crucibles should be placed in right order, so you evaporate titanium (sticking layer) first followed by copper (main conducting layer) and then gold (capping layer to protect copper from oxidation).
• The evaporation chamber should be pumped down to below 1x10⁻⁵ Torr before starting the evaporation process. I recommend waiting until the pressure gets down to low -6 pressure range.
• Once the pressure is at desired level, evaporate metals in a right order following proper evaporation procedure from the manual. For Evan e-beam evaporator in Physics clean room, the tooling factor values keep changing from time to time so use the latest value of tooling factor while setting the evaporation parameters (z-ratio value, density of material used and tooling factor).
• Get right thicknesses of metal evaporated using evaporation rates around 0.5Å/sec for Ti, 2Å/sec for Cu and 1Å/sec for Au.
• Once completed, let the system cool down and take the samples out.
• Dip the devices in the PG-remover solution in a petri dish and place it on hot top at 60°C. The lift off will take place slowly. Once the devices are completely lifted off, move them to DI water and finally blow dry.
• Now the CPW devices are ready to use in the experiments. Optionally, one can add a thin layer of SiO2 layer (~20nm) on top of the device to protect it from dust particles and metal scratching. For this, microscope slides can be used as shadow mask for the SiO2 layer deposition. The SiO2 layer should be deposited in such a way that enough space is left on either end of the CPW giving ample room for electrical connections while mounting the sample in the sample holder.

• For STT-FMR devices, a similar process of photolithography is used and twice in the case where the sample is also required to be deposited from the photolithography process. In such case, photolithography is first done for the sample region and the sample is deposited at the center of CPW. Once the sample is lifted off, second photolithography is done to pattern the CPW using mask alignment process to align sample with respect to the CPW (using the alignment markers on the mask and the device). Then the device is metallized and lifted off resulting into a device which can be used for a measurement.

**Device characterization**

*Figure A. 7:* Microscope images of fabricated devices. (A) An image of a CPW fabricated by single step photolithography process. (B) An image of a STT-FMR device fabricated by using two step photolithography process. The inset shows the magnified view of the constricted sample region where a 15μm×25μm Pt/Py sample in the gap region is connected to the two ends of the central line of the CPW.
Microscope images in Fig. A.7(A) and (B) represent the fully fabricated CPW and STT-FMR devices which could be used for the measurement purpose. The inset in Fig. A.7(B) shows the sample (a 15μm×25μm Pt/Py stripe) region lying in the highly constricted region of the STT-FMR device. The fabricated CPWs and STT-FMR devices are characterized by measuring the microwave transmission parameter ($S_{21}$) using a vector network analyzer (VNA). Normal CPWs are continuous across the central line and thus can always be characterized for the microwave transmission whereas the presence of a sample gap in the STT-FMR devices limits similar characterization of STT-FMR devices. These devices can be characterized for microwave transmission if the sample in the gap region is an electrical conductor. In other cases, a STT-FMR device must be thoroughly examined microscopically for defects before attempting the actual measurement.

**Figure A. 8:** (A) Microwave transmission through a CPW from 10MHz to 50GHz under different conditions. The purple curve denotes the transmission through the sample in a housing box at the room temperature. The olive and blue curves respectively represent the transmission at room temperature and low temperature when the housing box with the CPW in (A) is put inside a cryostat. (B) Room temperature microwave transmission through two STT-FMR devices of different sample sizes in the frequency range 10MHz to 20GHz.

A device to be characterized is first mounted on a sample holder build specifically to fit these devices. The device is mounted using silver paint, as an adhesive, in such a way that it is stable on it position.
as well as with respect to the connection to the microwave coaxial lines. The ground planes on either side of the device are grounded to the housing box which eventually gets grounded to the building ground. Overall connection to the device can be checked on the other side of the coaxials using a multimeter. For STT-FMR devices with a very small sample size, the current supplied by multimeter can fry the device and this test should be done in a low applied current using a Keithley or a lock in amplifier. Once a proper connection is established, the devices can be characterized for their microwave transmission property.

Figure A.8(A) shows characterization curves for a CPW from 10MHz to 50GHz under different external conditions. The purple curve represents the room temperature transmission after mounting the CPW in a housing box. The decrease in transmitted power (ideally linear) with increase in frequency corresponds to the increase in the microwave power in the circuit with increase in frequency. The dips in the spectrum are due to microwave reflection occurring at some points of the circuits. The olive-colored curve in the circuit corresponds to the microwave transmission at room temperature through the whole circuit which involves two long coaxials in the cryostat, the housing box, and several microwave adapters. The low transmission in this case, compared to the case involving only the housing box, corresponds to the additional losses caused by the insertion loss of additional adapters used and the loss caused by long coaxials. The blue curve represents the transmission through the whole circuit when the system is at low temperature (below 10K). At the lower temperatures the transmission through the stainless-steel microwave coaxials, used in the lower part of the cryostat, improves which corresponds to the upshift of transmission spectrum at lower temperatures. Depending on the type of sample used, we can perform experiments when the transmission is better than -30dBm. Below this level of transmission, the observed signals in the measurements done by using such CPWs get too noisy. Nevertheless, a careful fabrication of non-defective clean devices and improvement of microwave circuit, particularly at the joints, can reduce the losses in the circuit and lead to an overall circuit with low loss even at 50GHz. Fig. A.8(B) represent the room temperature transmission spectrum of two STT-FMR devices in the frequency range 10MHz to 20GHz.
where the sample was made from Pt/Py heterostructure with sizes 15\(\mu\)m\(\times\)15\(\mu\)m (red curve) and 15\(\mu\)m\(\times\)25\(\mu\)m (brown curve).

Once the devices are characterized for the microwave transmission, they can be used in actual measurements where the characterization curves serve as a guide while choosing the microwave frequency. A rule of thumb is we don’t want to choose a frequency corresponding to a sharp dip in the transmission spectrum.