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ABSTRACT

Because of the unique electronic properties, intriguing novel phenomena, and potentiality in quantum device applications, the quantum materials with non-trivial band structures have enticed a bulk of research works over the last two decades. The experimental discovery of the three-dimensional topological insulators (TIs) - bulk insulators with surface conduction via spin-polarized electrons - kicked off the flurry of research interests towards such materials, which resulted in the experimental discovery of new topological phases of matter beyond TIs. The topological semimetallic phase in Dirac, Weyl, and nodal-line semimetals is an example, where the classification depends on the dimensionality, degeneracy, and symmetry protection of the bulk band touching. The field of topology has extended to the materials that possess non-trivial topological states at/along lower-dimensional regions of the crystals as well. A class of such materials is the higher-order topological insulator in which both bulk and surface are insulating, but symmetry-protected conducting channels can appear along the hinges or corners of the crystal. Recently, significant focus has been given to the study of the interplay among various physical parameters such as topology, geometry, magnetism, and electronic correlation. Kagome systems have emerged as a fertile ground to study the interaction among such parameters in a material class. Charge density wave (CDW) order in quantum materials remains an important topic of study given its co-existence or competence with superconductivity and magnetic ordering.

In this dissertation, we study the electronic structure of quantum material systems beyond TIs, particularly the lanthanide element-based and correlated systems, by utilizing state-of-art angle-resolved photoemission spectroscopy with collaborative support from first-principles calculations and transport and magnetic measurements. The lanthanide-based materials are interesting because of the possible magnetic ordering and electron correlations that the lanthanide $4f$ electrons may bring into the table. Our work on the Europium-based antiferromagnetic material EuIn$_2$As$_2$ high-
lights this material as a promising ground to study the interplay of different kinds of topological orders including higher-order topology with magnetism. Temperature-dependent measurements reveal a band splitting near the Fermi level below the antiferromagnetic transition. Another study on the samarium-and neodymium-based materials SmSbTe and NdSbTe shows the presence of multiple nodal lines that remain gapless even in the presence of spin-orbit coupling. We also studied a van der Waals kagome semiconductor Nb$_3$I$_8$, where we observed flat and weakly dispersing bands in its electronic structure. These bands are observed to be sensitive to light polarization and originate from the breathing kagome plane of niobium atoms. Next, our study in Gadolinium-based van der Waals material GdTe$_3$ shows the presence of a momentum-dependent CDW gap and the presence of antiferromagnetic ordering that could prove important to study the interaction of CDW and magnetic orders in this material. Overall, the works under this dissertation reveal the electronic properties in correlated systems that range from insulator to metals/semimetals and from topological insulator to topological semimetals, kagome semiconductor, and CDW material.
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6.6 Crystal structure and bulk characterization. (a) Crystal structure of TaAs$_2$. (b) Core level spectrum measured with 100 eV photon source. (c) Temperature variation of zero-field resistivity. (d) Magnetoresistance measured up to 9 T field at a temperature of 1.8 K.

6.7 Band structure calculations. (a) Bulk BZ showing the high-symmetry points. (b)-(c) Bulk bands calculated along various high-symmetry directions without and with the consideration of SOC, respectively.

6.8 Results of Laue analysis. (a) Laue diffraction pattern. (b) QLaue simulation on the $(\overline{2}01)$ surface. (c) QLaue simulation pattern overlaid over the experimental Laue pattern.
6.9 FS and constant energy contours. (a) ARPES measured FS (left) and an energy contour at $-50$ meV binding energy (right) using a photon energy of 60 eV. (b) Calculated FS (left) and $-50$ meV constant energy contour (right). (c) Experimental FS (leftmost) and constant energy contours at noted binding energies measured using a photon energy of 55 eV. The red markers on the FS trace the open FS features extending along $k_2$ direction.

6.10 Linear crossing-like features at generic momentum directions. (a) Dispersion map along CutA direction as represented by orange dashed line in Figure 6.9(a) and calculated surface spectrum along this direction. (b) Dispersion map and calculated surface spectrum along CutB direction as represented in Figure 6.9(a).

6.11 Cuts along different directions. (a) FS at 60 eV photon energy showing different cut directions, Cut1 $\rightarrow$ Cut5. (b) Cuts along the directions shown in the FS in (a). (c) Cut1 dispersion map measured with 55 eV photon energy. (d) Calculated surface spectrum along Cut1 direction.
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CHAPTER 1: INTRODUCTION

The field of condensed matter physics and materials science is ever growing with the discovery of new phases in matter and new materials with exciting and unique properties. The recent experimental realization of novel topological phases in a wide class of materials has not only provided the low-energy condensed matter counterparts of particles that have long been a part of high-energy physics, but also those which have no high-energy physics analog. Rather than some local order parameters, these phases of matter are defined by some topology and the properties of the materials exhibiting such phases would remain robust against any transformations or perturbations as long as the topology remains intact. The history of topological phase in matter goes back to the discovery of Quantum Hall effect (QHE) by Von Klitzing et al. in 1980 where by using a Hall setup for two-dimensional electron gas in sufficiently low temperature and high magnetic field, plateaus were observed in the Hall conductivity [1, 2]. The field soon expanded with the discovery of the topological insulators (TIs) [3, 4], topological semimetals (TSMs) [5, 6, 7], topological superconductors [8] and beyond. In recent times, understanding of the interaction between various physical parameters or orders such as topology, geometry, electronic correlations, magnetism, superconductivity, charge density waves, etc. in materials has enticed a significant research interest. In this thesis work, we have investigated on the electronic structures of quantum material systems, in which one or more of these parameters or orders are present. For this purpose, we chose lanthanide element-based and correlated material systems.

This chapter will introduce basic concepts of Hall effects and introduce several topological phases related to the studies under this dissertation. The experimental technique utilized for these studies will be introduced in Chapter 2. The results and conclusions of the studies will follow in Chapters 3-6.
1.1 Classical Hall effect

As shown in the schematic diagram in Figure 1.1(a), when current is passed along a sample in a perpendicular magnetic field, the electrons entering the sample (considering electrons are carrying current) experience a magnetic Lorentz force, expression in equation 1.1, curving its path inside the sample.

\[
\vec{F}_M = (-e)(\vec{v} \times \vec{B})
\]  

(1.1)

The result is that one transverse end of the sample gets negatively charged with respect to the opposite end creating a potential difference across the transverse direction. This effect is called the Hall effect or the classical Hall effect - named after Edwin Hall, who first discovered it in 1879 [9] - and the transverse voltage developed in the sample is called the Hall voltage \(V_{HT}\).

Considering velocity of electrons \(\vec{v} = (-v_x, 0, 0)\) and magnetic field \(\vec{B} = (0, 0, -B_z)\), the component of Lorentz force in the transverse direction is:

\[
F_{M,y} = (-e)(-v_x B_z),
\]

(1.2)

Transverse electric field \((E_y)\) developed across the sample produces a force

\[
F_{E,y} = (-e)E_y
\]

(1.3)

At equilibrium, \(|F_{E,y}| = |F_{M,y}|\), therefore:

\[
eE_y = ev_x B_z \Rightarrow E_y = v_x B_z
\]

(1.4)
Figure 1.1: Classical Hall effect. (a) Illustration of the classical Hall effect. (b) Hall resistance as a function of magnetic field (for positive charge carriers).

Considering the width of the sample as \( w \), the Hall voltage is then

\[
V_H = E_y w = v_x B_z w \tag{1.5}
\]

The current density \( (J_x) \) defined as current per unit cross-sectional area is given by

\[
J_x = \frac{I_x}{wt} = n(-e)v_x \Rightarrow v_x = \frac{I_x}{n(-e)wt} \tag{1.6}
\]

where \( t \) is the thickness of the sample and \( n \) the electron density. With this, the Hall voltage in equation 1.5 becomes:

\[
V_H = \frac{I_x}{n(-e)t}B_z = R_H \frac{I_x B_z}{t}, \tag{1.7}
\]

where, \( R_H = \frac{1}{n(-e)} \) is the Hall coefficient. The Hall resistance or the transverse resistance \( (R_{xy}) \) is then:

\[
R_{xy} = \frac{V_H}{I_x} = \frac{R_H}{t} B_z \tag{1.8}
\]
Therefore, for a given sample of fixed thickness, the Hall or transverse resistance is linear in magnetic field. A graphic relation is shown in figure 1.1(b). Soon after the discovery of Hall effect, Hall himself discovered that even stronger Hall effect can also be achieved in ferromagnetic materials [10] - the effect is commonly known as the Anomalous Hall effect. In these ferromagnets, the Hall resistance rises sharply before almost saturating at higher values of the field [11]. More can be found on anomalous Hall effect in Ref. [12].

1.2 Integer Quantum Hall effect

The quantum variant of the Hall effect, which was discovered in 1980 by Von Klitzing et al. [1], introduced the use of topology in describing the electronic states in solids. A Hall setup of a two-dimensional (2D) electron gas system in sufficiently high magnetic field and low temperatures gives the result that is different from the result in the classical Hall case, where the Hall resistance is linear in magnetic field. In this case, the Hall resistance depicts well defined plateaus at which

\[ R_{xy} = \frac{h}{\nu e^2}, \]  

and the normal/longitudinal resistance \( R_{xx} \) vanishes. The quantization of the Hall conductivity

\[ \sigma_{xy} = \nu \frac{e^2}{h}; \quad \nu = 0, 1, 2, \ldots \]  

is extremely precise and is not altered by the geometry of the system or impurities in the system. TKNN (Thouless, Kohmoto, Nightingale, and den Nijs) [13] later demonstrated the link between this quantization with topology and found that the integer \( \nu \) is in fact a topological invariant called the Chern number or TKNN invariant, which distinguishes a quantum Hall (QH) state with a band insulating state. This invariant is obtained from the integration of the Berry curvature over the 2D
Figure 1.2: Quantum Hall effect. (a) Cyclotron orbits of electrons in a magnetic field. (b) Skipping orbits of electrons at the interface with vacuum leading to edge current.

\[ \nu = \frac{1}{2\pi} \int_{BZ} (\nabla_k \times A) \, d^2k, \]  

where \( A = \sum_n < u_n(k) | i\nabla_k | u_n(k) > \) is the Berry connection, its curl in the momentum space \( \nabla_k \times A \) is the Berry curvature, \( u_n(k) \) defines the electron Bloch state in the \( n^{th} \) occupied state, and \( k \) represents the crystal momentum vector.

The QH systems are insulating, but what distinguishes them with the ordinary band insulating systems is this topological invariant. However, if the topological invariant is changing in going from ordinary insulating state to the QH state, then the system can not remain insulating. This is where the presence of the edge states comes into play - the QH state is insulating in its 2D bulk, but differs from the ordinary insulating state due to the conducting edge states at the edges [14].

Under the influence of a perpendicular magnetic field, the electrons tend to move in circles - the cyclotron orbits - as shown in figure 1.2(a). However, if we consider the electrons that are present at the edges as shown in figure 1.2(b), they cannot complete the cyclotron orbit and the electrons are forced to bounce back from the boundary and skip forward thereby creating a unidirectional conducting channel at the edge called the chiral edge mode. The result of this is the presence of extended states connecting the bulk valence and conduction bands in the energy-momentum
dispersion at the edges of a QH system (figure 1.3(a)).

1.3 Quantum Spin Hall Effect and 2D topological insulator

One of the key ingredients of QH effect is the perpendicularly applied magnetic field to the direction of current. The necessity of the magnetic field means that the time-reversal (TR) symmetry is broken in QH systems. After the QH effect was discovered and explored, the question that hit the scientific community was whether or not it is possible to obtain the topological states as in the QH effect but in TR invariant systems. This question was answered after the work of Kane and Mele in 2005 [15], in which they proposed that injection of spin-orbit coupling (SOC) would turn graphene - a non-magnetic system - into an insulating system leading to a new topological state, without the need of magnetic field, called the quantum spin Hall (QSH) state. Another work by Bernevig and Zhang in 2006 [16] predicted the generation of the QSH effect in semiconductors with strain gradient with the consideration of SOC. The QSH state may be understood as a combination of Haldane model [17] for spin up and that of spin down in one. A QSH state is insulating and is topologically distinct from an ordinary band insulator, therefore also commonly known as a 2D topological insulator (TI). At the edges, two conducting channels exist, one for each spin, and they propagate in opposite directions resulting into a helical edge mode, which can be visualized as shown in figure 1.3(b) in energy-momentum space. Because they propagate oppositely, the net Hall conductance vanishes, however, a finite spin current can be defined and the corresponding spin Hall conductivity is quantized. The first experimental realization of the QSH state was achieved in the HgTe quantum well in 2007 [18] following its prediction in 2006 [19].

The non-breaking of the TR symmetry means that the Chern number is zero in a QSH or 2D TI system, however, it is topologically different from the ordinary insulators. That means there should exist another topological index/invariant that distinguishes the QSH with band insulating
state. Kane and Mele in 2005 introduced a new topological invariant - the $\mathbb{Z}_2$ topological invariant - that distinguishes the non-trivial QSH insulators from the trivial insulators [20]. While in trivial insulators, it is even ($\nu = 0$), in non-trivial TIs, it is odd ($\nu = 1$). It could also be understood as the number of times (odd or even) the Fermi level crosses the edge states between the TR invariant momentum (TRIM) points in the edge BZ [21]. Because of the SOC, the edge states will be split, however, not at the TRIM points forced by the Kramers’ degeneracy requisite [22]. If in between the TRIM points, the Fermi level crosses the edge states an odd number of times, then the edge states would be robust leading to a non-trivial topological insulating phase. In case of even number of crossings, the system would be a trivial insulator.

The $\mathbb{Z}_2$ topological invariant can be obtained from the Fu-Kane model [23] as:

$$(-1)^\nu = \prod_{i=1}^{N} \delta_i,$$

(1.12)

where $\delta_i$ denotes the parity eigenvalue at the $i^{th}$ TRIM point. Since there are four TRIM points in
2D (considering cubic symmetry), the $\mathbb{Z}_2$ invariant ($\nu$) in 2D is obtained from:

$$(-1)^\nu = \prod_{i=1}^{4} \delta_i,$$

(1.13)

### 1.4 Three-dimensional topological insulator

The prediction of 2D TI in the HgTe quantum well [19] and its subsequent realization [18] left the researchers with the question whether or not this topological phase can be seen in higher-dimensions. It was soon realized that it is possible to obtain the topological insulating state in three-dimensional (3D) materials and this state can be characterized by the 3D generalization of the $\mathbb{Z}_2$ topological invariant [21, 23, 24]. Similar to topological conducting channels along the edge of a QSH system, a 3D TI contains topological states on the 2D surface (figure 1.4(a)). In energy-momentum space, the surface states form a conic dispersion, called the Dirac cone, with the crossing point called the Dirac point [3, 4, 25]. A schematic of a Dirac cone is presented in figure 1.4(b). The dispersion is linear near the Dirac point and is given by:

$$E = \pm \hbar v_D|\mathbf{k}|$$

(1.14)

and is the eigenvalue of the effective Hamiltonian

$$H = \hbar v_D(k_y\sigma_x - k_x\sigma_y),$$

(1.15)

where $v_D$ is the Dirac velocity and $\sigma_i$ ($i = x, y$) represent the Pauli matrices. The spin and momentum are locked at perpendicular direction with each other leading to the helical spin texture in the surface Dirac cone. If a constant energy contour of the Dirac cone is taken, we obtain a circular pocket in $k_x - k_y$ plane that has a spin pointing tangentially at each point.
Following the prediction of a 3D TI state in the BiSb alloy [21], the first experimental realization was achieved in 2008 via photoemission measurements [26]. Because of the small bulk band gap and larger number of surface states in this material, the search for materials that are stoichiometric and possess a lesser number of topological surface states went on. As a result of this, the 3D TI family of $(\text{Bi/Sb})_2(\text{Se/Te})_3$ materials was uncovered where the bulk band gap is in the order of 0.3 meV and a single surface Dirac cone resides at the center of the surface BZ (SBZ) [27, 28].

A 3D TI can be weak and strong depending upon the set of four $\mathbb{Z}_2$ topological invariants $(\nu_0; \nu_1\nu_2\nu_3)$, where $\nu_0$ is the strong topological index and is obtained from equation 1.12 as a product of the parity eigenvalues at each of the TRIM points in the 3D BZ [21]. The odd (≠1) value of this index defines a strong TI. The other three indices $\nu_1, \nu_2, \nu_3$ are the weak indices and are calculated from the product of parity eigenvalues at the TRIM points that lie in a certain surface [21]. An odd value (≠1) of any of these weak indices defines a Weak TI. A trivial insulator has all of the strong and weak indices even (≠0). In the case of a strong TI, the Fermi surface encloses an
odd number of Dirac points, that are strongly protected by the TR symmetry. An schematic of the strong TI is shown in figure 1.5(b), in which the Fermi surface encloses a single Dirac point with Dirac cone dispersion as shown in figure 1.5(c). The 3D TIs discussed above - BiSb alloy and (Bi/Sb)$_2$(Se/Te)$_3$ - fall under the strong TI family. A strong TI features topological Dirac surface states on all surfaces. The TR symmetry protected surface Dirac cones in a strong TI can be gapped out by introducing magnetic impurities or intrinsic magnetization leading to massive Dirac fermions [29, 30]. Such magnetic TIs are still interesting as they can host a variety of novel phenomena including the quantum anomalous Hall (QAH) effect and axion insulating phase [31, 32, 33, 34]. A weak TI, on the other hand, encloses an even number of Dirac points on its Fermi surface (figure 1.5(a)). The Dirac states in such TI are not protected by the TR symmetry and can be gapped out easily with perturbations that break the translation symmetry. Topological surface states in these materials are present only on particular surfaces and are absent on other surfaces, which are called topologically dark surfaces [35]. A different class of TI in which the crystal symmetry also plays a vital role in topological protection also exists, and such TI class is called topological crystalline insulators [36, 37, 38]. Such TIs have topological surface states only
on the particular surfaces that respect the protecting symmetry.

1.5 Topological semimetal

The experimental discovery of 3D TI prompted an influx of research into finding more material candidates that can host topological phases. In the process, more topological phases beyond TIs got discovered. Topological semimetal (TSM) phase is one of them, in which the bulk valence and conduction bands cross at discrete positions in the momentum space accidentally or enforced by some symmetries [5]. Depending upon the dimensionality, band-degeneracy and symmetry protection, TSMs are generally classified as Dirac semimetals (DSMs) [5, 39, 40, 41], Weyl semimetals (WSMs) [5, 6, 42, 43], and nodal-line semimetals (NLSMs) [7, 44, 45, 46].

A DSM phase is observed in the presence of TR and Inversion symmetries, where both the crossing/touching bands are two-fold degenerate. The bulk Dirac point is, therefore, four-fold degenerate. A schematic of a bulk Dirac cone dispersion in a DSM is presented in figure 1.6(a). When either of the TR or inversion symmetries is broken, then the Dirac fermion splits into a pair of two-fold degenerate Weyl points with opposite chirality that get separated in momentum space giving a realization of a WSM (schematic shown in figure 1.6(b)). In that sense, a Dirac node is a combination of the Weyl node pair. The low-energy band dispersion near the Weyl nodes is governed by the Hamiltonian:

\[ H_{\pm} = \pm v \sigma \cdot \hbar k = \pm \sum_{i=x,y,z} v \sigma_i \hbar k_i \quad (1.16) \]

where \(\pm\) represents the chirality (or the topological charge) of the Weyl node and \(v\) is the velocity of the Weyl fermion. The corresponding dispersion is linear and gives a Weyl cone in energy-momentum space.

\[ E_{\pm} = \pm v |\hbar k| \quad (1.17) \]
Figure 1.6: Schematic of band crossing in (a) Dirac, (b) Weyl, and (c) nodal-line semimetals.

In a DSM, two Weyl nodes of opposite chirality are coupled together, however the gap opening due to annihilation is prevented by the presence of symmetries. When TR symmetry or inversion symmetry is broken, then they can be separated in momentum space leading to a WSM phase. In TR-invariant non-centrosymmetric case, TR symmetry forces the same chirality at positive and negative momentum positions. Therefore, at least a pair of positive chirality and a pair of negative chirality Weyl nodes (total of minimum four) are present in such WSMs. In TR breaking centrosymmetric case, inversion symmetry allows opposite chirality Weyl nodes at opposite momentum positions, thereby a minimum of two Weyl nodes are possible in such WSMs. The bulk-boundary correspondence ensures the presence of surface states that connect the Weyl nodes of opposite chiral charge [6, 42, 43, 47]. These states are the smoking evidences of Weyl semimetals and are called the Fermi arcs.

Experimental realization of DSM [39, 40, 41] and WSM [42, 43] phases provided the condensed matter physics realization of Dirac or Weyl fermions in high-energy physics as low energy excitations. In these TSMs, if we tune the binding energy position of the Dirac or Weyl nodes at the Fermi level, the resulting Fermi surface would have a point-like pocket. Recent advances in the search of TSMs has introduced new types of Dirac or Weyl semimetals in which the Dirac or
Weyl cone is strongly tilted [48, 49, 50, 51, 52]. A constant energy contour taken at the position of the Weyl or Dirac node in these materials will, therefore, contain both electron and hole pockets and Weyl node exists at the intersection of these pockets. These Weyl or Dirac fermions are called Type-II type and do not have any high-energy physics analogs as they violate the Lorentz invariance. In addition to four-fold Dirac and two-fold Weyl fermions, it is also possible to obtain symmetry protected three-, six-, and eight-fold point degeneracies in condensed matter systems [53, 54, 55, 56, 57, 58, 59].

Different from point degeneracy in the DSM, WSM, and beyond as discussed above, it is also possible to have topological band crossing extended along a line or a loop (schematic shown in figure 1.6(c)), which is the case of NLSM [7, 44, 45, 46, 60, 61] (also referred to as nodal-loop or nodal-ring semimetals). The bulk boundary correspondence in NLSM lies in the occurrence of the drumhead-like surface states [62, 63, 64]. These surface states are almost flat and such flat-type band dispersion could lead to exotic phenomenon such as high-temperature surface superconductivity [65, 66]. A NLSM can be a Dirac-type or a Weyl-type based on the presence of symmetries [61]. A Dirac-type NLSM is realized in TR-invariant centrosymmetric materials with negligible SOC. In presence of strong SOC, gap opening may occur leading to a TI phase [67] or in presence of some crystalline symmetry, a nodal line may split into Dirac nodes leading to a DSM phase [68]. Weyl-type NLSM, on the other hand, is realized when one of TR or inversion symmetry broken and additional crystalline symmetry such as mirror symmetry is required to protect the nodal line [44, 61]. Inclusion of SOC can open up a gap, however, the presence of mirror symmetry may lead to pairs of Weyl nodes mapped by the mirror plane [69, 70]. Moreover, non-symmorphic symmetries, glide mirror or screw rotation, also can generate NLSM [45, 46, 71], in which SOC does not play a significant role because of lattice translation protection [72].
1.6 Higher-order topological Insulator

The 3D topological phases we have discussed so far have topological states either in 3D bulk or 2D surface protected by the non-trivial topology of the bulk. New topological phases, where topological states lie in lower dimensional region i.e., one-dimensional (1D) hinges or zero-dimensional corners, have also been discovered and these phases are known as higher-order topological phases [73, 74]. The order is defined by the dimension of the region where the topological edge states reside - if the edge states are present in $d - n$ dimensional region ($d$ being the dimensionality of the system), the topological phase would be of $n^{th}$ order. By this definition, the topological phases discussed in previous sections would fall under first order topological phases. For example, a 3D TI features topological states on the $3 - 1$ dimensional surfaces, therefore, it is a first-order 3D TI. A TI of higher order - called higher order TI (HOTI) - features the topological states in $3 - 2$ or lower dimensional region [75].

Just like a 3D TI, a HOTI in 3D has an insulating bulk. While the 2D surface of a 3D TI contains metallic states that are topologically protected, the surface of a 3D HOTI is gapped out and the metallic states lie along the hinges or at the corners. A HOTI can have a unidirectional hinge mode, analogous to the edge states in a QH system, or a pair of counter-propagating hinge modes, analogous to the edge states in a QSH system [75]. Schematics of second-order 3D TIs with helical hinge states are presented in figure 1.7. Crystalline symmetries play a role in preserving the topology in these novel topological systems [75, 76, 77, 78, 79]. HOTI phase has been experimentally realized in electronic circuits [80], photonic and phononic systems [81, 82] as well as in crystalline systems such as Bismuth [83]. The notion of higher-order topology has been extended to higher-order topological superconductors [76, 78, 79], higher-order Dirac and Weyl semimetals [84, 85, 86] and more [87, 88, 89].
1.7 Kagome and breathing kagome geometry

A good chunk of researches in the recent years have focused on the interplay among different physical parameters such as geometry, topology, correlation, magnetic ordering, etc. Materials with kagome geometry have come into play as rich grounds in order to study all or some of these parameters. Conventional kagome geometry comprises of six-equivalent triangles which share the corners forming a hexagon with their bases (see Figure 1.8(a)). Flat bands due to geometry forced electronic state localization gives rise to correlation effects, and possible presence of Dirac crossing at the corner of the BZ is indicative of the potential topology [90, 91, 92, 93, 94, 95]. A Chern phase can be induced by opening a gap at the Dirac crossing by introducing SOC and ferromagnetic ordering [96, 97]. Different from the conventional geometry of six equivalent triangles, some kagome systems possess alternating triangles of two different sizes in a so called breathing kagome geometry [98, 99] (See schematic in Figure 1.8(b)). Though the Dirac crossing at the corner of the
BZ may be gapped, these breathing kagome systems have the potential of featuring higher-order topological phase along with robust topological flat bands [98, 100, 101].

1.8 Charge density wave

Charge density wave (CDW) is a periodic fluctuation of the charge carrier density caused by the periodic lattice deformation [102, 103, 104]. Owing to its relevance in understanding of several properties of solids such as electron-phonon interaction and structural transitions as well as its occurrence with other co-existing or competing exotic phenomena such as superconductivity and magnetism, CDW has remained an important topic of study over the decades [105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115].

The simplest example of CDW can be picturized in one-dimension via Peierl’s distortion [116, 117]. Lattice periodicity ($a$) doubles with electronic disturbance of the system by a wave vector ($q$) twice the Fermi wave vector ($2k_f$). This results in halving of the BZ with boundaries at
Figure 1.9: Schematic of Fermi surface nesting. (a) Perfect Fermi surface nesting in one dimension by a wave vector equal to twice the Fermi wave vector. (b) Absence of nesting in a 2D circular Fermi surface. (c) An example of partial nesting in 2D. The figure is adopted from P. Aebi et al., J. Electron Spectros. Retal. Phenomena 117-118, 433 (2001) [120].

\( k = \pm \frac{\pi}{2a} \). The wave vector \( q \) nests the BZ boundaries on the FS, creating a gap. This process is commonly known as FS nesting. The nesting of the FS is perfect in one dimension, but in moving to higher dimensions, the nesting becomes imperfect or absent (see schematic in Figure 1.9). Imperfect nesting leads to gapping of only a portion of the FS, leaving the system metallic even with CDW ordering [118, 119, 120]. Other than FS nesting, CDW is generally associated with other mechanisms such as electron-phonon coupling and exciton condensation [121].
CHAPTER 2: EXPERIMENTAL TECHNIQUES

The main experimental technique used for the works included in this dissertation is angle-resolved photoemission spectroscopy (ARPES). In addition to the lab-based ARPES set up at the University of Central Florida, the results presented in this dissertation were obtained using the synchrotron-based ARPES set ups at the Advanced Light Source (ALS) beamlines 10.0.1.1, 10.0.1.2 & 4.0.3.2, Stanford Synchrotron Radiation Lightsource (SSRL) beamline 5-2, and Swiss Light Source (SLS) SIS-ULTRA beamline. This chapter will introduce the concepts related to state-of-the-art ARPES technique.

2.1 Angle-resolved photoemission spectroscopy

The study of electronic structure of solids is important as it governs several exotic properties associated with them. ARPES is a powerful experimental tool that can directly probe the electronic structure in solids [122, 123, 124, 125, 126, 127, 128, 129, 130, 131]. An schematic of ARPES experimental set up is presented in Figure 2.1. It is a photon in electron out process that bases on the principle of photoelectric effect - current generation with illumination of light. First observed by Hertz in 1887 [132] followed by Hallwachs in 1888 [133] and Lenard in 1900 [134], it was only explained by A. Einstein in 1906 [135], which won him a Nobel prize in 1921. As proposed by Einstein, light is quantized with a quantum of light called the photon with energy $hv$, $h$ being the Planck’s constant and $\nu$ the frequency.
2.1.1 Photoemission kinetics

Photoemission process refers to the process of ejection of electron when light with sufficient energy is shone on the surface of a sample. The kinetics of the photoemission process is presented in Figure 2.2. When the electron is ejected from the surface, the kinetic energy \( E_K \) of the ejected electron, called the photoelectron, is related to the energy of the incident light as:

\[
E_K = h\nu - \Phi,
\]

(2.1)

where, \( \Phi \) is the inherent property specific to a material, called the work function, defined as the minimum energy required to eject an electron from the surface of the sample to the vacuum. In order to dislodge the electron from the core of the sample, the incident photon energy should overcome the binding energy \( E_B \) of the electron in addition to the work function. The kinetic
energy of the ejected electron is then defined as:

$$E_K = h\nu - \Phi - |E_B|$$  \hspace{1cm} (2.2)

The momentum of the photoelectron ($K$ in wave vector units) is defined by:

$$K = \frac{1}{\hbar} \sqrt{2mE_K}$$  \hspace{1cm} (2.3)
The momentum vector is the sum of parallel and perpendicular components.

\[ \vec{K} = \vec{K}_\parallel + \vec{K}_\perp \]  \hspace{1cm} (2.4)

The magnitude of the parallel and perpendicular components depend on the emission angle \( \theta \) (see Figure 2.1) as:

\[ K_\parallel = \frac{1}{\hbar} \sqrt{2mE_K} \sin \theta \]  \hspace{1cm} (2.5)

and

\[ K_\perp = \frac{1}{\hbar} \sqrt{2mE_K} \cos \theta \]  \hspace{1cm} (2.6)

When the photoelectron is ejected out to the vacuum, the translation symmetry remains conserved parallel to the sample surface, however, it is broken along the direction perpendicular to the sample. Assuming the momentum of the photon is negligible compared to that of the electron, the conservation of momentum implies that the parallel component of the momentum does not change during the photoemission process. The parallel component of the momentum of electron inside the crystal \( (k_\parallel) \) is, therefore:

\[ k_\parallel = K_\parallel = \frac{1}{\hbar} \sqrt{2mE_K} \sin \theta \]  \hspace{1cm} (2.7)

Assuming the sample surface to be along the \( xy \)-plane, the \( x \) and \( y \) components of the parallel momentum are defined by the emission angle \( \phi \) (see Figure 2.1) as:

\[ k_x = \frac{1}{\hbar} \sqrt{2mE_K} \sin \theta \cos \phi \]  \hspace{1cm} (2.8)

and

\[ k_y = \frac{1}{\hbar} \sqrt{2mE_K} \sin \theta \sin \phi \]  \hspace{1cm} (2.9)
2.1.2 Three step model and photoemission spectral function

The photoemission process is most commonly described by the so called three step model. A schematic of the three step model is presented in Figure 2.3. Within this model, the photoemission process has three discrete steps:

- Excitation of the electrons in the bulk of the sample by the incident light
- Propagation of the photoexcited electron from the bulk to the surface of the sample
- Emission of the electrons from the surface of the sample to the vacuum

In the first step, the photon of energy $h\nu$ incident on the system optically excites the electron inside the sample. Considering the system as a $N$ electron system, the transition probability from initial state $\psi_i^N$ to the photoexcited state $\psi_f^N$ is (as described by the Fermi Golden approximation):

$$w_{fi} = \frac{2\pi}{\hbar} |\langle \psi_f^N | \mathcal{H} | \psi_i^N \rangle|^2 \delta(E_f^N - E_i^N - h\nu),$$  \hspace{1cm} (2.10)$$

where $E_f^N$ and $E_i^N$ are the final and initial state energies of the $N$ electron system. The final state energy is the sum of the kinetic energy gained by the photoexcited electron and the energy of the remaining $N-1$ electron system, i.e. $E_f^N = E_K + E_{f}^{N-1}$. Similarly, the initial state energy is equal to the energy of the remaining $N-1$ electron system minus the binding energy of the electron before being excited, i.e. $E_i^N = E_i^{N-1} - E_B$. $\mathcal{H}$ in equation 2.10 is the interaction Hamiltonian defined by:

$$\mathcal{H} = \frac{e}{2mc} (\vec{p} \cdot \vec{A} + \vec{A} \cdot \vec{p}) = \frac{e}{mc} \vec{A} \cdot \vec{p},$$  \hspace{1cm} (2.11)$$

where $\vec{p} = i\hbar\nabla$ is the momentum operator and $\vec{A}$ is the vector potential of the electromagnetic field of light. Assuming the sudden approximation (no interaction between post-excitation photo-
Figure 2.3: Schematic of three-step model of photoemission. This figure is adopted from S. Suga, A. Sekiyama, and C. Tusche, *Photoelectrom Spectroscopy*, (Springer, 2021) [131].

electron and the remaining \( N - 1 \) electron system),

\[
\psi_f^N = A \varphi_f^k \psi_f^{N-1},
\]  

(2.12)

where \( A \) is an antisymmetric operator, \( \varphi_f^k \) is the final state wavefunction of the photoexcited electron with momentum \( k \), and \( \psi_f^{N-1} \) is the final state wavefunction of the remaining \( N - 1 \) electron system. Under the Hartree-Fock approximation,

\[
\psi_i^N = A \varphi_i^k \psi_i^{N-1},
\]  

(2.13)

where \( \varphi_i^k \) defines the initial state of the electron (before being photoexcited) at some momentum \( k \) and \( \psi_i^{N-1} \) defines the initial state of the remaining \( N - 1 \) electron system. With the considerations
of sudden approximation and Hartree-Fock approximations, the equation 2.10 becomes:

\[ w_{fi} = \frac{2\pi}{\hbar} |\langle \varphi_f^k | \mathcal{H} | \varphi_i^k \rangle|^2 |\langle \psi_m^{N-1} | \psi_i^{N-1} \rangle|^2 \delta(E_K + E_m^{N-1} - E_i^N - h\nu) \]  

(2.14)

Here, \( \psi_m^{N-1} \) is the wavefunction of the excited state of the remaining \( N - 1 \) electron system. Assumption of sudden approximation means \( \psi_m^{N-1} = \psi_i^{N-1} \). The photoemission intensity for photoelectrons with momentum \( k \) and kinetic energy \( E_K \) is the sum over all final states, i.e.

\[ I(k, E_K) = \sum_{f,i} f_i w_{fi} = \frac{2\pi}{\hbar} \sum_{f,i} |\langle \varphi_f^k | \mathcal{H} | \varphi_i^k \rangle|^2 \sum_m |\langle \psi_m^{N-1} | \psi_i^{N-1} \rangle|^2 \delta(E_K + E_m^{N-1} - E_i^N - h\nu) \]  

(2.15)

The first term \( \sum_{f,i} |\langle \varphi_f^k | \mathcal{H} | \varphi_i^k \rangle|^2 = \sum_{f,i} |M_{f,i}^k|^2 \), where

\[ M_{f,i}^k = \langle \varphi_f^k | \mathcal{H} | \varphi_i^k \rangle \]  

(2.16)

is the one-electron matrix element that contains all information associated with the interaction between the photon and the electron. The term \( |\langle \psi_m^{N-1} | \psi_i^{N-1} \rangle|^2 = 1 \) for non-interacting systems. However, for correlated systems, \( |\langle \psi_m^{N-1} | \psi_i^{N-1} \rangle|^2 \neq 1 \). In order to understand the propagation of electrons in such systems, Green’s function formalism is used. The one-electron spectral function in this formalism is given by the imaginary part of the Green’s function as:

\[ A(k, \omega) = -\frac{1}{\pi} ImG(k, \omega) \]  

(2.17)

The information about the electron propagating in the many-electron system is given by the self-energy \( \Sigma(k, \omega) = \Sigma'(k, \omega) + i\Sigma''(k, \omega) \); \( \Sigma'(k, \omega) \) and \( \Sigma''(k, \omega) \) being the real and imaginary parts, respectively. With self-energy, the Green’s function can be written as:

\[ G(k, \omega) = \frac{1}{\omega - \epsilon_k - \Sigma(k, \omega)} = \frac{1}{(\omega - \epsilon_k - \Sigma'(k, \omega)) - i\Sigma''(k, \omega)} \]  

(2.18)
The imaginary part of the Green function is, therefore: 

\[ \text{Im} G(k, \omega) = \frac{\Sigma''(k, \omega)}{(\omega - \epsilon_k - \Sigma'(k, \omega))^2 + (\Sigma''(k, \omega))^2} \]

The one-electron spectral function becomes:

\[ A(k, \omega) = -\frac{1}{\pi} \frac{\Sigma''(k, \omega)}{\omega - \epsilon_k - \Sigma'(k, \omega)^2 + (\Sigma''(k, \omega))^2} \] (2.19)

The photoemission intensity obtained in ARPES is given by:

\[ I(k, \omega) = I_0(k, \nu, A) f(\omega) A(k, \omega) \] (2.20)

The first term in equation 2.20 - \( I_0(k, \nu, A) \) is proportional to the one-electron matrix element \( M_{f,i}^k \) (equation 2.16). The second term \( f(\omega) \) is the Fermi-Dirac distribution function given by:

\[ f(\omega) = \frac{1}{1 + e^{(\omega / k_B T)}} \] (2.21)

\( f(\omega) \) is 1 for the occupied states (\( \leq \) Fermi energy \( E_F \)) and zero for unoccupied states (\( > E_F \)). Therefore, ARPES can only probe the electronic structure up to the Fermi level.

### 2.1.3 Matrix elements and polarization dependence

The term \( I_0(k, \nu, A) \) on the photoemission intensity in equation 2.20 is proportional to the one-electron matrix element \( M_{f,i}^k \). From equation 2.16, \( M_{f,i}^k = \langle \phi_f^k | \mathcal{H} | \phi_i^k \rangle \) and from equation 2.11, \( \mathcal{H} = \frac{e}{mc} \vec{A} \cdot \vec{p} \). Therefore,

\[ M_{f,i}^k \sim \langle \phi_f^k | \vec{A} \cdot \vec{p} | \phi_i^k \rangle \] (2.22)

The vector potential term \( \vec{A} \) has dependence on the polarization and energy of the photon source. Therefore, variation in the energy and polarization of the light, which is dependent on the geometry
of the experimental set up, causes photoemission intensity to be modified. This effect is called the matrix element effect. The final one-electron wavefunction $\varphi^k_f$ can be approximated as an even-parity plane wave with respect to a mirror plane defined by the normal to the sample surface and the slit of the electron analyzer. This means, the parity of the operator $\vec{A} \cdot \vec{p}$ and the initial one-electron wave function $\varphi^k_i$ must be either both even or both odd. If they have opposite parity, then the one-electron matrix element term and hence the photoemission intensity will vanish. When the parity of the operator $\vec{A} \cdot \vec{p}$ is even, which is the case of p-polarized light (the field direction of the light is parallel to the mirror plane), only the even parity $\varphi^k_i$’s will produce non-zero matrix elements leading to the finite photoemission intensity. On the other hand, when the parity of the operator $\vec{A} \cdot \vec{p}$ is odd, which is the case of s-polarized light (the field direction of the light is perpendicular to the mirror plane), only the odd parity $\varphi^k_i$’s will produce non-zero matrix elements leading to the finite photoemission intensity.

### 2.1.4 Probing depth and surface/bulk sensitivity

Within the three step model, the photoexcitation of electron by light is followed by the travel of the photoexcited electron to the surface of the sample. The probability of the photoelectron reaching the surface is proportional to its inelastic mean free path, a measure of average distance the photoelectron can transverse before interacting inelastically. Higher the mean free path, greater the probing depth of the photoemission spectroscopy measurement. The relation between the mean free path and the kinetic energy of the photoelectron is graphically presented in Ref. [124] in a so called *universal curve* of the mean free path (see Figure 2.4). Within 20-100 eV kinetic energies, typical for most ARPES experiments, the mean free path is less than 1 nm, which means only the topmost layer(s) of the atoms in the sample is (are) being probed. This highlights the importance of atomically clean surface for ARPES measurements. In order to increase the bulk-sensitivity of measurements, there are two ways: (i) to use a lower photon energy using ultra-violet laser source
and (ii) to use high photon energy using soft X-ray source.

2.1.5 Determination of $k_z$ and photon energy-dependence

Because of the breaking of the translation symmetry in the perpendicular direction, the principle of conservation is not applicable for the perpendicular component of the momentum, i.e. $k_\perp$ (or $k_z$) $\neq K_\perp$. In order to determine the perpendicular component of the momentum inside the sample, free-electron approximation is utilized, where the photoelectron is considered as a free electron in a surface potential barrier of height $V_0$. Under this approximations, the kinetic 

Figure 2.4: Universal curve for electron inelastic mean free path as a function of kinetic energy from Ref. [124].
The energy of the photoelectron can be written as:

$$E_K = \frac{\hbar^2 (k_\parallel^2 + k_\perp^2)}{2m} - V_0 \quad (2.23)$$

Thus,

$$k_\perp^2 = \frac{2m}{\hbar^2} (E_K + V_0) - k_\parallel^2 = \frac{2m}{\hbar^2} (E_K + V_0) - \frac{2m}{\hbar^2} E_K \sin^2 \theta = \frac{2m}{\hbar^2} [E_K (1 - \sin^2 \theta) + V_0]$$

$$\Rightarrow k_\perp = k_z = \frac{1}{\hbar} \sqrt{2m(E_K \cos^2 \theta + V_0)} \quad (2.24)$$

The surface potential $V_0$ is also called the *inner potential* and is adjusted to obtain the periodicity along the $k_z$ direction. Since $E_K = h\nu - \Phi - |E_B|$, the equation 2.24 implies that $k_z$ is dependent on the photon energy $h\nu$. Therefore, in photoemission experiment, different photon energies probe different $k_z$ planes in the BZ as depicted in the schematic in Figure 2.5.
2.2 Components of ARPES experimental set up

As discussed in the previous section, ARPES uses the basic principle of photoemission, where the incident light ejects electrons from the sample. Therefore, light source is the first and foremost component of an experimental ARPES setup. The ejected electrons are then collected by the ARPES analyzer which collects the information of the kinetic energy and emission angles of the electrons. The need for atomically clean surface of the sample makes ultra-high vacuum (UHV) very very essential in ARPES. Another important component of the ARPES set up is the sample manipulator, which allows different transnational and rotational motion of the sample holder.

2.2.1 Light source

The light sources used in ARPES experiments are either lab-based, which include gas discharge lamp and laser, or synchrotron radiation-based, which include vacuum ultra-violet (VUV), soft X-ray, and hard X-ray photon sources.

One advantage of lab-based light sources lies in their availability all the time without having to apply for the beamtime. A common gas discharge lamp is the Helium excitation lamp, which can give a very good energy resolution below 2 meV. However, the photon flux is low and the beam spot is large. Also, the continuous flow of Helium gap may cause the sample surface aging sooner. The use of laser in lab-based ARPES systems gives the advantage of increased probe depth. However, the lab-based light sources come with two main disadvantages - inability of tuning photon energy and a large beam spot size. A point to note is that some modern laser-based systems are capable of tuning photon energy, however, only within a small range. Our home-ARPES setup at the Laboratory for Advanced Spectroscopic Characterization of Quantum Materials (LASCQM) has a Scienta Omicron Helium excitation lamp as well as a laser source. The Helium lamp can
generate two discrete photon energy sources - 21.2 eV (He Iα) and 40.8 eV (He IIα). The laser-based source generates 21.4 eV photon energy pulses by driving high-harmonic generation (HHG) of second harmonics of the laser pulses coming from the commercial Yb : KGW amplifier [136] (will be discussed in detail in section 2.6).

The aforementioned disadvantages of tunability of photon energy and spot size in lab-based light sources are overcomed in synchrotron radiation-based beamline sources, with added advantage of polarization tunability. However, they are very costly compared to the lab-based light systems and hence are only available at limited user facilities. This creates another disadvantage of having to apply for beamtime in order to perform experiments. Synchrotron sources use the principle similar to Bremsstrahlung radiation, in which a charge particle accelerated by an electric field loses its energy in form of electromagnetic radiation. In case of the synchrotron radiation, the charge particle (electron) is accelerated by a magnetic field resulting in emission of electromagnetic radiation over a wide range of photon energies. Photon energy can then be fixed to a desired value by monochromatizing by a grating monochromator. Highly polarized photon energies ranging from VUV to X-ray region can be generated, thereby providing opportunities for probing different penetration depths and hence for surface as well as bulk sensitive measurements.

2.2.2 Electron analyzer

Once the light source of sufficient energy greater than the work function of the sample (plus the binding energy in case of lower lying electrons) hits the sample, electrons are emitted from the sample surface. These photoelectrons are gathered by the analyzer and the information about the emission angles and kinetic energies of the photon electrons are generated, which are related to the electron momenta and binding energies inside the sample. Most commonly, modern ARPES systems employ a hemispherical electron analyzer [137]. A schematic of a hemispherical electron
analyzer is presented in Figure 2.6. The photoelectrons emitted by the light source are focused into the entrance slit by an electron lens on the basis of the emission angles, which are related to the momenta of the electron. After passing through the entrance slit, the photoelectrons enter into the hemispherical deflector which consists of two concentric hemispheres maintained at a constant potential difference ($V$). The photoelectrons are grouped based on their kinetic energies. One important parameter is the pass energy, which is defined to be the energy of the photoelectrons whose motion will be concentric to the hemispheres. The pass energy can be adjusted by altering the potential difference between the hemispheres, the relation is:

$$E_p = eV \left( \frac{R_1}{R_2} - \frac{R_2}{R_1} \right),$$

(2.25)

where, $E_p$ is the pass energy and $R_1$ & $R_2$ are the radii of curvature of the outer & inner hemispheres, respectively. The photoelectrons will have different curvatures of motion depending on whether their kinetic energy is larger or smaller than the pass energy. The photoelectrons, already grouped according to their kinetic energy and momenta, hit the detector equipped with a multichannel plate followed by a phosphorous plate and a charge coupled device camera, giving a energy versus momentum picture.

2.2.3 Sample manipulator

Most of the ARPES beamlines have different pre-defined positions for sample loading, transferring, cleaving, and measuring. The sample manipulator is used to move the sample to any of the desired positions. A sample manipulator typically has motion in 6-degrees of freedom. Three of them are translation motion along $x-$, $y-$, and $z-$axes, and the other three are rotational motions. During measurements, the path of the light beam is fixed. In most of the beamlines (including ALS BL 10.0.1.2, ALS BL 4.0.3.2, SSRL BL 5-2, and SIS-ULTRA endstation), the analyzer is kept
fixed and the detector configuration is changed by moving the sample stage. In ALS BL 10.0.1.1, the sample stage is kept at a fixed measurement position and the analyzer is rotated to acquire the data. Also, in some beamlines that use DA30 analyzer, they require no physical movement of the sample or analyzer during the data acquisition process. The role of sample manipulator is very important in identifying the correct orientation of the sample to be measured. In addition, the sample manipulator is also used to attach thermostats that give the temperature reading at the sample stage and other desired places. Our home-ARPES set up at LASCQM has a sample manipulator with 5-degrees of freedom including 3 translational and 2 rotational ones.
2.2.4 Ultra-high vacuum

ARPES needs the surface of the sample to be atomically clean. This brings the necessity of UHV as an essential component in any ARPES experimental set ups. Typical ARPES measurements last for a day or two. If the vacuum is not ultra-high, then within no time the fresh and clean sample surface will be covered by layers of atoms turning it not a bad sample. In order to achieve UHV conditions inside the ARPES chamber, most of the ARPES systems typically use the following pumps.

1. In order to achieve a rough vacuum condition of $10^{-2}$ torr, *mechanical or roughing pumps* are used. These serve as the backing to the turbo pumps.

2. After bringing the pressure down to rough vacuum condition, *turbomolecular pumps* are used. These pumps can take the pressure down to $10^{-9}$ torr. The pumping speed of the turbo pumps depends on the size and the load of the chamber on which it is to be operated.

3. ARPES experiments are typically performed under pressure better than $10^{-10}$ torr. Therefore, *ion pumps* are needed to take the pressure down to such UHV condition. The ion pumps ionize the gasess and by means of an electric potential maintained between anodes and cathodes, accelerate them to deposit onto the cathode plates.

In addition to vacuum pumps, *baking* is also required to maintain UHV conditions. After pumping with roughing and turbomolecular pumps, the system is usually baked for about a week at temperatures instructed on the manual in order to remove the adsorbed gases inside the walls of the ARPES chambers.
2.3 Momentum and energy resolutions

From equation 2.7,
\[ \Delta k_\parallel = \frac{1}{\hbar} \sqrt{2mE_K \cos \theta} \Delta \theta \]  

(2.26)

Therefore, the momentum resolution in ARPES depends on the angular resolution \( \Delta \theta \). As \( E_K = h\nu - \Phi - |E_B| \), equation 2.26 implies that the momentum resolution is better for lower photon energies for a given angular resolution limited by the beam spot size.

The total energy resolution has major contributions from the optics part and the analyzer setting. However, the true energy resolution is affected by other factors as well, an example is the residual field inside the ARPES chamber. The contribution to the energy resolution from the optical part depends on the bandwidth of the incident light. The contribution from the analyzer part depends on various factors including the slit width \( (s) \), pass energy \( (E_p) \), mean radius of hemispheres \( (R_m = \frac{R_1 + R_2}{2}) \) and the acceptance angle \( (\alpha) \) as [138]:

\[ \Delta E_{\text{analyzer}} = E_p \left( \frac{s}{R_m} + \frac{\alpha^2}{4} \right) \]  

(2.27)

2.4 Sample preparation and cleaving

All the works under this dissertation have been performed using single crystals. A schematic showing the general process of sample preparation and cleaving is presented in Figure 2.7. First, the crystals are cut into flat and shiny pieces. They are then attached to sample holders using silver epoxy paste (torr seal in case of hard samples) and cured for a time and at a temperature given in the instruction (for handling epoxy or torr seal). Ceramic posts are attached on top of the cured samples again using silver epoxy paste (or torr seal) and are cured again at the instructed temperatures and
for instructed times. Once they are properly cured, the sample holders (with samples and ceramic posts) are loaded into the ARPES chamber, which is kept under UHV conditions. After cooling the sample stage to a desired temperature, the samples are cleaved using the cleaver. During the cleaving process, the top unclean layers on the samples go away with the epoxy (or torr seal) attached to the ceramic posts, leaving behind a fresh and clean surface. The cleaved samples are then transferred to the measurement position using the sample manipulator stage and measured to get the ARPES data.

### 2.5 Time-resolved ARPES

The dependence of ARPES intensity (equation 2.20) on the Fermi-Dirac distribution function limits the conventional ARPES only up to the Fermi level. However, for many materials, the regions or features of interest may lie in the unoccupied out-of-equilibrium states above the Fermi level. Also, the electronic and phononic processes in quantum materials take place in picosecond to attosecond time scales. With time-resolution combined with conventional ARPES, the time-resolved...
ARPES (trARPES) provides an extensive tool to study the nonequilibrium electronic properties as well as electronic and phononic interactions. trARPES bases on pump-probe set up, where a pump pulse excites the electrons out-of-equilibrium and a subsequent probe pulse captures the momentum-resolved electronic dispersion. The time-resolved part comes from the delay between the pump and the probe pulses. This technique has already become an important tool to study the non-equilibrium properties including CDW melting [139], Cooper pair recombination [140], band renormalization effects [141, 142], exciton formation [143], electron-electron and electron-phonon interactions [144, 145, 146], and more.

LASCQM at the University of Central Florida has a time-resolved ARPES set up that uses commercial Yb : KGW amplifier that emits 280 fs laser pulses of 1025 nm wavelength (see Figure 2.8). A BBO crystal is used to generate 511 nm second harmonic pulses and a subsequent dichroic mirror separates these second harmonic pulses with the fundamental 1025 nm pulses. The fundamental pulse, passed through a delay stage and additional optical geometry, creates the pump line (see red path in the schematic in Figure 2.8). The second harmonic pulse (green path in Figure 2.8) is then passed through a high-harmonic generation capillary filled with Krypton gas. The high-harmonic

Figure 2.8: Schematic of the trARPES set up at LASCQM taken from [136].
pulses and the residual 511 nm pulses are first reflected by a flat mirror and then by a torroidal mirror, both coated with silicon carbide to facilitate 9th harmonic transmission, before focusing onto the sample. An aluminum filter placed in between these mirrors blocks the residual 511 nm pulses as well as lower-order harmonics. Therefore, 21.8 eV 9th harmonic pulse (7th and 11th harmonics as well, but very weak) creates the probe arm. Please refer to Ref. [136] for details. The set up has been successfully used to study the ultrafast phonon cooling mechanisms in the celebrated NLSM ZrSiS (see Ref. [146]).

2.6 Crystal synthesis and characterization

From performing various transport and spectroscopic measurements on the materials to testing their device application, most important step is to synthesize very high-quality crystals of those materials. Crystal growth, therefore, is vital in multiple disciplines of science and technology. ARPES experiments are usually carried out on single crystals and very high-quality of the crystals is desired as impurities can change the complexion of the electronic structure. Crystal growth is done using different techniques, which involve growth from solution, vapor, and melt [147]. At LASCQM in University of Central Florida, we mainly employ Bridgman technique, which is a melt growth technique, and chemical vapor deposition, which as name suggests is a vapor growth technique. The Bridgman technique is a simple technique that can grow a large range of materials and can be employed in two configurations - horizontal and vertical. Polycrystalline form of the material to be grown as single crystals is heated above the melting point and slowly translated to a cooler temperature below the melting point. In order to have a desired orientation, a seed crystal is used, which initiates the growth of the crystal at the melt-seed interface. Chemical vapor transport, on the other hand, uses as a temperature profile that is maintained at different values at the volatilization side and growth side. The process starts at the volatilization side, where the
starting materials are vaporized, then transported and finally deposited at the growth side as single crystals. An easily vaporizable compound such as Iodine is used as a transport agent.

After growing the crystals, it is very important to characterize them to make sure a correct material is being grown. X-ray diffraction (XRD) is widely used for the structural characterization and energy-dispersive X-ray analysis (EDAX) is commonly used for compositional homogeneity. XRD can be done on powdered sample (powdered XRD) or on single crystals (single crystal XRD). When monochromatic X-rays are incident on the sample, diffraction occurs according to the Bragg’s equation \[ n\lambda = 2dsin\theta \], where \( n \) is a positive integer, \( \lambda \) is the wavelength of the incident X-rays, \( d \) is the interplanar spacing, and \( \theta \) is the diffraction angle. By collecting the intensity of diffracted rays, complete structural analysis can be performed. The intensity peaks in the XRD data come from a unique set of repeating planes in the structure of the sample. While powder diffraction will give more diffraction peaks corresponding to a number of random orientation of crystallites, single-crystal XRD shows discrete diffraction peaks depending upon the orientation of the crystal. In Figure 2.9(a), we present the images of the Bridgman technique-grown Bi\(_2\)Se\(_3\) crystals and the result of the powder XRD. Spectroscopic results of tr-ARPES measurements on the crystals are presented in Figures 2.9(b) and 2.9(c).

The synthesis of single crystals may not provide a sample with the highest quality. For example, the single crystals of the highly studied topological insulator Bi\(_2\)Se\(_3\) have usually Se-defects and the single crystal becomes an n-type semiconductor rather than an insulator leading to bulk contribution to the transport signatures hampering the efforts to isolate the transport signatures coming from the 2D surface electrons [149]. The thin film growth of quantum materials comes handy as the defects present in the sample can be significantly reduced with thin films giving high-quality crystalline samples for characterization and potential uses in device settings. Also, film growth over can be flexible to manipulate the number of layers thereby giving chance to study the thickness dependent properties of the quantum topological materials [150]. At LASCQM in University of Central
Figure 2.9: Growth and characterization of Bi$_2$Se$_3$. (a) Results of powdered XRD on Bi$_2$Se$_3$ samples grown at LASCQM in University of Central Florida and the picture of a sample crystal (inset). (b)-(c) Spectroscopic characterization of the samples using ARPES and pump-probe set ups at LASCQM. Clear photoemission intensity can be seen above the Fermi level when the pump pulse hits the sample 0.4 ps before the probe pulse.

Florida, we are setting up a molecular beam epitaxy (MBE) chamber to grow thin films of various topological quantum materials and magnetic/non-magnetic 2D materials. MBE has been acknowledged as one of the best growth techniques which provides atomic layer by atomic layer growth of high quality crystalline thin films under ultra-high vacuum conditions minimizing the contamination on the sample [150, 151, 152, 153, 154, 155]. The MBE technique also enables large area growth as well as provides the ability to controllably dope the materials. Figure 2.10(a) presents a schematic of the lab set up with the Scienta Omicron LAB10 MBE system, which is presented in Figure 2.10(b). A schematic of multi-source MBE setup is shown in Figure 2.10(c). A MBE chamber consists of elemental sources in Knudsen effusion cells. The Knudsen effusion cells are heated in order to produce molecular beams of the elements. The shutters can be opened or closed.
to allow or block the molecular beams coming out of the effusion cells to pass through them. On the other side lies a substrate on which the thin films are to be grown. The molecular beams that are passed through the open shutters pinge on the substrate which is heated to a suitable temperature and for crystalline layers. In order for the large area growth to be achieved, the substrate holder is rotated at suitable speeds. As the substrate provides the basis of the high-quality thin films to be grown, the substrate itself should be of high quality. In order to monitor the layer by layer growth of the desired material, the MBE chamber is equipped with a reflection high-energy energy diffraction (RHEED) arrangement [152]. This arrangement consists of an electron gun, from which an electron beam is passes to the growing film at very small angles to the substrate surface so that these electron beams do not cross the path of the molecular beams coming from the effusion cells. On the other side of the electron gun is a fluorescent screen which shows the diffraction pattern formed by the diffracted electrons. After preparing a thin film of required thickness, the sample is then transferred to the preparation chamber and then to the ARPES chamber with the aid of the transfer arms equipped with the chambers. Then, the complete spectroscopic characterization of the thin films is carried out.
CHAPTER 3: STUDY OF THE EFFECT OF MAGNETIC TRANSITION IN THE ELECTRONIC STRUCTURE OF A HIGHER ORDER TOPOLOGICAL INSULATOR CANDIDATE ANTIFERROMAGNET

The results of this work are published in Sabin Regmi et al., Physical Review B 102, 165153 (2020).

While the 3D TIs with gapless conducting channels on the surface have been revolutionizing the field of topological quantum materials, the recently discovered HOTIs bring a distinct novelty in this family of materials because of their ability to host conducting channels along the hinges of the crystals. In this work, we report the electronic structure of a candidate HOTI material EuIn$_2$As$_2$, which is antiferromagnetic and is predicted to host higher order topological states when the magnetic moments are oriented out of plane. We directly show the evolution of the bands near the Fermi level with magnetic transition via ARPES measurements. This study brings out EuIn$_2$As$_2$ as an important material platform that can be a ground to study the interplay between topology and magnetic ordering.

3.1 Introduction

In TIs, the bulk-boundary correspondence connects the topological states at the boundary with the bulk of the material. In a 3D TI, the boundary is a 2D surface on which the surface state resides and is a result of the non-trivial topology of the bulk [3, 4, 25, 156]. The surface state, which forms a Dirac cone in energy-momentum space, is prevented from backscattering and localization as long as the TR symmetry remains intact. In the recently discovered TI with higher-order topology, called HOTI [75], this bulk-boundary correspondence does not apply. The topological state in a
HOTI is still a result of the non-trivial topology of the bulk, however, it is not present on the 2D surface, which is gapped. The topological state resides along the hinges of the crystal thereby creating a novel bulk-surface-hinge correspondence [73, 74, 75]. Such topological hinge state may be protected by crystalline symmetries such as reflection, rotational, and inversion symmetries [74, 75, 76, 77, 79].

While HOTI phase has been realized in electronic, phononic, and photonic systems [80, 81, 82], experimental realization in crystalline systems is rather rare and this novel insulating state is mostly limited to theoretical predictions [75, 86, 157, 158, 159, 160]. By using scanning tunneling microscopy, Josephson interferometry and first-principles calculations, higher-order topology has been reported in crystalline Bismuth [83]. Momentum-resolved spectroscopic investigation of the candidate materials is an important step toward the experimental exploration of this novel state, however, such investigations have been lacking.

Mixing magnetism in a TI opens up a gap at the surface Dirac point in absence of further crystalline symmetries protecting the Dirac crossing [34]. However, such TIs with massive surface Dirac fermion are still interesting because of the possibility of various novel phenomena they can exhibit including QAH and axion insulating states [31, 32, 33, 34]. In the presence of crystalline symmetries in combination with broken TR symmetry, various magnetic topological states including antiferromagnetic TI can be realized [32, 34, 161, 162, 163, 164, 165, 166]. Intrinsic magnetic materials with topologically non-trivial band structures are therefore interesting systems to study, however, limited availability of such materials has held back the experimental realization of magnetic states in such topological quantum systems.

In this work, we have carried out a systematic ARPES characterization of EuIn$_2$As$_2$, which is magnetic and is also a candidate material for HOTI phase. Theoretical calculations predict an axion insulating state with parity-based topological invariant $\mathbb{Z}_4 = 2$ when Eu$^{2+}$ magnetic moments are
oriented both *in plane* and *out of plane*. The ARPES results reveal the band structure evolution across the antiferromagnetic transition, where we observed a splitting of the linear hole-like band near the Fermi level below the transition temperature. Electrical resistivity measurement shows metallic nature with Kondo-type behavior slightly above the transition temperature. Our theoretical and experimental results depict a rich topology in $\text{EuIn}_2\text{As}_2$ in both above and below the magnetic transition. $\text{EuIn}_2\text{As}_2$ is, therefore, a great platform for the study of intermix of magnetism and topology.

### 3.2 Results

#### 3.2.1 Crystal structure and sample characterization

$\text{EuIn}_2\text{As}_2$ belongs to the hexagonal crystal system with space group number 194 ($P6_3/mmc$). The crystal structure is shown in figure 3.1(a). The atomic layers of Europium, Indium, and Arsenic occupy the Wyckoff positions $2a(0, 0, 0)$, $4f(\frac{1}{3}, \frac{2}{3}, 0.17155)$, and $4f(\frac{1}{3}, \frac{2}{3}, 0.60706)$, respectively. The out-of-plane lattice parameter ($c = 17.889$ Å) is much larger than the in-plane lattice parameters ($a = b = 4.207$ Å) [167]. In figure 3.1(b), the 3D bulk BZ and its projection on to the (001) surface are presented with high-symmetry points labeled. The characteristic peaks of the orbitals of Eu, In, and As in the core-level spectrum (figure 3.1(c)) indicate the good quality of the single-crystals of $\text{EuIn}_2\text{As}_2$ used in our experiments. The result of the transport measurement presented in figure 3.1(d) shows that $\text{EuIn}_2\text{As}_2$ has metallic conductivity with fairly large resistivity (630 $\mu\Omega\text{cm}$) at room temperature. A sharp maximum appears at the antiferromagnetic transition temperature $T_N \sim 16$ K. Below $T_N$, the resistivity gradually falls with lowering temperature. This indicates the reduction in scattering of conduction electrons with Eu$^{2+}$ magnetic moments. Saturation of resistivity can be seen at very low temperatures. The value of residual resistivity around 0.4 K is about 180 $\mu\Omega\text{cm}$. A Kondo-type behavior is observed slight above the transition temper-
Figure 3.1: Crystal structure and sample characterization. (a) Crystal structure of EuIn$_2$As$_2$, where blue, yellow, and pink spheres represent Eu, In, and As atoms, respectively. (b) Three-dimensional bulk BZ and projected (001) surface BZ with high-symmetry marked. (c) Core level spectrum indicating the presence of Eu 4f, In 4d, and As 3d orbitals. (d) Electrical resistivity measured as a function of temperature with current perpendicular to the crystallographic c-direction.

At temperature, where resistance starts to increase with decreasing temperature. This kind of behavior was previously observed and attributed to the spin scattering of the carriers by the localized magnetic moments approaching the antiferromagnetic ordering [167].
3.2.2 Bulk band calculations and prediction of higher-order topological phase

Depending upon the orientation of Eu\(^{2+}\) magnetic moments, the antiferromagnetism in EuIn\(_2\)As\(_2\) can have different configurations. Here, we define two configurations, AFM-B and AFM-C, as the antiferromagnetic configuration when the Eu\(^{2+}\) magnetic moments are in plane and out of plane, respectively. The minimum unit cell required to represent both AFM-B and AFM-C is the same as the minimum unit cell in the non-magnetic phase. The band structure in the antiferromagnetic configurations is not expected to have addition folding. In figure 3.2, we present the calculated bulk bands in the antiferromagnetic phase. The AFM-B and AFM-C phases are almost degenerate, there is only a less than 1 meV energy difference per unit cell, which agrees with the previously reported results [157]. In the absence of SOC (figure 3.2(a)), an inverted band gap of about 460 meV is opened in between the valence and conduction bands at the \(\Gamma\) point. Along \(\Gamma - K\) direction, the bands touch creating a symmetry protected gapless dispersion. Along \(\Gamma - M\), however, a small gap exists in between the bands. A significant gap is introduced when the SOC is taken into account as seen in bulk band structures in 3.2(b) and 3.2(c) for AFM-B and AFM-C, respectively.

From the bulk band calculations, we found that there is a band inverted gap around the \(\Gamma\) point in both AFM-B and AFM-C configurations. To determine their topological state, we calculated the parity-based \(Z_4\) topological invariant,

\[
Z_4 = \sum_{i=1}^{8} \sum_{n=1}^{N_{occ}} \left( \frac{1 + \zeta_n(\Gamma_i)}{2} \right) \mod 4,
\]  

(3.1)

where \(N_{occ}\) represents the number of occupied bands and \(\zeta_n(\Gamma_i)\) defines the parity at the TRIM point \(\Gamma_i\) for \(n^{th}\) band. The calculation resulted in \(Z_4 = 2\) for both the antiferromagnetic configurations. This means, antiferromagnetic EuIn\(_2\)As\(_2\) in both AFM-B and AFM-C configurations is an axion insulator. In addition, the calculation of \(Z_2\) topological invariants in the paramagnetic phase yielded \((\nu_0; \nu_1\nu_2\nu_3) = (1, 000)\), indicating a TI phase. In the AFM-B configuration, there exist two
mirror planes with a non-zero mirror Chern number \( k_y = 0 \) and \( k_z = 0 \), which is not the case in AFM-C configuration, which does not preserve any mirror plane. The AFM-B configuration, therefore, supports a TCI phase and the AFM-C configuration supports a HOTI phase with \( Z_4 = 2 \).

### 3.2.3 Observation of band-splitting below antiferromagnetic transition

After the prediction of the possibility of various topological phases in EuIn\(_2\)As\(_2\), we proceed to the results from our ARPES measurements. In figure 3.3, we present the ARPES measured constant energy contours measured with a photon energy of 55 eV at two different temperatures, 22 K and 8 K, which correspond to paramagnetic and antiferromagnetic phases, respectively. A circular pocket centered at the \( \Gamma \) point can be observed at the Fermi surface (FS) growing in size with binding energy indicating the hole nature of the associated bands. In the antiferromagnetic phase (lower panel in figure 3.3), another circular pocket emerges inside the outer circular pocket. The inner pocket is absent in the data at 22 K. This extra inner pocket in the antiferromagnetic can be seen growing with rise in binding energy before merging with the outer pocket at around 300 meV. A new rectangular pocket appears in both paramagnetic and antiferromagnetic phases at a higher binding energies as seen from the constant energy contour taken at a binding energy of 500 meV.
Figure 3.3: ARPES measured constant energy contours at two different temperatures, 22 K (upper panel) and 8 K (lower panel). The values of binding energy at which the constant energy contour are taken are noted. Data were collected at the ALS beamline 10.0.1.1 with a photon energy of 55 eV.

In order to better illustrate the appearance of the extra circular pocket in the antiferromagnetic phase, second derivative plots of constant energy contours at a binding energy energy of 50 meV are presented in figure 3.4(a). The inner circular pocket is clearly visible in the data at 8 K, but is absent in the data at 22 K. To understand the underlying electronic band dispersion, we present the dispersion maps along the $\overline{K} - \overline{\Gamma} - \overline{K}$ direction in figure 3.4(b) and their second derivative plots in figure 3.4(c). $\overline{K} - \overline{\Gamma} - \overline{K}$ corresponds to the Cut1 direction represented by a dashed line in the FS maps in figure 3.3. A linear hole-like band can be clearly observed to be crossing the Fermi level in the paramagnetic phase. In antiferromagnetic phase, there is another hole-like band that appears to cross the Fermi level closer to the $\Gamma$ point. The presence(absence) of the inner band in the antiferromagnetic (paramagnetic) phase is further supported by the two-peak (single-peak) feature in the vicinity of the Fermi level in the momentum distribution curves (MDCs) presented in
Figure 3.4: Observation of band-splitting in the antiferromagnetic phase. (a) Second derivative of the constant energy contour at a binding energy of 50 meV in the paramagnetic (left) and antiferromagnetic (right) phases. (b) Dispersion maps taken along the cut1 direction represented by the dashed line in Fig. 3.3(a), i.e. $\overline{K} - \Gamma - \overline{K}$ direction, at 22 K (left) and 8 K (right). (c) Second derivative plots of the dispersion maps in Fig. 3.4 (b). (d) Momentum dispersion curves corresponding to dispersion maps in Fig. 3.4 (b) taken within energy window of 0.5 eV below the Fermi level. Data were collected at the ALS beamline 10.0.1.1 with a photon energy of 55 eV.

Figure 3.4(d). The outer hole-like band remains robust both above and below the antiferromagnetic ordering, however, the inner band is sensitive to the presence of antiferromagnetic order. This inner band extends up to around 400 meV below the Fermi level before merging with the outer hole band.

The absence of the inner band is also depicted in our measurements at a different paramagnetic temperature of 46 K. The results of the measurements are presented in figure 3.5. Similar to the data at 22 K, a single circular pocket is present around the $\Gamma$ point that grows with increasing binding energy (figure 3.5(a)). The dispersion map along the $\overline{K} - \Gamma - \overline{K}$ direction has a single linear hole band all the way up to the Fermi level (figure 3.5(b)), which is clear from the second
Figure 3.5: ARPES results at 46 K. (a) Fermi surface (leftmost) and energy contours at the labeled binding energies. (b) Energy versus momentum dispersion along $\bar{K} - \Gamma - K$. (c) Second derivative plot of band dispersion in (b). (d) Momentum distribution curves for band dispersion in (b). Data were collected at the ALS beamline 10.0.1.1 with a photon energy of 55 eV at a temperature of 46 K.

derivative plot and MDCs in figures 3.5(c) and 3.5(d), respectively. The linear dispersion of band near the Fermi level indicates a possible Dirac cone above the Fermi level. In order to predict the energy position of the possible Dirac point, we extracted the peak positions in the MDCs of band dispersion near the Fermi level in the paramagnetic phase (represented by the red circles in figure 3.6(a)). From the extrapolated linear fit of the peak positions, we obtained the energy position of the potential Dirac point to be about 320 meV above the Fermi level (figure 3.6(b)).
Figure 3.6: Prediction of Dirac point position. (a) Band dispersion along $\overline{K} - \overline{\Gamma} - \overline{K}$ direction within 400 meV below the Fermi level. The red circles denote the peak position in the momentum distribution curves. (b) Fitting of the momentum distribution curves peak positions to determine the possible energy position of the Dirac point above the Fermi level. Data were collected at the ALS beamline 10.0.1.1 with a photon energy of 55 eV at a temperature of 22 K.

### 3.2.4 Band splitting in surface state calculations

In order to support the band splitting near the Fermi level observed in our experimental results, we performed surface state calculations for the As terminated (001) surface with a modified surface potential. The calculated results are shown in figure 3.7. A two-fold degenerate hold band can be seen crossing the Fermi level in the paramagnetic phase as observed in the experimental results at 22 K and 46 K. The band forms a non-trivial Dirac cone above the Fermi level. In the antiferromagnetic phase, both AFM-B and AFM-C configurations, the band degeneracy is lifted resulting into two-bands near the Fermi level. Therefore, below the Fermi level, both AFM-B and AFM-C configurations have similar band structures and reproduce the band-splitting near the Fermi level.
3.3 Conclusion

To conclude, this study on EuIn$_2$As$_2$ by employing ARPES with support from theoretical calculations reveals the evolution of electronic structure across the antiferromagnetic transition at 16 K obtained from transport measurement. While a single doubly-degenerate hole band crosses the Fermi level in the paramagnetic phase, it splits into two-bands near the Fermi level in the antiferromagnetic regime. Near the Fermi level, the hole band has linear dispersion with potential Dirac point at an energy above it, which via linear fit of peak positions in MDC is found to be
around 320 eV. Theoretical calculation of $Z_2$ topological invariants indicate a potential TI phase and parity-based $Z_4$ calculation imply an axion insulating state in the antiferromagnetic phase with both AFM-B and AFM-C configurations, which further support TCI phase and HOTI phase, respectively. Surface state calculations support the observation of magnetic band splitting in experimental results and predict a type-II Dirac surface state in AFM-B configuration and a gapped surface state in AFM-C configuration, both above the Fermi level. Therefore, this study reveals a rich topology in EuIn$_2$As$_2$ and brings out this compound as an important material system to study the interplay among topology and magnetism. It also lays a way for the further experimental studies on the states above the Fermi level in order to know the exact magnetic and non-magnetic topological states in EuIn$_2$As$_2$.

3.4 Experimental and computational methods

3.4.1 Crystal growth and characterization

Single crystals of EuIn$_2$As$_2$ were grown using the flux technique [168]. The crystal structure of the synthesized crystals was then verified using powder X-ray diffraction measurements utilizing Kuma-Diffraction KM4 four-circle X-ray diffractometer by using Cu K$_\alpha$ radiation. To verify the chemical composition of the single crystals, energy-dispersive X-ray analysis was performed by using a FEI scanning electron microscope, which is equipped with an EDAX Genesis XM4 spectrometer.

3.4.2 Electrical transport measurements

Electrical transport measurements were carried on a Quantum Design PPMS platform utilizing four-point ac technique. Electrical contacts were made using the silver epoxy paste. The current
direction was along the $ab$ plane.

3.4.3 First-principles calculations

Theoretical calculations of the band structure were carried out using the density functional theory (DFT) approach [169, 170] with projector-augmented-wave (PAW) pseudopotential [171, 172] in the Vienna ab initio simulation package (VASP) software [173, 174]. Perdew-Burke-Ernzerhof (PBE) type generalized gradient approximation (GGA) approximation was used to account for the exchange-correlation effects [175]. To account for the on-site Coulomb interaction, $U_{\text{eff}} = 5$ eV for Eu 4$f$-electrons was added within the GGA + Hubbard U (GGA+U) scheme [176]. First-principles tight-binding Hamiltonian was employed for the calculation of the topological properties, which was generated using the VASP2WANNIER90 interface [177]. Iterative Green’s function scheme was employed to get the surface spectrum via WANNIERTOOLS package [178].

3.4.4 ARPES measurements

The high-resolution ARPES measurements were performed using the synchrotron light source available at the Advanced Light Source (ALS), Berkeley at Beamline 10.0.1.1, which is equipped with a high-efficiency R4000 electron analyzer. For the ARPES measurements, the angular and energy resolutions were maintained better than $0.2^\circ$ and 20 meV, respectively. Flat samples prepared on copper posts were loaded into the ARPES chamber maintained at ultra-high vacuum better than $10^{-10}$ torr and then cleaved in-situ. Cermaic posts were mounted on top of the samples using the silver epoxy paste to cleave the top surface of the sample thereby exposing a fresh shiny surface for ARPES measurements. Experiments were conducted within 8 to 50 K temperature in order to study the electronic structure across the magnetic transition temperature of EuIn$_2$As$_2$, which is $\sim 16$ K.
CHAPTER 4: OBSERVATION OF GAPLESS NODAL-LINE STATES IN LANTHANIDE BASED SEMIMETALS

Some results of this work have been published in Sabin Regmi et al., Physical Review Materials 6, L031201 (2022) and some are currently under review (pre-print is available at arXiv:2210.00163). ZrSiS and ZrSiS – type 111 materials have attracted most research studies out of the NLSMs because of ability to host various topological fermionic states. Lanthanide element (Ln) based material systems in this family may bring magnetism and electronic correlations into play due to the 4f electrons of the Lanthanide elements. Here, we have carried out studies on samarium- and neodymium-based ZrSiS – type 111 systems - SmSbTe and NdSbTe - to investigate the electronic structure and possible existence of topological states. Through ARPES measurements, we reveal the presence of multiple gapless Dirac nodal lines present in these system as predicted by first-principles calculations. These studies provide grounds to understand the evolution of the Ln-dependent topological electronic structure in the LnSbTe family of materials.

4.1 Introduction

Nodal-line semimetals have been attracting research interests because of the unique topological band crossing that persists along a line or a loop [7, 44, 45, 46]. After the experimental realization of nodal-line state in ZrSiS, it quickly caught the eye of researchers owing to its ability to host nodal-line fermion and nonsymmorphic symmetry protected topological fermion that arises from the Si-square-net [45, 46], and not to forget the excellent quality and cleavibility of the crystals. Following this realization, studies began to galore on ZrSiS and its family of 111 materials with group-IV square net [179, 180, 181, 182, 183, 184, 185, 186, 187, 188, 189, 190]. Unconventional
magnetoresistive properties [191, 192, 193, 194], unconventional mass enhancement around the Dirac nodes [195], field induced topological phase transition [191], flat optical conductivity [196], etc. observed in ZrSiS or similar 111 materials highlight the rich exotic properties that the materials in the ZrSiS-type family.

Inclusion of magnetism and correlation effects in ZrSiS-type materials would provide excellent opportunities to explore what novel and exotic properties the interaction of various types of topological fermions with these parameters would lead to. The Ln-based systems -LnSbTe - provide platforms for such exploration because of potential correlation effects from 4f electrons and long range ordering of Ln magnetic moments. In addition, these systems feature square net of Sb atoms in their crystal structure, which has been less common than the ones with Si square net. Therefore, the study of electronic properties of these systems is important, however, such reports are limited. The limited studies on the electronic structure hint that the electronic and topological properties of these systems depend on the choice of Ln element. GdSbTe possesses an antiferromagnetic Dirac state that is protected by the broken TR symmetry in combination with rotoinversion symmetry even in the antiferromagnetic regime in addition to the nodal-line state [197]. CeSbTe can be a home to several topological states with tuning of ordering of Ce magnetic moments [198] and non-symmorphic Dirac state is more symmetric in this compound compared to that of ZrSiS due to the greater strength of SOC [199]. With Ln = La, we are looking at a system that is reported to host gapless nodal-line even with SOC considered [200], on the other hand, Ln = Ho, Dy gives a system that is shown to possess significant gap along all high-symmetry directions induced by SOC [201]. These results show that more measurements of the electronic structure with different Ln elemental choices are necessary to understand how the electronic structure and topology in this LnSbTe family of materials evolve with change in Ln, which also implies a change in SOC.

In this work, we carry out experimental investigations on the electronic properties in two LnSbTe compounds - SmSbTe and NdSbTe - by utilizing high-resolution ARPES supported by DFT cal-
culations as well as transport, thermodynamic, and magnetic measurements. Our experimental results show the presence of gapless nodal-lines in these systems along the bulk \( X - R \) direction. Polarization dependent measurements detect a nodal-line across the \( \Gamma - M \) direction formed by steep bands that are sensitive to light polarization in NdSbTe. Surface states are observed at the corner of the SBZ in both the compounds. The experimental measurements are well backed by the DFT calculations. Overall, this work reveals the topological electronic structure in novel platforms SmSbTe and NdSbTe, which will provide insight towards understanding of how the electronic properties in \( LnSbTe \) systems evolve with \( Ln \) elemental choice. We would like to note that a study on SmSbTe, which we became aware of during the manuscript preparation phase of this work, also demonstrate the presence of Dirac nodal-lines in this system [202].

4.2 Results

The first part of this section presents and discusses the results obtained on SmSbTe and the second part presents and discusses the results obtained for NdSbTe.

4.2.1 Results on SmSbTe

4.2.1.1 Crystal structure and transport characterization

SmSbTe crystallizes in a PbFCl-type crystal structure (nonsymmorphic space group No. 129). A quintuple \( Te - Sm - Sb - Sm - Te \) layer along crystallographic \( c \)-direction is constituted by layers of \( Sm - Te \) and square planes of \( Sb \) arranged in such a way that the \( Sb \) planes are sandwiched in between the \( Sm - Te \) layers (see figure 4.1(a)). Global \( C_{4\nu} \) symmetry is supported by each atomic layers, however, local \( C_{4\nu} \) symmetry at the \( Sb \) sites is broken. Sb square plane acts as a glide plane that respects the \( (M_2 | 1 \frac{1}{2} 0) \) symmetry.
The electrical transport measurement (figure 4.1(b) show that the electrical resistivity rises with decreasing temperature. Below \(\sim 8\) K, the resistivity tends to saturate, a feature which has been observed in systems with Dirac surface states when the metallic conduction from the surface state dominates the bulk resistivity [203, 204]. The inset of figure 4.1(b) shows the field dependence
of magnetoresistance \( \left( = \frac{\rho(H) - \rho(0)}{\rho(0)} \times 100\% \right) \), where a linear behavior can be observed indicating possible linear dispersion in the low-temperature electronic band structure. The magnetic measurements are typical of a weak diamagnet with negative magnetic susceptibility that is almost field independent (figure 4.1(c)) and negative slope of magnetization measured as a function of temperature (figure 4.1(c) inset). The core level spectrum (figure 4.1(d)) measured using photon source of 750 eV depicts peaks associated with orbitals of Sm \((4f, 5p, 4s)\), Sb \((4d, 4s)\), and Te \((4d, 4s)\) indicating a good quality of the single crystals utilized for our measurements.

### 4.2.1.2 Theoretical prediction of multiple nodal-lines

With weak van der Waals interactions among the quintuple layers, the \((001)\) is the favorable cleaving plane for SmSbTe. In figure 4.2(a), we present a bulk BZ with high-symmetry points and directions marked on it and its projection onto the 2D \((001)\) surface. Figure 4.2(b) presents bulk band calculations along various high-symmetry directions without and with the consideration of SOC. When SOC is not taken into account, the electronic band structure of SmSbTe features several nodal-lines along different high-symmetry directions (encircled in blue and red in figure 4.2(b)). These nodal-lines lie along the corresponding red and blue planes shown in schematic in figure 4.2(c). When SOC is taken into account, the nodal-lines encircled in blue gap out. Similar gap opening occurs in recently reported electronic structure measurements in HoSbTe [201]. Interestingly, the nodal-lines encircled in the red circles remain gapless even when SOC is considered. In addition to the nodal-lines, there exists a band inversion between Sm \(d\) and Sb \(p\) bands along bulk high-symmetry direction \(Z - A\) pointing to potential non-triviality of the system.
4.2.1.3 Fermi surface and evolution of band pockets with binding energy

In order to investigate the presence of nodal-lines in this system experimentally, we performed ARPES measurements, whose results are presented in figures 4.3 - 4.8. We start with the analysis of the experimental FS and constant energy contours taken at various binding energy as shown in figure 4.3(a). The FS is diamond-shaped, typical of ZrSiS-type systems. Going down the binding energy, a circular pocket begins to appear as seen in constant energy contour at 200 meV binding energy.
energy. This pocket shows hole-type nature enlarging with increasing binding energy and finally emerges into an inner diamond pocket at around 500 meV binding energy. At the corners of this inner diamond, circular pockets emerge and grow with binding energy indicating hole nature. The calculated energy contours at the Fermi level and corresponding binding energies are shown in figure 4.3(b). The diamond pocket at the FS has two-sheet nature in the calculations. This is not obvious in our measurements at the photon energy used for figure 4.3 data (95 eV). However, it can be clearly visualized in the FS measured at a lower photon energies. We present data on measurement with a lower photon energy of 35 eV in figure 4.4. It is clear from the FS map and its second derivative plot (figure 4.4(a)) that the diamond pocket has double sheet nature. A dispersion map along the Cut1 direction represented by white dashed line in figure 4.4(a) is presented in figure 4.4(b). Two bands can clearly be seen crossing the Fermi level supporting the observation of double sheets in the diamond pocket.
4.2.1.4 Observation of the surface state

In figure 4.5, we present the ARPES measured dispersion maps along the $\overline{M} - \overline{\Gamma} - \overline{M}$ direction in the SBZ. A Dirac-like dispersion can be observed. The bands associated with the Dirac-like feature do not seem to change their dispersion with varying photon energy indicating the surface nature of this Dirac-like state. Dirac node seems to be around 600 meV below the Fermi level. Surface state calculation (figure 4.5(h)) matches the experimental band dispersion. However, there is a gap at the $\overline{X}$ point in the calculation, which can not be well resolved in the experiments. This mismatch might be due to limited resolution of the experimental set up or can also happen due to quantum size effects in slab calculations [45].
Figure 4.5: Dispersion maps along the $\overline{M} - \overline{X} - \overline{M}$ on the (001) surface of SmSbTe. (a)-(g) Band dispersions along $\overline{M} - \overline{X} - \overline{M}$ taken with different photon energies noted on top of each plots. (h) Theoretical calculation of the surface band structure along $\overline{M} - \overline{X} - \overline{M}$.

4.2.1.5 Experimental observation of Dirac nodes

Now, we move on to the analysis of dispersion maps along the $\overline{M} - \overline{\Gamma} - \overline{M}$ and $\overline{X} - \overline{\Gamma} - \overline{X}$ directions to look for the experimental evidence of the nodal-line physics in SmSbTe system as predicted by the theoretical calculations. First, from photon energy dependent mapping, we observed the $k_z$ dispersion in the direction parallel to $\overline{X} - \overline{\Gamma} - \overline{X}$. The results are presented in figure 4.6. By using an inner potential value of $V_0 = 23 \text{ eV}$, a fairly periodic $k_z$ dispersion is observed. From these measurements, we were able to locate the photon energy values corresponding to $k_z = 0$ and $k_z = \pi$ planes. In figure 4.7, we present the dispersion maps along the $\overline{M} - \overline{\Gamma} - \overline{M}$ direction for $k_z = 0$ (figure 4.7(a), bulk $M - \Gamma - M$ direction) and $k_z = \pi$ (figure 4.7(b), bulk $A - Z - A$ direction). An almost linearly dispersing band can be observed crossing the Fermi level. This is the
band that gives the diamond shaped Fermi pocket. Theoretical calculation (figure 4.2(b)) predict gapped state along this direction. However, this is not obvious from our measurements. Also, the double sheet nature of the diamond pocket means two bands should be crossing the Fermi level, however this is not resolved in our measurements. This might be due to the limited resolution of the experimental set up.

From the theoretical calculations, Dirac nodes are predicted at the X and R points in the bulk BZ corresponding to the gapless nodal lines that are present even with SOC (figure 4.2(b)). In order to provide experimental evidence of the nodal lines, we analyze the ARPES results along the $\overline{X} - \overline{\Gamma} - \overline{X}$ direction for both $k_z = 0$ (figure 4.8(a), bulk direction $X - \Gamma - X$) and $k_z = \pi$ (figure 4.8(b), bulk direction $R - Z - R$). The bands near the $\Gamma$ point show different dispersion for different $k_z$ values indicative of the bulk nature of the bands. At the X point, Dirac nodes (shown...
Figure 4.7: Band dispersion along $\overline{M} - \Gamma - \overline{M}$. (a) ARPES measured band dispersion along $\overline{M} - \Gamma - \overline{M}$ on the $k_z = 0$ plane (left) and its second derivative plot (right). (b) $\overline{M} - \Gamma - \overline{M}$ electronic structure measured on the $k_z = \pi$ plane (left) and its second derivative plot (right).

Figure 4.8: Observation of nodal crossing along the $\overline{X} - \Gamma - \overline{X}$ direction. (a) ARPES measured band dispersion along $\overline{X} - \Gamma - \overline{X}$ on the $k_z = 0$ plane (left) and its second derivative plot (right). (b) $\overline{X} - \Gamma - \overline{X}$ electronic structure measured on the $k_z = \pi$ plane (left) and its second derivative plot (right).

by red arrows) can be clearly observed formed by the crossing of two almost linearly dispersing bands. The crossing is located very near the Fermi level. The Dirac nodes exist for both $k_z = 0$ and $k_z = \pi$ planes, which correspond to the theoretically predicted Dirac nodes at the $X$ and $R$ points, providing experimental evidence of the nodal-line.
4.2.2 Results on NdSbTe

4.2.2.1 Crystal structure and bulk characterization

Similar to SmSbTe, NdSbTe also crystallizes with tetragonal crystal structure ($P4/mmm$, #129), where Sb square planes are sandwiched in between Nd – Te layers (see Figure 4.9(a)). Thermodynamic measurements are presented in Figure 4.9(b) and Figure 4.9(c). Specific heat plotted as a function of temperature ($C(T)$) shows that NdSbTe has specific heat ($74 \text{ J/mol} - \text{K}$) nearly equal to the Dulong-Petit limit ($74.8 \text{ J/mol} - \text{K}$). A distinct mean-field-like anomaly corresponding to an antiferromagnetic transition can be observed at around the Neel temperature, $T_N = 2.7 \text{ K}$. The extended tail above the Neel temperature, as depicted in the low-temperature $C/T$ versus $T$ plot in the inset of Figure 4.9(b), can be associated with the short-range exchange interactions. Magnetic property is investigated by means of magnetic susceptibility and magnetization measurements performed with field applied along the crystallographic $c$ axis and the results are shown in Figure 4.9(c). The inverse magnetic susceptibility ($\chi^{-1}(T)$) (measured in applied field of 0.5 T) above 50 K shows Curie-Weiss behavior with a negative paramagnetic Curie temperature $\theta_p = -17.4(2) \text{ K}$ (indicative of antiferromagnetic exchange interactions) and an effective magnetic moment, $\mu_{\text{eff}} = 3.57(1) \mu_B$. Deviation from the Curie-Weiss behavior is observed below 50 K, possibly because of the crystal field effect. $\chi(T)$ in the upper left inset of Figure 4.9(c) shows a peak at around the Neel temperature $T_N = 2.7 \text{ K}$ indicating a long-range antiferromagnetic ordering. Field dependence of magnetization $\sigma(H)$ measured at a temperature of 1.72 K is shown in the lower right inset of Figure 4.9(c), which resembles an AFM character. A metamagnetic-like transition can be observed around 2 T, with linear $\sigma(H)$ below this field and a slight convex curvature in $\sigma(H)$ above this field. For $\mu_0H = 5 \text{ T}$, $\sigma = 14.2(1) \text{ emu/g}$, a value that corresponds to $1 \mu_B$ magnetic moment (much smaller than the predicted value for Nd$^{3+}$ ion, which is 3.27 $\mu_B$). This deviation may be attributed to crystal field effect and single-ion anisotropy. Note that the
results of our thermodynamic measurements are in concert with the previously reports [205, 206].

Figure 4.9: Crystal structure and bulk characterization of NdSbTe. (a) Crystal structure of NdSbTe, where cyan, teal, and blue spheres represent Nd, Sb, and Te atoms, respectively. (b) Temperature dependence of specific heat. Inset shows the low temperature specific heat to temperature ration. (c) Inverse magnetic susceptibility measured with a field of 0.5 T as a function of temperature. Inset on the top left shows low temperature magnetic susceptibility. Inset on the bottom right shows magnetization measured as a function of magnetic field at a temperature of 1.72 K. Solid and open symbols represent the data taken with increasing and decreasing field strength, respectively. The dashed line is to show the linear nature of magnetization as a function of field below the metamagnetic transition.

4.2.2.2 Bulk band calculations and prediction of nodal-lines

The results of DFT-based band structure calculations are presented in Figure 4.10. The optimized lattice parameters used for the calculations, $a = b = 4.371$ Å and $c = 9.457$ Å, are in close agreement with the reported values [207]. The Nd, Sb, and Te atoms occupy the Wyckoff positions $2c$ (1/4,1/4,0.2769), $2a$ (3/4,1/4,0), and $2c$ (1/4,1/4,0.6279), respectively. Figure 4.10(a) represents a 3D bulk BZ and a (001) surface projected 2D BZ, where high-symmetry points are marked on each of them. The bulk band structure exhibits Dirac nodal-lines along the $X-R$ and $M-A$ directions because of the $P4/mmm$ symmetry. When the SOC effect is neglected, two distinct gapless nodal-lines lie along the $X-R$ and another one away from the $X-R$ direction formed by the
Dirac crossings shown by the arrows (see Figure 4.10(b) left panel) within $\pm 1$ eV binding energy window. As seen in Figure 4.10(b) right panel, the nodal-line lying away from the X – R direction gaps out with the inclusion of SOC, however, the ones along the X – R direction remain gapless (enclosed in red and green boxes). The nodal-line enclosed in red box disperses from below the Fermi level at the X point to above the Fermi level at the R point. The other nodal-line enclosed in green box, however, seems almost non-dispersive along the X – R direction. The band structure along the $\Gamma$ – M direction, however, seems to be gapped.

4.2.2.3 Experimental and theoretical Fermi surfaces and constant energy contours

Typical of ZrSiS-type materials, the FS of NdSbTe features a diamond-shaped pocket centered at the center of the SBZ (see Figure 4.11(a)). The diamond has two sheets as predicted in the theoretical FS, however, the outer sheet is strongly suppressed in intensity compared to the inner one. These sheets seem to merge towards each other creating a single sheet diamond at around $-300$ meV binding energy. A central pocket begins to appear at this binding energy which evolves
into a distinct diamond shape at around $-350$ meV binding energy with extra pockets at its corners. More features appear in the energy contours at higher binding energies. The calculated results overall show good resemblance with the experimental ones. A intense circular pocket emerges at higher binding energies in the calculations, however, seem to be absent in the experimental data, which is taken with a photon energy of 70 eV. Polarization dependent measurements performed with photon energy of 60 eV (Figure 4.12) show that this pocket is actually sensitive to linear vertical (LV) polarization, hence explaining its absence in the experimental data with linear
Figure 4.12: Polarization dependent constant energy contours. (a) Experimental FS measured with linear horizontal (left) and linear vertical (right) polarized photon beam of energy 60 eV. (b)-(f) Constant energy contours at various binding energies measured with linear horizontal (left panels) and linear vertical (right panels) light.

horizontal (LH) polarization in Figures 4.11 and 4.12. The polarization dependent data also shows that the outer sheet in the FS diamond is also sensitive to the LV polarization and is, therefore, strongly suppressed in intensity in experimental data with LH polarization. In addition, the pockets that appear at high binding energies (~700 meV) around the $\overline{X}$ point show sensitivity to LH polarization.
4.2.2.4 Multiple gapless-nodal lines

Next, we turn our attention towards exploring the experimental evidence for the presence of nodal-lines as predicted from the theoretical bulk band structure calculations. First, we analyze the dispersion maps along $\overline{M} - \overline{\Gamma} - \overline{M}$. With 60 eV LH polarized photon source, a single band seems to be crossing the Fermi level. This band is very steep with band velocity measured within binding energy window of 0 meV, $-360$ meV around $11.43 \pm 0.89$ eVÅ. This value is very large compared to the band velocity reported for $\Gamma - \overline{M}$ bands in ZrSiS [208]. Note that the value of band velocity is extracted from the linear fitting of the peak positions in the momentum distribution curves (see Figure 4.13(a)). Knowing the sensitivity of the diamond sheets to polarization of light, we took a dispersion map along the $M - \overline{\Gamma} - M$ direction with 60 eV LV polarized light. The result is presented in Figure 4.13(b). We again observe a single steep band crossing the Fermi level, however, this band seems to diverge slightly away from the $\overline{\Gamma}$ point, which is different from the band observed for LH polarization that seems to be converging slightly towards $\overline{\Gamma}$. To understand the actual experimental dispersion along $M - \overline{\Gamma} - M$, we added the matrices for LH and LV polarization together. The result is the presence of a linear crossing between two bands around $-300$ meV binding energy as shown in Figure 4.13(c). The crossing is clearly depicted in the second derivative plot in Figure 4.13(d). This is suggestive of a gapless nodal-line across the $\Gamma - \overline{M}$, although the bulk band calculation predicts a gapped state. The band spectrum along this direction calculated for (001) surface seems to reproduce our observation of almost gapless band crossing feature (Figure 4.13(e)). A point to note here is that the calculated spectrum in Figure 4.13(e) is projected for all $k_z$ values. The $k_z$ dependent bulk band calculation (Figure 4.13(f)) shows that for a single value of $k_z$, the band structure is gapped along this direction. This suggests that the observation of gapless nodal-line across the $\Gamma - \overline{M}$ direction is likely due to poor $k_z$ resolution in VUV ARPES.

Next, we analyze the band structure along $X - \overline{\Gamma} - X$ at different photon energies to explore the
Figure 4.13: Band structure along the $\overline{M} - \Gamma - \overline{M}$ direction. (a) Experimental band structure along $\overline{M} - \Gamma - \overline{M}$ measured with linear horizontal polarized light with energy 60 eV. (b) Band structure along $\overline{M} - \Gamma - \overline{M}$ measured with linear horizontal polarized light with energy 60 eV. (c) $\overline{M} - \overline{\Gamma} - \overline{M}$ dispersion map with the matrices in (a) and (b) added together. (d) Second derivative plot of (c). (e) Calculated surface projected band structure along $\overline{M} - \overline{\Gamma} - \overline{M}$. (f) $k_z$ dependent calculated bulk bands along $\overline{M} - \overline{\Gamma} - \overline{M}$.

Figure 4.14(a) shows an experimental dispersion map along this direction measured using a photon energy of 90 eV. A linearly dispersing hole band seem to crossing the Fermi level potentially forming a Dirac crossing slight away from the Fermi level (green dashed line). Around 760 meV below the Fermi level, a linear band crossing seems to occur between an electron band extending down from above the Fermi level and a W-shaped band. In Figure 4.14(b), we present photon energy dependent dispersion maps along $\overline{X} - \overline{\Gamma} - \overline{X}$ from 70 EV ($k_z \sim \pi$) to 56 eV ($k_z \sim 0$). The linear band crosses
Figure 4.14: Band structure along the $\overline{X} - \Gamma - \overline{X}$ direction. (a) Experimental band structure along $\overline{X} - \Gamma - X$ measured with photon energy of 90 eV. (b) Band structure along $\overline{X} - \Gamma - X$ measured with different photon energies as noted on top of each plot. (c) Calculated surface projected $\overline{X} - \Gamma - \overline{X}$ band structure. (d) $k_z$ dependent calculated bulk bands along $\overline{X} - \Gamma - \overline{X}$.

the Fermi level with likely Dirac crossing above the Fermi level at 70 eV. The crossing seems to get pushed down lower and below the Fermi level in reducing the photon energy down to 56 eV. This is consistent with the dispersive gapless nodal-line around the Fermi level along X – R in calculated bulk band structure. The band crossing around $-760$ meV binding energy seems to have very little dispersion in the energy axis, consistent with the almost dispersionless nodal-line along X – R in calculated bulk band structure. The surface spectrum calculated along this direction (Figure 4.14(c)) well reproduces the experimental observations. The $k_z$ dependent calculated bulk band structure in Figure 4.14(d) supports the disersive and almost dispersionless nature of the nodal-lines in the vicinity of Fermi level and around $-800$ meV binding energy, respectively.
### 4.2.2.5 Observation of the surface state

In Figure 4.15, we present the dispersion maps along the $\overline{M} - \overline{X} - \overline{M}$ direction. A gapped Dirac-like state is observed in the experimental measurements at the $\overline{X}$ point of the SBZ. Photon-energy dependent measurements show that this state is insensitive to photon energy variation indicative of its surface origination. The comparison of the LH and LV polarized $60 \text{ eV}$ experimental data presented in Figures 4.15(d) and Figure 4.15(e), respectively indicate the sensitivity of the surface bands to LH polarization. The experimental results and their comparison with the calculated surface spectrum (Figure 4.15(f)) show that this surface state co-exists with bulk bands.

![Image of dispersion maps](image)

**Figure 4.15:** Band structure along the $\overline{M} - \overline{X} - \overline{M}$ direction. (a)-(d) Experimental band structure along $\overline{M} - \overline{X} - \overline{M}$ measured with different photon energies as noted on top of each plot. (e) Band structure along $\overline{M} - \overline{X} - \overline{M}$ measured with linear vertical polarized photon beam with energy $60 \text{ eV}$. (f) Calculated surface projected $\overline{M} - \overline{X} - \overline{M}$ band structure.
4.3 Conclusion

To conclude, via ARPES measurements supported by first-principles calculations, we carried out a detailed study of the SmSbTe and NdSbTe electronic structure. Typical of ZrSiS – type materials, these systems also feature diamond-shaped Fermi surface. Surface states are observed at the X point of the SBZ. In the absence of SOC, calculations predict multiple nodal-lines in these systems, some of which gap out with inclusion of SOC and some remain gapless (along X – R direction). In line with the predictions from calculations, we observed Dirac nodes very near to the Fermi level at the bulk X and R points that correspond to the gapless nodal line in SmSbTe. We also observed two gapless nodal lines in NdSbTe along the bulk X – R direction as well as one across the Γ – M directions formed by high velocity bands that are sensitive to polarization of incident light. This study on Ln-based ZrSiS – type materials provides platforms to further explore the electronic structure evolution within the LnSbTe family.

4.4 Experimental and computational methods

4.4.1 Crystal growth and characterization

SmSbTe: High-quality single crystals of SmSbTe were grown by using the flux method [168]. The chemical composition and crystal structure of the samples were characterized by using energy-dispersive X-ray spectroscopy and powder X-ray diffraction measurements, respectively. For energy-dispersive X-ray spectroscopic measurements, FEI scanning electron microscope equipped with an EDAX Genesis XM4 spectrometer was utilized. Cu Kα radiation was used for the powder X-ray diffraction measurements, and the measurements were carried out on a Kuma-Diffraction KM4 four-circle X-ray diffractometer with CCD camera was utilized.
**NdSbTe:** First the polycrystals were obtained by heating 1 : 1 : 1 ratio of purity Nd, Sb, and Te sealed inside a evacuated quartz tube up to 1000 °C, keeping at the same temperature for 7 days, and then allowed to cool quickly to ambient temperature. The single crystals of NdSbTe were, then, synthesized from these polycrystals using the chemical vapor transport method. The chemical composition and crystal structure were characterized by energy-dispersive X-ray analysis carried out by using a FEI scanning electron microscope equipped with an EDAX Genesis XM4 spectrometer and Oxford Diffraction X’calibur four-circle single-crystal X-ray diffractometer equipped with a CCD Atlas detector, respectively.

4.4.2 Electric, magnetic transport, and thermodynamic measurements

**Electric and magnetic transport measurements on SmSbTe:** Quantum Design DynaCool-14 System was used for the resistivity, magnetoresistance, and magnetic susceptibility measurements. The measurements were performed with magnetic field up to 14 T and within temperature range of 2 – 300 K. Standard four-probe resistivity measurements were carried out on single-crystals of SmSbTe by attaching four platinum wires using silver paste. Pickup-coil technique at the National High Magnetic Field Laboratory, Los Alamos was used for the magnetization measurements, which were carried out in pulsed magnetic fields up to 40 T.

**Measurements of thermodynamic properties of NdSbTe:** The heat capacity of NdSbTe bulk crystals were measured in a Quantum Design PPMS-9 platform with a $^3$He refrigerator by employing relaxation technique and two $–\tau$ model. Measurements were carried out within the temperature range of 0.37 K – 300 K. Magnetic susceptibility and magnetization measurements were carried out within a temperature range of 1.72 K – 400 K by employing a Quantum Design MPMS-5 superconducting quantum interference device (SQUID) magnetometer. Magnetic fields up to 5 T was applied during the measurements.
4.4.3 First-principles calculations

**SmSbTe:** DFT [169, 170]-based calculations were done using VASP [173, 174] with PAW pseudopotential [171, 172] and GGA approximation of PBE type to account for exchange-correlation potential [175]. Calculations did not take into account any magnetic ordering. Sm $4f$ electrons were treated as core electrons. Hubbard potential $U = 2$ was chosen (to best match the experimental data) for Sm $5d$ orbitals within the GGA+U approach [176]. The surface state calculations on the Te terminated (001) surface were done based on Green’s function method [209]. DFT calculation results were used as input to construct the tight-binding Hamiltonians from maximally localized Wannier functions [177] using WAANIER90 [210]. The WANNIERTOOLS package [178] was utilized to calculate the surface band structures using Wannier interpolation. Fermi level was shifted by 600 meV to account for the highly doped nature of the crystals.

**NdSbTe:** DFT [169, 170]-based calculations for NdSbTe were implemented in VASP [173, 174], while using PAW potential [171] and GGA approximation of PBE-type [175]. The lattice constant and atomic positions were optimized using $15 \times 15 \times 7$ $\Gamma$-grid in the Monkhorst-Pack scheme [211]. Antiferromagnetic ordering was assumed during the optimization. Within the DFT+U scheme by Liechtenstein et al. [212], the Nd $4f$ states were treated with core states using $U = 4$ eV and $J = 0.5$ eV. We also carried out band structure calculation within QUANTUM ESPRESSO [213, 214, 215] with PSLIBRARY [216]. DFT calculation results were used as input to construct the tight-binding Hamiltonians from maximally localized Wannier functions [177, 217, 218] using WAANIER90 software [210]. The WANNIERTOOLS package [178] was utilized to investigate surface Green’s function for a semi-infinite system [209] by using the so constructed 22-model tight-binding model.
4.4.4 ARPES measurements

ARPES measurements were performed using the synchrotron light source available at the SIS-HPES end station of the Swiss Light Source. The angular and energy resolutions were set better than $0.2^\circ$ and 20 meV, respectively for the ARPES measurements. Flat samples prepared on copper posts, with ceramic post mounted on top using silver epoxy, were loaded into the ARPES chamber maintained at ultra-high vacuum better than $10^{-10}$ torr and then cleaved in-situ. Experiments were conducted at a temperature of 20 K.
CHAPTER 5: SPECTROSCOPIC EVIDENCE OF FLAT BANDS IN A VAN DER WAALS SEMICONDUCTOR WITH BREATHING KAGOME LATTICE

The results of this work are accepted for publication in Communications Materials (preprint available at arXiv:2203.10547)

Quantum materials with kagome lattices have recently been under a great deal of research interest as they can be hosts to several parameters of interest such as geometrical frustration, topology, electronic correlation, and magnetic ordering. In this work, we investigate the electronic band structure in a van der Waals semiconductor with a breathing kagome lattice in the family Nb$_3$X$_8$ ($X$ = halogen element), which is different than the usual lattice with six equivalent triangles and features alternate triangles of different sizes. By means of ARPES and collaborative first-principles computations, we provide evidence of the presence of flat and weakly dispersing bands. We also study the sensitivity of these bands to the polarization of incident beam and provide a theoretical evidence of them coming from the breathing kagome plane of Nb atoms through orbital-resolved calculations. Overall, this work gives an understanding of flat band structure in breathing kagome system, which is easily exfoliable and possesses a moderate semiconducting band gap.

5.1 Introduction

The attraction of researchers towards the quantum materials possessing kagome lattice has been increasing in recent times as these quantum materials can provide fertile grounds to study the interaction among parameters such as geometry, correlation, topology, and even magnetic ordering.
in most cases [90, 97, 219, 220, 221, 222, 223, 224, 225, 226, 227, 228, 229, 230, 231, 232, 233].

A kagome lattice is comprised of six triangles that share the corner, and the bases of the triangles form a hexagon within which the electronic states are localized. Because of this geometry enforced localization of the electronic states, the electronic structure of the kagome systems may feature flat bands [90, 91, 92, 93, 94], which bring electronic correlations into play. In addition, a Dirac crossing is expected at the corner of the BZ [90, 91, 92, 93, 94, 95], which brings topology into play. Introduction of SOC and magnetic order can gap out this Dirac crossing introducing Chern quantum phases [96, 97, 234, 235]. Different from the usual kagome geometry of six equivalent triangles, some kagome systems possess a different geometry - called the breathing kagome geometry - where triangles of two different sizes alternate each other. The difference in bond lengths in alternate triangles may give rise to local dipole moment and hence a ferroelectric order [236]. With the geometrical perturbation from usual to the breathing kagome lattice, the topological flat bands may remain robust, however, the Dirac crossing at the corner of the BZ may be gapped opening up a possibility of higher-order topology [98, 100, 101].

The flat bands and/or Dirac fermions have been shown to exist in the electronic structure of kagome materials such as Fe$_3$Sn$_2$ [90, 96, 237], CoSn [91, 92], FeSn [93], $R$(Mn/V)$_6$Sn$_6$ ($R =$ rare – earth elements) [94, 97, 238, 239, 240] by utilizing the state-of-the-art ARPES technique. These materials are metallic with most of them having the usual kagome lattice, although Ref. [237] considers breathing kagome lattice in Fe$_3$Sn$_2$ suggesting a potential magnetic WSM phase. Nb$_3$X$_8$ ($X =$ halogen)-type materials not only provide the platforms to explore the electronic structure in breathing kagome materials, but also are semiconducting with a moderate band gap that are meachanically exfoliable to ultra-thin limit [241, 242, 243, 244, 245]. In addition, the predicted ferromagnetism in the monolayer limit [242, 246, 247] makes them even more attractive as platforms to study the potential interaction of geometry, correlation, and magnetic ordering in a single family of materials. However, experimental probe of the electronic structure in these
materials has been lacking.

In this work, we have carried out an ARPES study of the electronic structure in the van der Waal breathing kagome semiconductor $\text{Nb}_3\text{I}_8$, which is supported by DFT computations. The semiconducting nature of the material is reflected in the experimental electronic structure, which shows flat and weakly dispersing bands lying around 500 meV and below 1 eV binding energies. Results of the DFT computations qualitatively reproduce the experimental electronic structure and show that the flat and weakly dispersing bands are arising from the breathing kagome plane of Nb atoms. Moreover, the polarization dependent ARPES data show that these bands are sensitive to the polarization of the incident photon beam. This work puts forward an easily exfoliable semiconducting material platform with predicted magnetic monolayer to investigate the interplay among electronic correlation effects, magnetism, and geometry in bulk as well as ultra-thin limit. Note that we came to know about a similar work on a similar system $\text{Nb}_3\text{Cl}_8$ [248] during the manuscript preparation phase of this work.

5.2 Results

5.2.1 Crystal structure and kagome geometry in $\text{Nb}_3\text{I}_8$

Figure 5.1(a) shows the layered crystal structure of $\text{Nb}_3\text{I}_8$, in which a unit cell consists of six layers with weak interlayer van der Waal bond along the crystallographic $c$ axis and strong intralayer covalent bond. The structure is trigonal in the rhombohedral space group $\text{R}3\text{m}$ and the lattice constants are: $a = b = 7.60 \, \text{Å}$ and $c = 41.715 \, \text{Å}$ [241]. Two sheets of I atoms sandwich the Nb atomic planes, each sheets with two inequivalent layers of iodine atoms. The top view of the crystal structure presented in Figure 5.1(b), from which it can be seen that the Nb atoms are arranged in a breathing kagome geometry (also see Figure 5.1(c), where the Nb atomic layer is
isolated). The schematic of a breathing kagome geometry with alternate triangles of two different sizes is presented in Figure 5.1(d). Because of a very weak van der Waal bond along the c direction, the crystals of Nb$_3$I$_8$ easily cleave along (001) and hence a (001) surface projected hexagonal BZ is presented in Figure 5.1(e).

The high-quality crystals of Nb$_3$I$_8$ used in this work have been synthesized using chemical vapor transport (CVT) method (see method section for details). The structural and compositional characterizations of the Nb$_3$I$_8$ crystals are shown in Figure 5.2. The single crystal XRD shows sharp (00l) peaks indicative of ab-plane orientation of the crystal surface (see Figure 5.2(a)). Compositional characterization performed using scanning electron microscopy (SEM) and energy dispersive X-ray spectroscopy (EDS) shows an elemental ratio Nb : I = 2.96 ± 0.14 : 8.00, where the
error propagation was obtained through multiple measurements. A representative EDS result is presented in Figure 5.2(b) and the elemental analysis is presented in Table 5.1.

**Table 5.1: EDS analysis of Nb$_3$I$_8$.**

<table>
<thead>
<tr>
<th>Element</th>
<th>Series</th>
<th>Wt%</th>
<th>Wt% Sigma</th>
<th>Atomic%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>K Series</td>
<td>29.86</td>
<td>1.26</td>
<td>54.20</td>
</tr>
<tr>
<td>I</td>
<td>L Series</td>
<td>55.53</td>
<td>1.64</td>
<td>22.31</td>
</tr>
<tr>
<td>O</td>
<td>K Series</td>
<td>4.78</td>
<td>0.8</td>
<td>15.24</td>
</tr>
<tr>
<td>Nb</td>
<td>L Series</td>
<td>15.02</td>
<td>0.56</td>
<td>8.24</td>
</tr>
</tbody>
</table>

5.2.2 *Flat and weakly dispersing bands in the ARPES spectrum*

Next, we turn to the analysis of the ARPES measurements on single crystals of Nb$_3$I$_8$. Energy contours at the Fermi level and at various binding energies as noted on top of each plot are presented in Figure 5.3. Consistent with the semiconducting nature of Nb$_3$I$_8$, no photoemission signal
Figure 5.3: Fermi surface and constant energy contours measured by ARPES. (a) Fermi surface measured with photon energy of 90 eV. (b)-(d) Constant energy contours taken at the binding energies noted on top of each plots.

is observed at the Fermi level but the signal can be observed around $-300$ meV binding energy. At this binding energy, the photoemission signal is suppressed out of a single BZ. A well defined hexagonal symmetry can be observed in the energy contour plot at $-1.6$ eV binding energy.

Because of the breathing kagome geometry of Nb atoms in Nb$_3$I$_8$, its electronic band structure is expected to feature flat bands. Such flat bands arising from breathing kagome geometry may be intrinsically robust [98]. In order to look for the presence of such bands, we analyze the dispersion maps along the $\overline{M} - \Gamma - \overline{M}$ and $\overline{K} - \Gamma - \overline{K} - \overline{M} - \overline{K}$ directions in Figure 5.4. Dispersion map along $\overline{M} - \Gamma - \overline{M}$ measured with photon energy of 90 eV shows the presence of multiple flat weakly dispersing bands (Figure 5.4(a)). A set of a flat (labeled B) and a weakly dispersing (labeled A) are observed at around $-500$ meV binding energy. The presence of two bands around this binding energy is confirmed by the second derivative plot (Figure 5.4(b)). Energy distribution curve (EDC) (fitted using voigt function) integrated within an momentum window of $(-0.4 \, \text{Å}^{-1} - 0 \, \text{Å}^{-1})$ in Figure 5.4(a) is presented in Figure 5.4(c), and EDC integrated within $(-0.5 \, \text{Å}^{-1} - 0 \, \text{Å}^{-1})$ in Figure 5.4(b) is presented in Figure 5.4(d). Both EDCs confirm the presence of two bands around $-500$ meV binding energy. A similar band structure is obtained for a different photon energy of 110 eV (see Figure 5.4(e)). Experimental band structure along the $\overline{K} - \Gamma - \overline{K} - \overline{M} - \overline{K}$ direction
is presented in Figure 5.4(f), where flat and weakly dispersing bands are present. The bulk band calculations along the $\overline{M} - \Gamma - \overline{M}$ and $\overline{K} - \Gamma - \overline{K} - \overline{M} - \overline{K}$ are presented in Figures 5.4(g) and 5.4(h), respectively. The calculated results qualitatively support the experimental observation of the band structures. Specially in the calculation along $\overline{M} - \Gamma - \overline{M}$, a set of almost flat bands (A and B) can be seen. These bands remain very weakly dispersing going down to monolayer limit as well (see Figure 5.5). Another band set C can also be seen aroung 1 eV below the midgap. Going more below these bands, a continuum of bands can be seen, which is well reflected by the ARPES spectrum at higher binding energies. The similarity of the band structure, especially of the flat and weakly dispersing bands, in bulk and monolayer (Figure 5.5) indicates that the choce of $k_z$ is not so significant in the experimental measurements and the calculations presented in Figures 5.4 and Figure 5.5 can be compared with the experimental band structure.
5.2.3 Polarization sensitivity of the flat and weakly dispersing bands

In Figure 5.6, experimental dispersion maps along $\overline{M} - \Gamma - \overline{M}$ measured with different photon energies and different light polarizations (LH and LV) are presented. The flat and weakly dispersion bands do not seem to be sensitive to photon energy indicating their 2D nature. On the other hand, the dispersive bands at higher binding energies seem to be dependent on photon energy indicative of their 3D nature. Similarly, the bands A and B are sensitive to LH polarization and the bandset C is sensitive to LV polarization, where both bands of the bandset C are visible (especially observable in 120 eV and 36 eV).

A schematic of the ARPES experimental geometry is shown in Figure 5.7(a). The angle between the photon beam and the analyzer lens axis is $65^\circ$ for normal emission condition. That means, the light beam grazes the sample at $25^\circ$. When the sample tilt is $0^\circ$, LV polarization is purely s-polarization. However, LH polarization has components of both s- and p-polarization: $e_s = \sin(\theta + 25^\circ)$ and $e_p = \cos(\theta + 25^\circ)$. Note that our experimental data were taken at $\theta = -4^\circ$. The EDC (fitted with voigt function) for LH polarized 120 eV photon beam shows strong intensity.
around the position of bands A and B (Figure 5.7(b)), consistent with the sensitivity of these bands to LH polarization. On the other hand, the intensity in EDC for LV polarized 120 eV photon beam is stronger around the position of bandset C (Figure 5.7(c)), consistent with the sensitivity of the bandset C to LV polarized light. Contribution of the Nb $d$ and I $p$ in the calculated band structure is presented in Figure 5.7(d). The flat and weakly bands A, B, and C have strong contribution from Nb $d$. As the Nb atoms lie only in the breathing kagome plane, this indicates that the flat and weakly dispersing bands observed in our measurements are originated from the breathing kagome plane of Nb atoms. Contributions from the individual Nb $d$ orbitals are presented in Figure 5.8. It can be seen that the set of bands A and B is strongly contributed by $d_{z^2}$ orbitals and the bandset C has major contribution from $d_{xy}$ orbitals but has significant contribution from other $d$-orbitals as well.
Figure 5.7: Experimental geometry and polarization dependence of flat bands. (a) Experimental geometry for the ARPES measurements. (b)-(c) Integrated energy distribution curves within (−0.2 Å⁻¹, 0 Å⁻¹) momentum window taken for $\overline{M} - \Gamma - \overline{M}$ data in Figure 5.5(a). (d) Orbital-resolved calculation along the $\overline{M} - \Gamma - \overline{M}$ direction.

5.3 Conclusion

To conclude, this study on Nb₃I₈ unveils the spectroscopic evidence of flat and weakly dispersing bands in its electronic structure by utilizing ARPES and supportive DFT calculations. Polarization dependent measurements reveal the sensitivity of these flat and weakly dispersing bands to differ-
Figure 5.8: Contribution of individual Nb d orbitals. (a) Total contribution of Nb d orbitals in the electronic structure along $M - \Gamma - M$. (b)-(f) Individual contribution of $d_{zx}$, $d_{x^2-y^2}$, $d_{z^2}$, $d_{yz}$, and $d_{xy}$ orbitals, respectively in the $M - \Gamma - M$ band structure.

Different light polarizations. Photon energy dependent measurements show that these bands have 2D nature and also show that the dispersive bands are present at higher binding energies that are 3D in nature. These observations are possible as the sample is 3D bulk sample although the material itself is a van der Waal 2D material. This material is easily exfoliable down to ultra-thin limit (see Figure 5.9 for exfoliation images). The moderate semiconducting band gap is as desired for optoelectronic applications. As it is predicted to host magnetic order in the monolayer limit, our study puts forward an easily exfoliable semiconducting breathing kagome material as a platform to explore the interaction of geometry, correlations, and magnetism in a 2D material and also to explore its electronic applications.
5.4 Experimental and computational methods

5.4.1 Crystal growth and characterization

Single crystals of Nb$_3$I$_8$ were grown by using the chemical vapor transport technique. Iodine was used as a transport agent. High purity Nb powder (0.2303 g) and I (0.8021 g) were sealed in a quartz tube under $< 20$ mtorr vacuum conditions. The quartz tube was then loaded inside of a two-zone furnace and ramped for 20 hours to get up to 652 $^\circ$C on the precursor side and 650 $^\circ$C on the growth side. After letting the growth process for about 70 hours, the tube was naturally cool to room temperature to obtain high-quality crystals of Nb$_3$I$_8$. The structural characterization was done using X-ray diffraction and compositional analysis was done SEM and EDS.

5.4.2 Density functional theory calculations

Theoretical calculations of the band structure were carried out using the density functional theory (DFT) approach [169, 170] by using ONCVPSP (Optimized Norm-conserving Vanderbilt Pseu-
dopotential) [249, 250] implemented in the QUANTUM ESPRESSO package [213, 214, 215]. PBE-type functional was used to account for the exchange-correlation effects [175] and van der Waals correction was included within the D2 formalism [251]. To account for the on-site coulomb interaction, a Hubbard potential of 2 eV was used for Nb d orbitals [242]. A sextuple layered unit cell was used for bulk calculations (with lattice parameters $a = b = 7.6000$ Å and $c = 41.7150$ Å [241]) in the stable AFM state (interlayer AFM with alternate spins on alternate layers was used). Only a single layer was used for monolayer calculations in the stable FM state ($c = 52.5000$ Å). Mid-gap level was set as zero-binding energy level for comparison with experimental results.

5.4.3 ARPES measurements

The high-resolution ARPES measurements were performed using the synchrotron light source available at the ALS Beamline 4.0.3.2, which is equipped with a high-efficiency R8000 electron analyzer. Flat samples prepared on copper posts were loaded into the ARPES chamber maintained at ultra-high vacuum better than $10^{-10}$ torr and then cleaved in-situ. Ceramic posts were mounted on top of the samples using the silver epoxy paste to cleave the top surface of the sample thereby exposing a fresh shiny surface for ARPES measurements. Experiments were conducted at a high temperature of 260 K in order to dodge the charging effects using LH and LV polarized photon beams within energy range of $30 - 120$ eV.
CHAPTER 6: OBSERVATION OF DIRECTION DEPENDENT CHARGE DENSITY GAP IN A VAN DER WAAL ANTIFERROMAGNET

The results of this work are currently under review.

As platforms that exhibit CDW and magnetic orderings, rare-earth-based $RTe_3$ ($R =$ rare-earth elements) have been enticing significant research interests in recent times. In this work, we study the Fermi surface and electronic band dispersion in an antiferromagnetic $RTe_3$ system - GdTe$_3$ by means of high-resolution ARPES measurements. We directly reveal CDW induced partial gap at the Fermi surface and demonstrate the direction dependence of the gap in the momentum space. This work brings out a platform to investigate on the dynamics of CDW and magnetism in this van der Waal 2D material.

6.1 Introduction

CDW, a phenomena associated with FS instabilities [102, 103, 104], has remained an important topic of study over the decades because of its relevance in understanding of several properties of solids such as electron-phonon interaction and structural transitions as well as its occurrence with other co-existing or competing exotic phenomena such as superconductivity and magnetism [105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115]. In general, CDW is associated with mechanisms such as FS nesting, electron-phonon coupling, and exciton condensation [121]. The FS nesting is perfect in 1D and can be visualized in terms of Peierl’s distortion [116, 117]. At higher dimensions, however, the nesting is absent or becomes imperfect [120]. This leads to metallic FSs despite the CDW transition in higher dimensions [118, 119].

Rare-earth ($R$)-based van der Waals materials in the family $RTe_3$ have captured significant research
interest because of the presence of a high-temperature CDW ordering and in addition, a lower
temperature magnetic ordering [252, 253, 254, 255]. The members with heavier $R$ also possess
a second CDW order at low temperatures [252, 253]. The FS and CDW induced gap in these
materials have been investigated by using the ARPES technique in recent times [118, 256, 257,
258, 259, 260, 261, 262, 263]. The CDW induced gap depends on momentum direction and its
maximum varies with $R$ [257]. A member of this family - GdTe$_3$ - has steep bands with high
velocity crossing the Fermi level [262] and a very high electronic mobility [264]. In addition to the
CDW and magnetic orderings, GdTe$_3$ has properties that entice more researches on its electronic
properties such as pressure induced superconductivity [265], and easy mechanical exfoliation to
ultra-thin limit [264, 266] allows to study the layer dependence of the CDW ordering.

In this work, via ARPES measurements, we reveal the FS and underlying electronic structure in
GdTe$_3$. Thermodynamic measurements reveal the presence of high-temperature CDW ordering
($\sim 380$ K) and a lower-temperature antiferromagnetic transition ($\sim 12$ K). ARPES data reveals
a two-fold symmetric partially gapped FS. The electronic structure analysis shows that the gap
below the Fermi level induced by CDW is maximum along the $\Gamma - \bar{Y}$ direction and shrinks going
away from this direction towards $\Gamma - \bar{M}$. Overall, this work reports an anisotropic directional
dependent CDW gap and opens an avenue towards further investigation of CDW dynamics in this
antiferromagnetic layered material.

6.2 Results

6.2.1 Crystal structure and bulk characterization

GdTe$_3$ belongs to the orthorhombic crystalline family in the space group $Cmcm$#63. As shown in
Figure 6.1(a), Te – Te bilayers sandwich the Gd – Te slabs. Note that we adopt the representation
Figure 6.1: Crystal structure and characterization. (a) Crystal structure of GdTe$_3$. (b) Spectroscopic core level spectrum. (c) Resistivity as a function of temperature at zero field (black) and at an applied field of 9 T. (d) Result of the heat capacity measurements upto 400 K. Inset is zoomed in view near the CDW transition temperature. (e) Heat capacity at low temperatures. Inset shows heat capacity to temperature ratio plotted against temperature. (f) Inverse of magnetic susceptibility as a function of temperature. Upper left inset: Magnetic susceptibility at lower temperatures measured with an applied field strength of 0.1 T. Lower right inset: Field variation of magnetization at a temperature of 1.72 K.

of in plane $ab$ and out-of-plane $c$ axis notation. $Te$ layers are connected through the weak van der Waals bonding along $c$-direction, therefore, the crystals of GdTe$_3$ easily cleave along the (001) direction.

A spectroscopic core level spectrum for a representative GdTe$_3$ single crystal used in the measurements is presented in Figure 6.1(b), which depicts peaks associated with the Gd $4f$ and Te $4d$ orbitals. The resistivity measurements (results presented in Figure 6.1(c)) indicate the metallic nature of the sample and show a high RRR value indicative of high quality of the crystals. Heat
capacity measurements carried upto 400 K shows a CDW transition at around 380 K (see Figure 6.1(d) and inset) and a peak around 12 K corresponding to the antiferromagnetic ordering. In order to focus on this peak, we present, in Figure 6.1(e), the heat capacity at lower temperatures. A distinct peak exists at the transition temperature $T_N \sim 12$ K followed by a subsequent peak at $\sim 10$ K. The results of the magnetic property measurements are presented in Figure 6.1(f). The inverse magnetic susceptibility ($\chi^{-1}(T)$) (measured in applied field of 0.1 T) shows Curie-Weiss behavior at higher temperatures. As shown in the upper left inset of Figure 6.1(f), a maximum is seen in the $\chi(T)$ graph at the transition temperature. The magnetization variation with field measured at $T = 1.72$ K (Figure 6.1(f) lower right inset) shows no hysteresis, in line with the antiferromagnetic ground state.

6.2.2 Observation of partially gapped FS

Figure 6.2(a) shows 3D Fermi surface obtained from DFT calculations. The FS has two contributions - one from the 2D Te – Te layer, which gives diamond shaped pockets made by main bands
composed of $p_x$ and $p_y$ orbitals of Te atoms in the Te – Te layer. The second contribution is from the 3D unit cell, which has $\sqrt{2}$ times larger in-plane lattice constants. This gives rise to a folded band structure as shown in Figure 6.2(b), where the avoided crossings between the bands create extra small diamond pockets at the X and Y points. In Figure 6.2(c), we present ARPES measured FS (integrated within $-300$ meV) and overlaid calculated FS. We can observe a diamond shaped pocket centered at the $\Gamma$ points made by the main bands. In addition, some less intense bands can be seen creating a outer diamond but with avoided crossings. These less intense bands are the shadow bands created by the folding as mentioned earlier. The avoided crossings among the main and shadow bands create small diamond shaped pockets at the X and Y points. Note that the BZ presented in Figure 6.2(c) is the 2D (001) SBZ projected from the 3D BZ. A deeper inspection leads to the observation of more less intense bands (shown by arrows) other than the folded shadow bands. These bands are as a result of the FS reconstruction caused by the CDW ordering.

Figure 6.3 presents the ARPES measured Fermi surface and constant energy contours at photon energies of 90 eV (a-d) and 68 eV (e-h). The FS is two-fold symmetric, where strong photoemission signal indicating main band pockets around the X exists, however, away from the X points towards $\Gamma - \bar{M}$ and $\Gamma - \bar{Y}$, no such strong signal exists indicating the presence of gap along these directions at the Fermi level. Moving down in binding energy, the strong photoemission signal begins to move towards $\Gamma - \bar{M}$ line. At around $-130$ meV binding energy (for photon energy of 90 eV; around $-140$ meV for 68 eV photon energy), $\Gamma - \bar{M}$ direction is no longer gapped. However, at this binding energy, no photoemission signal exists away from $\Gamma - \bar{M}$ towards $\Gamma - \bar{Y}$. Photoemission signal along the $\Gamma - \bar{Y}$ direction begins to appear at a binding energy of around 290 meV (for 90 eV photon energy; around 300 meV for 68 eV photon energy). These results show the partially gapped nature of the FS, thereby agreeing with the metallic nature of GdTe$_3$ even with CDW transition.
Directional dependence of the CDW gap

After obtaining the information about the slow filling of the main band intensity on going towards the $\Gamma - \bar{Y}$ line from the $\Gamma - \bar{X}$ line, we studied the dispersion maps along the $\Gamma - \bar{M}$ and $\Gamma - \bar{Y}$ directions and in between. The results are presented in Figures 6.4 and 6.5. $\bar{M} - \bar{\Gamma} - \bar{M}$ dispersion map measured with photon energy of 90 eV is presented in Figure 6.4(a). The main bands are restricted to well below the Fermi level indicating the CDW induced gap at the Fermi level. To quantify the gap, we took an integrated EDC and its Fermi fit (Figure 6.4(b)). The extracted value of the CDW gap below the Fermi level along the $\bar{M} - \bar{\Gamma} - \bar{M}$ direction is about 130 meV, consistent
Figure 6.4: Dispersion maps measured with photon energy of 90 eV. (a) Dispersion map along the $\overline{M} - \Gamma - \overline{M}$ direction. (b) Integrated EDC within momentum window of $(0.25 \, \text{Å}^{-1}, 0.35 \, \text{Å}^{-1})$ in (a). (c) Dispersion map along the $\overline{Y} - \Gamma - \overline{Y}$ direction. (d) Integrated EDC within momentum window of $(0.6 \, \text{Å}^{-1}, 0.9 \, \text{Å}^{-1})$ in (c).

With the observation in Figures 6.3(a-b), $\overline{Y} - \Gamma - \overline{Y}$ dispersion map measured with photon energy of 90 eV is presented in Figure 6.4(c) and an integrated EDC corresponding to this dispersion map is presented in Figure 6.5(d). From the Fermi fit of the leading edge in the EDC, the value of the gap below the Fermi level along this direction is about 290 meV, which is consistent with the observation in Figures 6.4(a-d).

In Figure 6.5, the results of the measurements with a photon energy of 68 eV are presented. The dispersion maps along the $\overline{M} - \Gamma - \overline{M}$ and $\overline{Y} - \Gamma - \overline{Y}$ and their second derivative plots show a similar behavior of gap, with the gap size below the Fermi level about 140 meV along $\Gamma - \overline{M}$ and about 300 meV along $\Gamma - \overline{Y}$. This is in agreement with the observations in Figures 6.4(e-h). In order to quantify the evolution of the CDW gap in between $\Gamma - \overline{M}$ and $\Gamma - \overline{Y}$, we took dispersion maps along different cuts represented by different colored dashed-lines in Figure 6.5(e). The lines are labeled with an angle with is the counterclockwise angle made by the line with the $\Gamma - \overline{Y}$ direction. The leading edges in the EDCs of the dispersion maps along those lines are shown in Figure 6.5(f). We can see that on going away from $\Gamma - \overline{M}$ ($45^\circ$) towards $\Gamma - \overline{Y}$ ($0^\circ$), the leading edge shifts away from the Fermi level. The gap value is plotted against the counterclockwise angle from the $\Gamma - \overline{Y}$
direction is presented in Figure 6.5g. The gap can be observed gradually increasing going towards $\Gamma - \overline{M}$ from $\Gamma - \overline{Y}$. Similar nature of the gap has been observed in previously reported study on $R\text{Te}_3$ [257].

6.3 Conclusions

To conclude, we carried out an ARPES study on a layered van der Waal antiferromagnet GdTe$_3$, also supported by transport and thermodynamic measurements. Resistivity measurements show a metallic nature despite of the CDW transition. The CDW transition is around 380 K as observed
from the heat capacity measurements. Heat capacity and magnetic measurements also depict an antiferromagnetic transition at a lower temperature of about 12 K. ARPES measurements reveal a partially gapped FS leading to metallic nature despite of the CDW ordering, consistent with the transport results. The CDW gap depends on the momentum direction and its value is highest along $\Gamma - \bar{\Gamma}$ and gradually reduces going towards the $\Gamma - \bar{M}$ direction. Overall, this work reports the ARPES characterization of FS and CDW induced gap in a layered antiferromagnet, opening up avenues towards exploring the interplay among the parameters such as thickness, magnetic order, and CDW order in 2D materials.

6.4 Methods

6.4.1 Crystal synthesis and characterization

The chemical composition and crystal structure of the flux technique-grown GdTe$_3$ high-quality single crystals were characterized by energy-dispersive X-ray analysis carried out by using a FEI scanning electron microscope equipped with an EDAX Genesis XM4 spectrometer and Oxford Diffraction X'calibur four-circle single-crystal X-ray diffractometer equipped with a CCD Atlas detector, respectively.

6.4.2 ARPES measurements

The high-resolution ARPES measurements were performed using the synchrotron light source available at the SSRL endstation 5-2 in SLAC National Accelerator Laboratory, which is equipped with a high-efficiency DA30 electron analyzer. For the ARPES measurements, the angular and energy resolutions were maintained better than 0.2° and 20 meV, respectively. Flat samples prepared on copper posts were loaded into the ARPES chamber maintained at ultra-high vacuum better than
$10^{-10}$ torr and then cleaved in-situ. Ceramic posts were mounted on top of the samples using the silver epoxy paste to cleave the top surface of the sample thereby exposing a fresh shiny surface for ARPES measurements. Experiments were conducted at 8 K.
The results of this project are currently under review.

The recent research interest in transition metal dipnictides (TMDs) roots from their large magnetoresistance (MR) and their ability to feature topological states in their electronic structure. In this work, we use ARPES and collaborative DFT calculations to investigate the electronic structure and topology in a TMD TaAs$_2$ and unveil the metallic closed and open pockets at the FS and linearly dispersive, though trivial and bulk originated, bands on its natural cleaving surface. This study reveals topologically dark nature of the natural cleaving surface and the presence of open FS features opens up a way to investigate on the role of open-orbit fermiology in the large MR property of this material.

**Introduction**

Presence of spin-polarized Dirac surface states, although insulating in the bulk, and their suitability in low power electronics brought TIs [3, 4, 25, 156] into the core of research investigations in condensed matter physics and material science community. In 3D, four $\mathbb{Z}_2$ invariants ($\nu_0;\nu_1\nu_2\nu_3$) define strong and weak nature of the TI state [23] (see Chapter 1 section 1.4 for more details). Weak TIs feature Dirac surface states on distinct surfaces that preserve translation symmetry and other surfaces are topologically dark, meaning those surfaces do not preserve any Dirac states [35]. In some materials, crystalline symmetries play a vital role in topological protection of the surface states, and class of such materials is called topological crystalline insulator [36, 37, 38]. In this
class of materials, the Dirac crossing may occur away from the TRIM points at some generic points in the momentum space [37, 38, 267, 268, 269, 270, 271].

TMDs have been studied largely for their large MR [272, 273, 274, 275, 276, 277, 278, 279, 280, 281, 282, 283, 284, 285, 286] and topology [271, 285, 286, 287, 288, 289, 290, 291, 292, 293]. Some dipnictides, including TaAs$_2$, in this material family are predicted to exhibit weak non-trivial electronic structure [277, 271, 287, 288]. Along with non-saturating large MR [288] and weak TI state [271, 287, 288], TaAs$_2$ features a type-II Dirac state because of rotational symmetry preservation on the (010) surface [271]. This highlights the importance of electronic properties measurements in this TMD material. Despite almost electron-hole compensated nature as indicated by the presence of equal volume of hole pockets and electron pockets in previous theoretical study [280] and by comparing magnetotransport results with two-band model [274, 275], finite imbalance between electron-hole densities reported in some other studies [288, 294] may be suggestive of contribution of some other factors as well in the large MR property.

In this work, we have investigated the electronic properties in TaAs$_2$ by utilizing ARPES and collaborative DFT computations, transport, and magneto-transport measurements. Magneto-transport results show large unsaturating MR. One point to note is that this material cleaves along preferred (001) plane, which is different from the rotational symmetry protecting (010) surface. On the (001) surface, our experimental data detects metallic Fermi surface and several linear crossing-like features, which are found to be trivial bulk features by comparing with DFT calculations. The presence of open FS features in the FS may indicate towards potential contribution of open-orbit fermiology in the high MR property. This work gives insight into the electronic structure of TaAs$_2$ and opens up avenue for further electronic properties exploration.
Results

Crystal structure, bulk characterization, and bulk band calculations

Figure 6.6(a) represents the monoclinic crystal structure (in space group $C2/m$; $\#12$) of TaAs$_2$. Figure 6.6(b) shows a core-level spectrum measured with a photon beam of energy 100 eV. Peaks related to the $3d$ orbitals of As as well as the $4f$ and $5p$ orbitals of Ta are observed. Resistivity (Figure 6.6(c)) increases with rise in temperature, depicting a metallic/semimetallic nature of the bulk crystals. Magneto-transport (Figure 6.6(d)) results show that the rise in resistivity with field is extremely large and unsaturating, reaching up to $\sim 4400\%$ at an applied field of 9 T.

A 3D bulk BZ is presented in Figure 6.7(a), where the high-symmetry points are marked. Bulks bands calculated without and with the consideration of SOC are presented in Figures 6.7(b) and 6.7(c), respectively. Several bands are crossing the Fermi level, in line with the metallic/semimetallic nature of TaAs$_2$. These bands are mainly comprised of Ta $d$ and As $p$ orbitals [271]. When the SOC is neglected, band crossings corresponding to the nodal-lines, along $\Gamma - Y$ and $A - M$, can be observed. However, these crossings are gapped out by SOC thereby creating band inversion at the A and Y points. The topological analysis reported in Ref. [271] shows $\mathbb{Z}_2$ topological indices $(\nu_0; \nu_1\nu_2\nu_3) = (0; 111)$ indicative of weakly non-trivial TI state and a non-zero value of rotational invariant $n_2^{[010]}$ indicative of two-fold $C_2^{[010]}$ rotational symmetry protected non-trivial state, which will exist on the (010) surface.

Observation of trivial states on the topologically dark (201) surface

In order to identify the cleaving surface orientation, we performed Laue diffraction experiments and the results are presented in Figure 6.8. The comparison of experimentally observed Laue pat-
Figure 6.6: Crystal structure and bulk characterization. (a) Crystal structure of TaAs$_2$. (b) Core level spectrum measured with 100 eV photon source. (c) Temperature variation of zero-field resistivity. (d) Magnetoresistance measured up to 9 T field at a temperature of 1.8 K.

Figure 6.7: Band structure calculations. (a) Bulk BZ showing the high-symmetry points. (b)-(c) Bulk bands calculated along various high-symmetry directions without and with the consideration of SOC, respectively.
tern with QLaue simulation on (201) surface confirms the (201) orientation of the cleaved surface. Note that this surface is different than the $C_{2}[010]$ rotational symmetry preserving (010) surface.

Next, we present the results of the ARPES measurements performed to unveil the electronic band dispersion on the cleaved surface in Figures 6.9, 6.10, and 6.11. Experimental FSs (Figures 6.9(a) and 6.9(c)) show multiple pockets confirming that TaAs$_2$ is metallic. Some of the FS pockets are closed and some remain unclosed and extend along the $k_2$ direction (pointed by red arrow in Figure 6.9(c)). Presence of open FS features have been reported in other members of TMD family as well [279, 295]. A elliptical pocket is observed at the center of the BZ and two pairs of circular pockets are observed on either side of the center. The elliptical pocket is enlarged in the constant energy contour plot at $-50$ meV binding energy indicative of the associated hole-like bands. On the other hand, the circularly pockets are slightly reduced in size, indicative of the associated electron bands. The calculated FS and $-50$ meV energy contours, presented in Figure 6.9(b), show reasonable resemblance to the experimental observation of elliptical and circular pockets. In Figure 6.9(c), we focus on one of the identical circular pockets (enclosed in dashed rectangle). First, at the $-65$ meV binding energy, the pocked is reduced to almost a point-like feature. At higher binding energies of $-120$ meV and $-150$ meV, the point-like feature again enlarges into a circular one.
Figure 6.9: FS and constant energy contours. (a) ARPES measured FS (left) and an energy contour at $-50$ meV binding energy (right) using a photon energy of 60 eV. (b) Calculated FS (left) and $-50$ meV constant energy contour (right). (c) Experimental FS (leftmost) and constant energy contours at noted binding energies measured using a photon energy of 55 eV. The red markers on the FS trace the open FS features extending along $k_2$ direction.

This observation is consistent with a possible band crossing. In order to look for such crossing, we took cuts along two different directions labeled CutA and CutB in Figure 6.9(a). The resulting dispersion maps are shown in Figure 6.10. In the dispersion map along the CutA direction, two linear crossing-like features can be detected (pointed by arrow in Figure 6.10(a)). The DFT surface simulation along this direction also produces a reasonably agreeing bands. The bands producing the linear crossing-type feature seem to have bulk origin and are trivial in nature. A zoomed in dispersion map along the CutB direction shows similar crossing feature, well reproduced by DFT surface spectrum.

In Figure 6.11, we present more dispersion maps along the Cut1 → Cut5 directions as represented in the FS in Figure 6.11(a). From the dispersion map along Cut1, we can see a hole band crossing the Fermi level around the center of BZ and an electron pocket hanging below the Fermi level.
Figure 6.10: Linear crossing-like features at generic momentum directions. (a) Dispersion map along CutA direction as represented by orange dashed line in Figure 6.9(a) and calculated surface spectrum along this direction. (b) Dispersion map and calculated surface spectrum along CutB direction as represented in Figure 6.9(a).

away from the center on either sides. On moving away from the Cut1 direction towards Cut2, a linear crossing feature appears at the $k_1 = 0$ (represented by red dashed lines). The linear feature disappears in Cut3 dispersion map and a gap appears at the position of the crossing point. Cut4 and Cut5 represent identical directions to Cut3 and Cut2, respectively in the next BZ. The linear crossing feature is confirmed by the dispersion map along Cut5 as well. Figure 6.11(c) represents a Cut1 direction dispersion map at a different photon energy of 55 eV. Overall the band structure is similar to that observed along Cut1 with 60 eV photon energy in Figure 6.11(b). DFT calculation of the surface spectrum shows reasonable agreement with the experimental dispersion map (Figure 6.11(d)). The comparison indicates that the bands observed in the experimental maps seem to be coming from the bulk. Therefore, no Dirac-like surface states are observed on the (201) surface. This is expected as the (201) surface does not preserve the $C_2$ symmetry that is predicted to protect a Dirac surface state on the (010) surface leading to a topological crystalline insulator state in TaAs$_2$. This indicates (201) surface of TaAs$_2$ is topologically dark.
Figure 6.11: Cuts along different directions. (a) FS at 60 eV photon energy showing different cut directions, Cut1 → Cut5. (b) Cuts along the directions shown in the FS in (a). (c) Cut1 dispersion map measured with 55 eV photon energy. (d) Calculated surface spectrum along Cut1 direction.

Conclusions

To conclude, by means of ARPES measurements and supported by DFT computations, transport, and magneto-transport measurements, we investigated electronic properties of a rotational topological crystalline insulator candidate TaAs$_2$. Since the rotational symmetry is preserved by the (010), Dirac surface states are expected to be protected only on this surface. TaAs$_2$ crystals cleave with the preferred (201) plane, which does not respect the rotational symmetry. As expected, our experimental results show metallic FS and multiple linear crossing features, which are coming from the trivial bulk bands, demonstrating (201) to be topologically dark. Our magneto-transport results show very large and unsaturating MR. The presence of unclosed FS features observed in
our experimental FS may indicate towards possible role of open-orbit fermiology on such large MR property, which has been reported in isostructural TMDs MoAs$_2$ [279] and NbAs$_2$ [295].

**Experimental and computational methods**

*Sample growth and characterization*

Single crystals of TaAs$_2$ were synthesized by using 1 : 2 molar ratio of elemental Ta and high-purity As placed in two different alumina crucibles and grown in a temperature gradient of 900 °C at the source and 850 °C at the sink for 7 days. Iodine (concentration of 2 mg $-\text{cm}^{-3}$) was used as a growth agent. The chemical composition and crystal structure of the samples were characterized by using energy-dispersive X-ray spectroscopy and powder X-ray diffraction measurements, respectively. For energy-dispersive X-ray spectroscopic measurements, FEI scanning electron microscope equipped with an EDAX Genesis XM4 spectrometer was utilized. Mo K$_\alpha$ radiation was used for the powder X-ray diffraction measurements, and the measurements were carried out on a Kuma-Diffraction KM4 four-circle X-ray diffractometer with a CCD camera was utilized.

*Transport and magneto-transport measurements*

Resistivity and magnetoresistance measurements were carried out in a Quantum Design PPMS system using four-probe contact method (excitation current of 3 mA; frequency 57.9 Hz) with Au contacts placed on the sample using silver epoxy. Resistivity measurements were done within the temperature range of 2 K – 250 K and the magnetoresistance measurements were done at a temperature of 1.8 K in magnetic field of strength up to 9 T.
First-principles calculations

DFT [169, 170]-based first-principles calculations were implemented in VASP software [173, 174] making use of PAW potential [171, 172] and GGA approximation of PBE-type [175]. Γ-centered $12 \times 12 \times 8$ $k$-mesh was employed for BZ integration and an energy cut-off of 350 eV was used for plane-wave basis set.

ARPES measurements

ARPES measurements were performed using the synchrotron light source available at the ALS BL 10.0.1.1 in Berkeley National Laboratory. The angular and energy resolutions were set better than 0.2° and 20 meV, respectively for the ARPES measurements. Flat samples prepared on copper posts, with ceramic post mounted on top using silver epoxy, were loaded into the ARPES chamber maintained at ultra-high vacuum better than $10^{-10}$ torr and then cleaved in-situ. Experiments were conducted at a temperature of 18 K.
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