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ABSTRACT

The work presented in this dissertation focuses on the study of post deposition spatial

and temporal evolution of adatom islands and molecules on surfaces using ab initio and

semiemperical methods. It is a microscopic study of the phenomena of diffusion and reaction

on nanostructured surfaces for which we have developed appropriate computational tools,

as well as implemented others that are available. To map out the potential energy surface

on which the adatom islands and molecules move, we have carried out ab initio electronic

structure calculations based on density functional theory (DFT) for selected systems. For

others, we have relied on semiempirical interatomic potentials derived from the embedded

atom method. To calculate the activation energy barriers, we have employed the “drag”

method in most cases and verified its reliability by employing the more accurate nudged

elastic band method for selected systems. Temporal and spatial evolution of the systems of

interest have been calculated using the kinetic Monte Carlo (KMC), or the more accurate

(complete) Self Learning kinetic Monte Carlo (SLKMC) method in the majority of cases,

and ab initio molecular dynamics simulations in others. We have significantly enhanced

the range of applicability of the SLKMC method by introducing a new pattern recognition

scheme which by allowing occupancy of the “fcc” and “hcp” sites (and inclusion of “top” site

in the pattern recognition as well) is capable of simulating the morphological evolution of
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three dimensional adatom islands, a feature not feasible via the earlier - proposed SLKMC

method.

Using SLKMC (which allows only fcc site occupancy on fcc(111) surface), our re-

sults of the coarsening of Ag islands on the Ag(111) surface show that during early stages,

coarsening proceeds as a sequence of selected island sizes, creating peaks and valleys in the

island-size distribution. This island size selectivity is independent of initial conditions and

results from the formation of kinetically stable islands for certain sizes as dictated by the

relative energetics of edge atom detachment/attachment processes together with the large

activation barrier for kink detachment.

On applying the new method, SLKMC-II, to examine the self diffusion of small

adatom islands (1-10 atoms) of Cu on Cu(111), Ag on Ag(111) and Ni on Ni(111), we

find that for the case of Cu and Ni islands, diffusion is dominated by concerted processes

(motion of island as a whole), whereas in the case of Ag, islands of size 2-9 atoms diffuse

through concerted motion whereas the 10-atom island diffuses through single atom processes.

Effective energy barriers for the self diffusion of these small Cu islands is 0.045 eV/atom,

for Ni it is 0.060 eV/atom and for Ag it is 0.049 eV/atom, increasing almost linearly with

island size.

Application of DFT based techniques have allowed us to address a few issues stemming

from experimental observations on the effect of adsorbates such as CO on the structure
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and stability of bimetallic systems (nanoparticles and surfaces). Total energy calculations

of Ni-Au nanoparticles show Ni atoms to prefer to be in the interior of the nanoparticle.

CO molecules, however, prefer to bind to a Ni atom if present on the surface. Using ab

initio molecular dynamics simulations, we confirm that the presence of CO molecule induces

diffusion of Ni atom from the core of the Ni-Au nanoparticle to its surface, making the

nanoparticle more reactive. These results which help explain a set of experimental data are

rationalized through charge transfer analysis.

Similar to the case of Ni-Au system, it is found that methoxy (CH3O) may also induce

diffusion of inner atoms to the surface on bimetallic Au-Pt systems. Our total energy DFT

calculations show that it is more favorable for methoxy to bind to a Pt atom in the top Au

layer than to a Au atom in Au-Pt system thereby explaining experimental observations.

To understand questions related to the dependence of product selectivity on ambi-

ent pressure for ammonia decomposition on RuO2(110), we have carried out an extensive

calculation of the reaction pathways and energy barriers for a large number of intermediate

products. On combining the reaction energetics from DFT, with KMC simulations, we show

that under UHV conditions, selectivity switches from N2 ( ∼ 100 % selectivity) at T = 373K

to NO at T = 630K, whereas under ambient conditions, N2 is still the dominant product

but maximum selectivity is only 60%. An analysis based on thermodynamics alone shows a

contradiction between experimental data at UHV with those under ambient pressure. Our

calculations of the reaction rates which are essential for KMC simulations removes this ap-
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parent inconsistency and stresses the need to incorporate kinetics of processes in order to

extract information on reaction selectivity.
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culations based on the non-spin-polarized geometries. We use the Quantum Espresso [116]

code. Our slab consists of three O - RuO - O trilayers of Ru and O atoms, separated by 18

of vacuum. NH3 and other molecules were adsorbed on one side of the slab only. All atoms

in the supercell are fully relaxed. To simulate reaction process of the type A + B = C, we

used (3 x 1) surface unit cell of dimension 9.60 x 6.56 Å2, which includes three Rucus sites.

Details of the calculational setup can be found elsewhere [18].
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Figure 7.3 Potential energy surface and KMC energy barriers

7.2.3 KMC Algorithm

We evaluate reaction rate of a reaction process on the basis of kinetic expressions

derived from transition state theory (TST) [117]. As shown in Figure 7.3, the minimum
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(free) energy path (MEP) of reaction process consists of the initial state (IS), transition

state (TS), and final state (FS). TS is the saddle point in the MEP; the TST reaction rate,

rTST , is the rate of forward crossing of the TS and has the form: rTST= Ae−(∆F eb)/kT , where

A and ∆F eb are, respectively, prefactor and activation energy (relative free energy of TS

with respect to IS, see Figure 7.3). We evaluate adsorption rate of ammonia and oxygen

using: rads = (sP/σ
√
(2ΠmKT )) , where s, P, σ, m, k, and T are the sticking coefficient,

partial pressure of ammonia or oxygen, site density, mass of ammonia or oxygen, Boltzmann

constant, and temperature, respectively. Flowchart of our KMC algorithm can be found in

our previous study [18].

7.2.4 Calculations of Activation Barriers and Prefactors

We have employed climbing image Nudged Elastic Band (CI-NEB) method [32] to

calculate minimum energy path (MEP). We have used 8 images for each reaction. During

NEB calculations we fix atoms in the bottom tri-layers at their bulk positions while we

relax atoms in the topmost layer and molecules. In order to obtain spin-corrected total

energy for the initial, transition and final states, we perform a spin-polarized self-consistent

calculation for each of the fully relaxed initial, transition and final state geometries from

non-spin polarized calculations. Total energies of the IS, FS and TS are then subjected to

zero-point corrections. Energy barrier (∆Feb) for the forward reaction equals to FTS - FIS

and that for the reverse reaction equals to FTS - FFS. Total energy difference ∆F (between
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initial and final states) is simply FFS - FIS. For a spontaneous process, we set energy barrier

for the forward process to zero whereas we set the activation energy for reverse process to

total energy difference ∆F. We use a simplified formula for the evaluation of prefactor[30]: A

=
Π3N

i (ωIS
i )

Π3N−1
i (ωTS

i )
, where ωi are the harmonic vibrational frequencies. For some of the processes

(including spontaneous process), we use the standard prefactor (1013 s−1).

7.2.5 Databases of Reaction Processes

In this study, we carry out KMC simulations using three databases, one from our own

calculations and one each from Wang et al[108] and Perez et al[16]. Our own database for

NHx decomposition on RuO2(110) consists of 25 processes (36 process if reverse processes

are separately counted), which is presented in Table 7.1.

Wang et al’s database of NHx decomposition on RuO2(110) is presented in Table

7.2, which consists of 20 processes (34 process if reverse processes are separately counted).

This database includes reaction steps involving Obr species. Perez et al’s database which is

presented in Table 7.3, consists of 12 processes (process 1 and 2 are added by us to their

original database) for each of RuO2(110) and RuO2(101) surface. Note that Perez et al’s

database includes only N and O recombination steps and their resulting secondary reaction

steps. It does not have the NHx dehydrogenation steps. Therefore, KMC simulations of this

database cannot be directly compared with the other databases. Since Perez et al and Wang
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et al do not report values of prefactors for the reaction rates, we have used the standard

prefactor (1013 s−1) for all processes in their databases for KMC simulations.

Table 7.1 Our database of 25 processes.

Total energy change (∆E), energy barrier (Ea), negative frequency (ν), and prefactor (A)
are shown. Value in parenthesis is for reverse process.

no. Reaction ∆E (eV) Ea(eV) ν(meV) A(1013s−1

1 NH3(gas) → NH3cus -1.46 0.0 - 1.0
2 O2 → Ocus +Ocus -1.26 0.0 - 1.0
3 NH3cus +Ocus → NH2cus +HOcus 0.34 0.55 30.74 0.23(0.51)
4 NH2cus +HOcus → NHcus +H2Ocus 0.48 0.71 - 1
5 NH2cus +Ocus → Ncus +H2Ocus -0.41 0.37 - 1
6 NHcus +HOcus → Ncus +H2Ocus -0.65 0.0 - 1
7 NHcus +Ocus → Ncus +OHcus -0.82 0.0 - 1
8 H2Obr → H2O(gas) - 0.85 - 1
9 H2Ocus → H2O(gas) - 1.30 - 1
10 Ncus +Ocus → NOcus -2.89 0.18 11.47 0.28(0.226)
11 NOcus → NO(gas) 1.72 1.72 - 1
12 Ncus +Ncus → N2(gas) 0.27 0.27 44.77 0.4
13 NOcus → NOcus(diffusion) 0.00 1.42 8.50 0.22
14 Ncus → Ncus(diffusion) 0.0 1.13 14.37 0.35
15 Ocus → Ocus(diffusion) 0.0 1.05 12.38 0.31
16 OHcus → OHcus(diffusion) 0.0 0.91 8.01 0.19
17 NHcus +Obr → Ncus +OHbr -2.02 0.0 - 1
18 OHbr +Obr → Obr +OHbr 0.0 2.23 - 1
19 OHbr +OHbr → H2Obr +Obr 2.21 0.0 - 1
20 Ocus →br(diffusion to Obr vacancy) -1.37 0.66 - 1
21 NOcus +Ncus → N2Ocus -1.34 0.79 30.45 0.087/0.168
22 N2cus +Ocus → N2Ocus 1.02 0.0 - 0.1
23 N2Ocus → N2O(gas) 0.47 0.0 - 1
24 N2Ocus → Ocus +N2(gas) 1.02 0.81 67.56 0.09
25 N2cus +Ocus → Ocus +N2(gas) - 0.58 - 1
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Table 7.2 Wang et al’s database.

Total energy change (∆E), energy barrier (Ea) and negative frequency (ν). Value in
parenthesis is for reverse process.

no. Reaction ∆E (eV) Ea(eV) ν(meV)
1 NH3(gas) → NH3cus 1.56 - -
2 O2 → Ocus +Ocus 1.26 - -
3 NH3cus +Ocus → NH2cus +HOcus 0.62 0.71(0.09) 157
4 NH2cus +HOcus → NHcus +H2Ocus 0.31 0.31(0.0) 679
5 NH2cus +Ocus → NHcus +HOcus 0.34 0.48(0.14) 897
6 NHcus +HOcus → Ncus +H2O -0.93 0.0(0.93) -
7 NHcus +Ocus → Ncus +OHcus -0.82 0.0(0.82) -
8 NH2cus +Obr → NHcus +OHbr 0.11 0.86(0.75) 255
9 NHcus2 +Obr → Ncus +OHbr -0.78 0.00(0.78) -
10 Ncus +Ocus → NcusO -1.82 0.47(2.29) 610
11 Ncus +Obr → NOcus 0.03 0.89(0.86) 568
12 NcusO +Ncus → NcusNO -0.98 0.85(1.83) 444
13 Ncus +Ncus → N2cus -3.79 0.20(3.99) 579
14 NcusO → NO(gas) - 2.09 -
15 H2Ocus → H2O(gas) - 1.22 -
16 H2Obr → H2O(gas) - 0.70 -
17 N2cus → N2(gas) - 0.53 -
18 NcusNO → N2O(gas) - 0.52 -
19 OHbr → OHbr - 2.25 -
19 NHcus +OHbr → Ncus +H2Obr 0.47 0.48 -

7.3 Results and Discussion

We discuss the structure and energetics of the reaction steps of NHx decomposition on

RuO2(110) and compare them with other studies (See Table 7.4 & Table 7.5). Discussion

of KMC results and their implications follow.
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Table 7.3 Perez et al’s database.

Total energy change (∆E), energy barrier (Ea) and negative frequency (ν). Value in
parenthesis are for (101)surface.

no. Reaction ∆E (eV) Ea(eV) ν(meV)
1 .cus +N(gas) → Ncus 0.0(0.0) -(-) -(-)
2 .cus +O(gas) → Ocus 0.0(0.0) -(-) -(-)
3 Ncus +Ncus → N2(gas) -3.41(-4.41) 1.11(0.58) 80(56)
4 Ncus +Ocus → NOcus -1.87(-2.18) 1.01(0.72) 75(66)
5 Ncus +Ocus → ONcus -0.98(-0.82) 1.01(0.72) 76(66)
6 NOcus → NO(gas) - 1.78(1.49) -
7 ONcus → NO(gas) - 0.31(0.11) -
8 Ocus +Ocus → O2 0.50(0.67) 1.11(0.96) 585(537)
9 O2cus → O2(gas) - 0.67(0.23) -
10 NOcus +Ncus → N2Ocus -1.16(-1.42) 1.30(1.23) 48(16)
11 N2Ocus → N2O(gas) - 0.26(0.11) -
12 NOcus +Ncus → NNOcus -0.85(-0.68) 1.04(0.76) 30(52)
13 NNOcus → Ocus +N2(gas) -1.42(-1.31) 0.31(0.21) 66(57)
14 NOcus → ONcus (rotation) 1.45(1.37) 1.63(1.66) 62(21)

Table 7.4 Geometrical parameters (in angstrom) of various species on RuO2(110) surface.

Species This study [1]
d(Ru-X) d(N-X) d(Ru-X) d(N-X)
(X=N, O) (X=N, O) for NaOb(a, b=0-2) (X=N, O) X = N, O

(X=H for NH3)
NOcus 1.81 1.16 - -
NO(O)cus 1.84 1.16 1.78 1.17
NO(N)cus 1.85(1.81) 1.16 - -
NO2cus 1.85(1.71) 1.16 - -
N2Ocus 2.19, 2.19, 3.06 1.32, 1.21 - -
NH3 2.13 1.14 2.06 1.14
N2 2.18 1.03 - -

[1] = Ref [111] (VASP/PW91).
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7.3.1 Structure and Energetics of NHx Oxidation Steps on RuO2(110)

Many of the reaction steps of NHx on RuO2(110) were discussed in our previous study

[18]. Thus, in this section, while we still present the description for some key processes, we

mostly present non-overlapping results. In all figures involving reaction geometries, Ru atoms

are green colored, Oxygen atoms are represented in blue color, Nitrogen atoms in gray color

whereas hydrogen atoms are represented by light blue color.

Table 7.5 Comparison of calculated energy barriers of key reaction steps

Reaction This study (QE/PBE) [1] [2] [3] [4]
Ncus +Ocus → NOcus 0.18 0.47 0.79 0.70 1.01
Ncus +Ncus → N2(gas) 0.27 0.20 - 0.80 1.11
NOcus +Ncus → NNOcus 0.79 0.85 - 1.22 1.30
NNOcus → Ocus +N2(gas) 0.58 1.35 - 0.31
NO (diffusion) 1.42 - 1.80 1.67
N (diffusion) 1.05 - - 2.0

[1] = Ref [111] (VASP/PW91).
[2] = Ref [107] (VASP/PBE).
[3] = Ref [109] (VASP/PW91).
[4] = Ref [16] (VASP/RPBE).

7.3.2 H-Abstraction Processes Via Ocus

The entire process of NH3 decomposition on RuO2(110) can be summarized in a single

step: 4NH3 + 3O2 → 4N + 6H2O. The three H atoms of NH3 can be dehydrogenated either

in three sequential steps or in two concerted steps. The final product is N regardless of the

routes. In both routes, the initial step is H abstraction by Ocus. The energy barrier of this
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initial step is 0.55 eV. This step is an endothermic reaction with the energy deficiency of

0.34 eV. The IS, TS and FS for this reaction are presented in Figure 7.4. The corresponding

energy barrier reported by Wang et al is 0.71. In the successive dehydrogenation route, the

second step is the activation of NH2 by HOcus with energy barrier of 0.71 eV. This is also an

endothermic reaction (∆E = 0.48 eV). The resulting final products are NHcus and H2Ocus.

TS and FS of this step are shown in Figure 7.5. The corresponding barrier obtained by

Wang et al is 0.31 eV. In the final step of the successive dehydrogenation route, NHcus reacts

with either OHcus or Ocus. Regardless of reaction counterpart, they are both spontaneous

and down-hill.

a) b) c)

Figure 7.4 Optimized geometries for (a) Initial, (b) Transition and (c) Final states for
NH3+O → NH2+OH reaction.
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In the concerted dehydrogenation route, two H abstraction events occur by Ocus in

a concerted motion, which is shown in Figure 7.6. In this motion, the moment the first H

is transferred to Ocus, the second H turns by 90 degree. Finally, the rotated H makes bond

with the just formed HOcus. This step is an exothermic reaction (∆E = 0.41 eV) with energy

barrier of 0.37 eV.

a) b) c)

Figure 7.5 Optimized geometries for (a) Initial, (b) Transition and (c) Final states for
NH2+OH → NH+H2O reaction.

7.3.3 H-Abstraction Processes Via Obr

In principle, NHx can also be dehydrogenated by bridge O species (i.e. by Obr and

HObr). We find that the barrier by Obr is 0.47 eV for forward reaction and 0.09 eV for
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reverse reaction. Similarly, Wang et al find them to be 0.44 eV and 0.01 eV, respectively.

However, our KMC simulations find that the contribution of this route to NH3 decompo-

sition is effectively zero in agreement with experiment, such that NH3 does not react on

the stoichiometric RuO2(110) surface [18, 108]. Similarly, dehydrogenation of NH2 by Obr

species is also ignorable. (For this reason we do not include them in our actual simulations.)

However, Obr-induced decomposition of NH species is different and significantly contributes

to Ncus formation as shall be discussed later.

a) b) c)

Figure 7.6 Optimized geometries for (a) Initial, (b) Transition and (c) Final states for
NH2+O → N+H2O, concerted dehydrogenation reaction.

143



7.3.4 NO and N2 Formation

Using CINEB we recalculated the energy barrier of N+O recombination (i.e. NO

formation) to find almost the same energy barrier of 0.18 eV (0.13 eV without zero-point

correction) as in the previous study[18]. Nevertheless, other studies report a higher energy

barrier in range of 0.47 and 1.01 eV (See Table 7.5). IS, TS, and FS for this step is presented

in Figure 7.7. The reverse barrier is 3.07 eV. The final product NO binds vertically to Rucus

with the bond length, d(Ru-N), of 1.84 and with the intramolecular bond length, d(N-O), of

1.78 (See Table 5). Its desorption barrier is very large, 1.72 eV (2.16 eV without zero-point

correction). Wang et al[108] and Schneider et al [109] reports a desorption energy of 2.09

and 2.21 eV, respectively, similar to our uncorrected one. On the other hand, Perez et al

[16] reports a rather smaller adsorption energy of 1.78 eV.

The energy barrier for N2 formation via N + N recombination, is 0.27 eV. We find

that once formed it spontaneously desorbs. The IS, TS, and FS are as shown in Figure 7.8.

7.3.5 N2O Formation

Once NOcus is formed, it can either desorb as NO or recombine with Ncus to form

N2Ocus. (Another possibility is to recombine with Ocus to form NO2. However, NO2 is

never observed in experiment.) TS and FS for the latter step are presented in Figure

7.9. Recombination of NOcus with Ncus is an exothermic reaction with an energy barrier of
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a) b) c)

Figure 7.7 Optimized geometries for (a) Initial, (b) Transition and (c) Final states for NO
formation reaction.

0.76 eV (0.79 eV with zero point correction. See Table 7.1). In this reaction, horizontal

N2O species (Figure 7.9(b)) forms as an intermediate. While it has a lower energy than IS

( Figure 7.9(a)) by 1.33 eV, its energy is higher than vertical N2O by 0.26 eV. The horizontal

N2O is unstable and converts to the stable vertical N2O ( Figure 7.9(c)), which is FS. Our

calculated energy barrier for the whole reaction is 0.76 eV and is in close agreement with

that of Wang et al. (0.85 eV) whereas Schneider et al and Perez et al report quite a larger

energy barrier (1.22 and 1.30 eV, respectively). See Table 7.5. Other notable difference is

the energy difference between IS and FS. Ours is -1.59 eV, but other studies report a smaller

value in the range of -0.56 eV [109] and -1.16 eV [16]. In terms of the geometry of N2O, our

calculated structural parameters are in good agreement with those of Wang et al (see Table
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a) b) c)

Figure 7.8 Optimized geometries for (a) Initial, (b) Transition and (c) Final states for N+N
recombination reaction.

7.4) in addition to the monodentate, vertical N2O species. Their bidentate N2O is similar

to our horizontal N2O in Figure 7.9(b) and thus binds to two neighboring Rucus atoms via

both N and O ends. However, none of other studies has found such bidentate N2O. Thus,

the (stable) horizontal, bidentate N2O species is unique in Perez et al’s calculations.

7.3.6 N2O Decomposition and Desorption

N2O on RuO2(110) can either desorb as N2O or decompose to N2. For desorption, it

needs to overcome energy barrier of 0.47 eV in good agreement with that of Wang et al (0.52

eV) whereas Perez et al reports a smaller desorption barrier (0.26 eV). In the decomposition
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a) b) c)

Figure 7.9 Optimized geometries for (a) Transition state, (b) Horizontal final state and (c)
Vertical final state for NO+N recombination reaction.

route to N2 (Figure 7.10), it needs to overcome energy barrier of 0.55 eV. We find this step

to be exothermic by 0.47 eV with the reverse energy barrier of 1.02 eV and is an important

route for N2 formation on RuO2(110).

In contrast, Wang et al reports a much larger N2O decomposition barrier (1.83 eV),

which they attribute to a large separation of N2O from the RuO2(110) surface. However,

we believe that the large separation is not the cause since the rotation of the vertical N2O

(Figure 7.10(a)) to horizontal N2O (Figure 7.10(b)) only takes 0.26 eV. Thus, we believe that

there may be another reason for the large barrier. In fact we find that their large barrier

could be an artifact of NEB calculations. In fact, we could reproduce the energy barrier if

we use NEB images generated by direct interpolation of IS (Figure 7.10(a)) and FS (Figure
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a) b) c)

Figure 7.10 Optimized geometries for (a) Initial (b) Transition and (c) Final state for N2O
decomposition reaction.

7.10(d)) because they do not follow the MEP. Such NEB route is found to elongate the stiff

N-O bond length and thus causes a large TS energy. Our workaround for the problem is to

use the horizontal N2O as IS. Then, NEB yields a much smaller barrier of 0.55 eV. On the

other hand, Perez et al reports a remarkably small decomposition barrier of 0.26 eV. In fact,

this is the energy barrier for the horizontal, bidentate N2O, which is similar to that in Figure

7.10(b). They do not report an energy barrier for the direct decomposition of vertical N2O

to N2.
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7.3.7 Diffusion Processes

For N diffusion from one Rucus to the nearest neighbor Rucus, we find a diffusion

barrier of 1.13 eV. We also find energy barrier for O diffusion from Rucus to the nearest

neighbor Rucus to be 1.05 eV, similar to that of N diffusion. For NO diffusion from Rucus

to Rucus, we find a barrier of 1.42 eV. There exists substantial discrepancy among theories

regarding N, O, and NO diffusion (SeeTable 7.5). Basically, other studies find (much) higher

diffusion barrier for them. Energy barrier for OH diffusion along the linear chain of Rucus is

0.91 eV. TS for the diffusion of N, O, and NO along the linear chain of Rucus are shown in

Figure 7.11 (a), (b) & (c).

a) b) c)

Figure 7.11 Optimized geometries for the transition state of the diffusion processes of (a)
N (b) O and (c) NO.
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For H to Diffuse along the linear chain of Obr it needs to overcome a large energy

barrier of 2.23 eV. Similarly, H diffusion from Obr to the nearest neighboring HObr, which

leads to the formation of H2Obr species, has a large energy barrier of 2.21 eV with the reverse

energy barrier of 1.20 eV. Thus, the formation of H2Obr via H diffusion along the linear chain

of Obr is a rare event. This result indicates that O-vacancy formation on RuO2(110) during

the reaction is rare.

7.3.8 KMC Simulations: Reaction Rate and Selectivity

We present KMC results from our and Wang’s databases for UHV conditions in Figure

7.12 and then discuss the ambient results in comparison.

7.3.8.1 UHV Results

In our previous study, we found more than 93% NO selectivity in good agreement

with the UHV experiment by Jacobi et al [17]. However, in that study, we employed a few

approximations and adjustments. For example, we treated H2O desorption as spontaneous

and we did not include N2O- and Obr-involving processes. In this study we not only exclude

such adjustments but also include these secondary reaction processes in our simulations. We

present these KMC results in Figure 7.12(a). First of all, the results for 630K are in good

agreement with our previous result. Basically, NO selectivity reaches nearly 100 % at 630K

(see Figure 7.12(a)).
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Figure 7.12 Selectivity of N2, N2O and NO on RuO2(110) in UHV conditions obtained
using: (a) our database, (b) Wang et al’s database.

However, inclusion of N2O related processes drastically changes the landscape of

product selectivity at lower temperatures. The dominant product changes from N2 at low

temperatures to N2O at intermediate temperatures, to NO at high temperatures ( 630K).

Not only temperature but pressure also has strong impact on product selectivity, particularly

in the low temperature range. At 373K, N2 is the dominant product only for O2/NH3 <

5, but for higher O2/NH3, N2O becomes the dominant product owing to the fact that at

higher O2/NH3, as the surface coverage of Ocus increases, NOcus formation increases, which

is the necessary condition for N2O formation on RuO2(110). N2O dominance with arising

temperature in all O2/NH3 range, is a result of the activation of the secondary reaction

of NOcus + Ncus. Our simulations show that thus-formed N2O does not decompose to N2

in UHV condition. As a result, every N2O desorbs as N2O. On the other hand, NO high
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selectivity at 630K and beyond is a result of thermal activation of NOcus desorption. A similar

trend is obtained for Wang’s database. Note that the peak NO desorption occurs around

750K in Wang et al’s database (NO desorption barrier: 2.09 eV). Regarding participation of

Obr in ammonia oxidation reaction on RuO2(110), KMC simulations for both databases show

that the contribution of Obr-induced dehydrogenation of NHx (x=2,3) species is effectively

zero (in agreement with Jacobi et al’s UHV experiment) but Obr-induced dehydrogenation

of NH species, which leads to the formation of N, is not negligible, particularly at low

temperature. In sum, NHx (x=2,3) dehydrogenation can be done only by Ocus and OHcus,

but NHcus dehydrogenation can be done by both Ocus and Obr species.

7.3.9 Ambient Pressure Results

Figure 7.13 Selectivity of N2, N2O and NO on RuO2(110) at ambient condition obtained
using: (a) our database (b) Wang et al’s database.
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In a recent study on ammonia oxidation on polycrystalline RuO2 samples[16] Perez et

al showed in the steady state measurement that NO selectivity is low, below 10% at ambient

pressure, in marked contrast to the nearly 100% selectivity in UHV case. Instead, they

showed that N2 is the dominant product with more than 80% selectivity, thus indicating a

pressure gap in ammonia oxidation on RuO2(110). Moreover, as the experiment was done for

polycrystalline RuO2 samples, the reported high selectivity of N2 could indicate a material

gap as well if the selectivity strongly depend on the surface orientation. Here we present the

ambient pressure KMC results in Figure 7.13.

7.3.9.1 KMC Results Using Our Database

We present KMC results from our database in Figure 7.13(a). We find that (1) N2

is the major product in nearly all ranges investigated although N2 selectivity midly reduces

as temperature rises; (2) N2O selectivity is minor but it increases with temperature, and

(3) NO selectivity maintains a substantial portion (28 - 43%). It is remarkable that our

KMC calculations predict N2 to be the major product, despite rather small selectivity(35%

- 56%). In experiment, however, N2 is the dominant product with selectivity of more than

80%. Thus, our results is in qualitative agreement with the experiment. We would like to

emphasize that this result is clearly in contrast to the UHV results (Figure 7.12(a)) described

earlier, where NO is the dominant species with nearly 100% selectivity in similar temperature

and O2/NH3 ratios. (absolute pressure differs by 8 orders of magnitude). Thus, our KMC
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calculations confirm the experimental finding that there is a pressure gap in the ammonia

oxidation reaction on RuO2(110) surface.

Then, what would be the rationale.? There are two routes for N2 formation: Ncus+Ncus

recombination and N2O decomposition. Our KMC simulations show that the dominant route

is Ncus+Ncus recombination and the contribution by N2O decomposition is negligible. Recall

that the same conclusion was obtained for the UHV case. We find that the active N+N

recombination is made possible by the abundant supply of Ncus species which is a result of

active decomposition of NHx in ambient condition. This finding is in contrast to Perez et al’s

conclusion that N2O decomposition is the rationale for N2 dominance in ambient pressure.

In fact, the negligible contribution of N2O decomposition is a result of the competition with

the direct desorption of N2O. The former is activated by 0.55 eV and the latter by 0.47 eV

and the prefactor of the former is smaller than that of the latter by an order of magnitude.

These differences causes the majority of N2Ocus to desorb rather than decompose to N2.

Hypothetically if we set the decomposition barrier to a much smaller one 0.31 eV, as re-

ported by Perez et al, then, our KMC simulations predicts that nearly half of N2Ocus would

decompose to N2, but the impact of this adjustment is not remarkable such that improved

N2 selectivity is only about 54% at 773K. Thus, our KMC simulations indicate that N2O

decomposition may not be the dominant cause for N2 selectivity in ambient pressure. In

sum, our KMC simulations do not predict a high N2 selectivity as observed in the steady

state experiment by Perez et al. As a matter of fact, they also reported product selectivity
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from pulse experiment with O2eff/NH3=30 that N2 was in range of 50% and 60% in all

temperature range investigated. Actually our KMC results are in better agreement with the

pulse experiment.

7.3.9.2 KMC Results Using Wang et al’s Database

We present KMC results from Wang et al’s database in Figure 7.13(b). They exhibit

similar trends found in our database. However, there are remarkable differences from our

database such that (1) N2 (and NO) are only minor products and (2) N2O is the dominant

product. These major differences arise from different N2O decomposition barrier (1.35 eV

vs. 0.81 eV). The high selectivity of N2O (and the small selectivity of NO below 20%) in

their database is a result of the competition of NO desorption and NO+N recombination.

The former is activated by 2.09 eV and the latter by 0.85 eV. Thus, the latter is so much

favored than the former so that the majority of NOcus converts to N2Ocus. Thus-formed

N2O can either desorb as N2O or decompose to N2. N2O decomposition to N2 is, however,

negligible because of the high energy barrier of 1.35 eV, as in our database. If we set the

decomposition barrier to 0.31 eV as we did for our database, KMC simulations show that

nearly half of N2Ocus would decompose to N2 resulting in an improved N2 selectivity of 53%

at 773K, a similar value obtained for our database. Thus, Wang’s database produces similar

results to our database once N2O decomposition barrier is set to same.
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7.3.9.3 KMC Results Using Perez et al’s Database

A nice aspect of Perez et al’s database is that it has processes for both (110) and

(101) surfaces, thus giving a chance to compare relative reactivity between different surface

orientations. Before we present their results, we would like to emphasize that Perez et al’s

databases do not include NHx decomposition processes. Simulation with such a database

is not straightforward and requires some adjustments. For example, we assumed that the

surface is in contact with the (fictitious) gas mixture of N and O atoms. In fact, this means

that we have added the adsorption process of N and O atoms to their original database. On

the other hand, we do not know the precise pressure for incident N and O atoms that would

represent the formation rate of N and O atoms at the RuO2 surface. A simple approach we

took is to scan both relative and absolute pressure of O and N atoms i.e., we varied O/N ratio

from 0.5 to 20 for two absolute pressures: p(N)=10−7 (named ”UHV” case) and 101 mbar

(named ”AMB” case). This said, we present results from Perez et al’s databases in Figure

7.14. RuO2(1101) surface give almost identical result as RuO2(101) surface (Compare Figure

7.14(b) and Figure 7.14(c)). Thus we find no material gap in ambient pressure in agreement

with Perez et al. The most surprising result is the NO dominance in nearly all temperature

and pressure range. Thus, the KMC simulations of their database indicate no pressure gap,

which is in apparent disagreement with their experiment and other databases. On the one

hand, this failure may simply reflect the incompleteness of their database. Analysis of the
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KMC results for their database reveals that at higher O/N ratio > 3, surface O species

poisons the secondary reaction of NOcus (NOcus + Ncus). (This is true regardless of the

magnitude of absolute pressure of N and O.) As a result, the formation rate of N2O species

effectively reduces by a factor of 2 from O/N= 2 to O/N= 5 and so does N2 formation.

This explains why N2 selectivity drops so quickly as O/N increases. Since diffusivity of

Ocus, Ncus, NOcus and other surface species is zero in Perez et al’s database, they occupy

their adsorption sites permanently unless ”proper” reactants fall from the sky next to them.

In case that ”improper” species fall, then their sites are permanently blocked. Therefore,

the coverage induced poisoning effect is much more dramatic in their database than in our

database.

Figure 7.14 Selectivity of N2, N2O and NO at: (a) UHV, (b) AMB conditions for RuO2

(110), (c) AMB conditions for RuO2 (101) surface obtained using Perez et al’s databases.

On the other hand, this is a good example that shows a pitfall of estimation of

reactivity (selectivity) solely on the basis of energetics. Since Perez et al’s database provides

a low-energy barrier N2O decomposition process (for example, decomposition of NNOcus to

N2 requires only 0.31 eV and is in fact the lowest energy barrier process in the database -

157



it is true that effectively every NNOcus converts to N2 in their database) it is easy to draw

a conclusion that N2 is the dominant product because of facile conversion of N2O to N2.

(This was in fact the conclusion drawn by Perez et al on the basis of the 12 processes in

their database.) However, reactions on catalytic surface are inevitably sensitive to the local

environment of the catalytic surface such as surface coverage and diffusivity of reactants

and site blocking. Therefore, it is important to consider various local interactions between

surface species i.e. the competition of all directly and indirectly related reaction processes

rather than a few individual reaction steps of interest. In sum, KMC simulations of Perez et

al’s databases show that simple estimation based on energetics of key processes could lead to

a wrong conclusion suggesting the importance of kinetic simulations for reliable description

of reaction rate and selectivity of a catalytic system.

7.4 Conclusions

We have performed KMC simulations in ambient conditions for ammonia oxidation in

RuO2(110) surface using available databases, which were proposed by Perez et al and Wang

et al as well as our own database of 25 processes. First of all, KMC results for all databases

show that NO is the dominant species in UHV conditions at or above the peak NO desorption

temperature, confirming the Jacobi et al’s UHV results. In contrast, ambient KMC results

using our database show that NO2 is the dominant product in agreement with recent ambient

158



pressure experiment by Perez et al. Thus, our KMC simulations confirms a pressure gap

in the ammonia oxidation reaction on RuO2(110) surface. However, NO2 selectivity is at

best 50% in contrast to 80% in experiment. The rationale for the pressure gap is the active

recombination of N + N owing to the abundant supply of N species in ambient pressure, as

a result of active NHx decomposition by plenty O species on RuO2(110) surface. Finally,

we showed that simple estimation of selectivity based solely on the energetics of some key

processes could be unreliable, and thus prediction of selectivity requires consideration of

local interaction of all surface species present on catalytic surface.
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CHAPTER 8
CONCLUSIONS AND FUTURE DIRECTIONS

8.1 Conclusions

This dissertation describes, using DFT, KMC, SLKMC and SLKMC-II methods, the

spatial and temporal evolution of islands and molecules on the surfaces from energetics and

kinetics point of view.

KMC simulations are natural choice for the spatial and temporal evolution of adatom

islands, molecules and reaction kinetics on surfaces. One of the main issues in such simu-

lations is incompleteness of the processes and their rates for the system under study. To

addresses the issue of incompleteness, we have developed and applied a new pattern recogni-

tion scheme used in conjunction with KMC simulations (SLKMC-II) to study adatom islands

diffusion on surfaces.

Using SLKMC simulations for the coarsening of Ag islands on Ag(111) surface (chap-

ter 3), we have shown that during early stages, coarsening proceeds as a sequence of selected

island sizes, creating peaks and valleys in the island-size distribution which is independent of

initial conditions and results from the formation of kinetically stable islands (These islands

have shapes with a closed-shell structure - one in which every atom on the periphery has at

least three nearest neighbors) for certain sizes as dictated by the relative energetics of edge

160



atom detachment/attachment processes together with the large activation barrier for kink

detachment.

In chapter 4, we have shown that the new pattern recognition scheme (used in

SLKMC-II) that takes into account both fcc and hcp adsorption sites (top sites are included

in the pattern recognition), enables us to find all possible processes and their energetics,

including those such as shearing, reptation and concerted gliding, which may involve fcc to

fcc, hcp to hcp and fcc to hcp moves, automatically during simulations (SLKMC-II). A sys-

tematic study of the self-diffusion (chapter 5) of small 2D islands (Ni, Ag and Cu), consisting

of up to 10 - atoms, on fcc(111) surface using SLKMC-II show that, the small islands diffuse

primarily via concerted motion. The effective activation energy barriers obtained from the

Arrhenius plots of the diffusion coefficients show an almost linear increase with the island

size.

Next, using DFT total energy calculations for Ni-Au nanoclusters (chapter 6.3), we

show that it is energetically more favorable for CO to adsorb to the surface Ni atom than to

the Au atom with Ni inside the nanocluster. This suggests that there is a thermodynamic

driving force in the presence of CO and as a result of that Ni diffuses to the surface of Ni-Au

nanocluster in the presence of CO on the surface. We confirm this by ab initio molecular

dynamics simulations.
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Our results (chapter 6.4) for the case of CH3O on Pt-Au nanoclusters and Au(111),

Pt(111) and AuPt(111) suggests that CH3O binds more strongly to Au atom both in the

case of Pt-Au nanoclusters and Au modified AuPt(111) surface, than to pure Au and pure Pt

nanoclusters and surfaces. Our results for DOS suggests that accumulation of more states

near the fermi level for the case of Au modified AuPt(111) surface is responsible for the

strong binding of CH3O to the Au atom in Au modified AuPt(111) surface. Different than

Ni-Au nanoclusters with CO case, it is not energetically favorable for CH3O to bind to Pt

atom in Pt-Au nanoclusters and Pt atom surrounded by Au atom in AuPt(111) surface. Our

further investigations for the dissociation of CH3O to CO on Pt-Au nanoclusters suggests

that highest barrier is 1.29 eV for the step CHO → CO+H. Hence we conclude that strong

adsorption of CH3O to the Au atom in Pt-Au nanoclusters followed by its dissociation

to CO might induce diffusion of Pt atom to the surface of the Pt-Au nanoparticles, as it is

energetically more favorable for CO to adsorb to a surface Pt atom in the Pt-Au nanocluster.

Finally, our DFT+KMC investigation (chapter 7) of NH3 oxidation on RuO2(110)

surface under UHV conditions suggests that NO is the dominant product at or above the

peak NO desorption temperature. In contrast, ambient KMC results suggests that N2 (upto

60 %) is the dominant product. The rationale for this is the secondary reaction of NO in

ambient pressure i.e. active formation and decomposition of N2O to N2, owing to sufficient

supply of N species, which is a result of active NHx decomposition by plenty of O species

on RuO2(110) surface. This study has demonstrated that simple estimation of selectivity
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based on energetics may not be reliable. Prediction of selectivity requires consideration of

competition of all reaction processes rather than individual processes, thus requiring kinetic

simulations such as KMC.

8.2 Future Directions

Y

X

  

Figure 8.1 Grouping different sites into hexagonal rings on the fcc(111) surface in 3-D

3-D offlattice pattern recognition, as described in Ref [52], can be used to study 2-D

hetero-epitaxial as well as 3-D systems, but at the cost of huge computational complexity.
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Instead, the 2-D pattern-recognition scheme reported here can be used for, hetero diffusion

(for systems with slight mismatch) as well as for 3-D homo epitaxial growth. Similarly

more rings can be added to the pattern recognition scheme to include bridge sites as well

that will make more suitable for hetero-epitaxial systems. Although this approach would

increase computational expense because more rings would be required in order to identify the

neighborhood than are required for distinguishing between fcc and hcp occupancy, it would

still be faster than carrying out offlattice KMC simulations. We have already included 3-D

capability to our 2-D pattern recognition scheme (see Figure 8.1).

1.86 eV

1.36 eV

Figure 8.2 Example of exchange process in the case of Cu/Ni(111) surfac. Energy barriers
are from spin polarized DFT (CI-NEB) calculations.

We are currently testing it for SLKMC simulations of growth of Cu/Ni(111) surface.

Finally, we note that the idea behind the scheme we have described for the study of self-
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diffusion on fcc(111) surfaces can be adapted to the study of other surfaces namely (110)

and (100).

165



LIST OF REFERENCES

[1] A. Karim, A. N. Al-Rawi, A. Kara, T. S. Rahman, O. Trushin, and T. Ala-Nissila,

Phys. Rev. B 73, 165411 (2006).

[2] A. B. Bortz, M. H. Kalos, and J. L. Lebowitz, J. Comput. Phys. 17, 10 (1975).

[3] G. H. Gilmer, J. Crystal. Growth. 35, 15 (1976).

[4] A. F. Voter, Phys. Rev. B 34, 6819 (1986).

[5] P. A. Maksym, Semiconf. Sci. Technol. 3, 594 (1988).

[6] K. A. Fichthorn and W. H. Weinberg, J. Chem. Phys. 95, 1090 (1991).

[7] J. L. Blue, I. Beichl, and F. Sullivan, Phys. Rev. E 51, R867 (1995).

[8] G. Henkelman and H. Jónsson, J. Chem. Phys. 115, 9657 (2001).

[9] G. M. H. Jónsson and K. W. Jacobsen, Classical and Quantum Dynamics in Condensed

Phase Simulations (World Scientific, Singapore, 1998).

[10] O. Trushin, A. Karim, A. Kara, and T. S. Rahman, Phys. Rev. B 72, 115401 (2005).

[11] G. Nandipati, Y. Shim, J. G. Amar, A. Karim, A. Kara, T. S. Rahman, and O. Trushin,

J. Phys.: Condens. Matter 21 (2009).

[12] G. Nandipati, A. Kara, S. I. Shah, and T. S. Rahman, J. Phys.: Condens. Matter 23,

262001 (2011).

166



[13] J. Repp, G.Meyer, K. H. Rieder, and P. Hyldgaard, Phys. Rev. Lett. 91, 206102 (2003).

[14] C. M. Chang, C. M. Wei, and S. P. Chen, Phys. Rev. Lett. 85, 1044 (2000).

[15] A. T. Samuel, H. Wei, C. R. Christopher, S. R. Jay, S. Syed Islamuddin, S. S. Ghazal,

T. Volodymyr, S. R. Talat, and A. C. Donna, J. Phys. Chem. C 115, 11112 (2011).

[16] J. Perez-Ramirez, N. Lopez, and E. V. Kondratenko, Journal of Physical Chemistry C

114, 16660 (2010).

[17] Y. Wang, K. Jacobi, W. D. Schne, and G. Ertl, The Journal of Physical Chemistry B

109, 7883 (2005).

[18] S. Hong, A. Karim, T. S. Rahman, K. Jacobi, and G. Ertl, Journal of Catalysis 276,

371 (2010).

[19] S. I. Shah, G. Nandipati, A. Kara, and T. S. Rahman, J. Phys.: Condens. Matter 24,

354004 (2012).

[20] S. Syed Islamuddin, N. Giridhar, K. Abdelkader, and R. Talat. S, Phys. Rev. B 88,

035414 (2013).

[21] P. Hohenberg and W. Kohn, Phys. Rev. 136 (1964).

[22] M. S. Daw and M. I. Baskes, Phys. Rev. B 29, 6443 (1984).

[23] D. R. Hartree, Proc. R. Soc. London 621, A113 (1928).

[24] J. C. Slater, Phys. Rev. 81, 385 (1951).

167



[25] V. Fock, Z. Phys. 61, 126 (1930).

[26] L. H. Thomas, Proc. Cambridge Philos. Soc. 32, 542 (1927).

[27] E. Fermi, Z. Phys. 48, 73 (1928).

[28] P. A. M. Dirac, Proc. Cambridge Philos. Soc. 26, 376 (1930).

[29] S. M. Foiles, M. I. Baskes, and M. S. Daw, Phys. Rev. B 33, 7983 (1986).

[30] G. H. Vineyard, J. Phys. Chem. Solids 3, 121 (1957).

[31] G. Henkelman and H. Jnsson, J. Chem. Phys 113, 9978 (2000).

[32] G. Henkelman, P. U. Blas, and J. Hannes, J. Chem. Phys 113, 9901 (2000).

[33] G. Henkelman and H. Jonsson, J. Chem. Phys 111, 7010 (2000).

[34] D. Johnson, Kinetic Monte Carlo: Bare Bones and a Little Flesh (Computational

Materials Science Summer School, 2001).

[35] W. Ostwald, Z. Phys. Chem. 37, 385 (1901).

[36] K. Morgenstern, G. Rosenfeld, and G. Comsa, Phys. Rev. Lett. 76, 2113 (1996).

[37] K. Morgenstern, G. Rosenfeld, E. Laegsgaard, F. Besenbacher, and G. Comsa, Phys.

Rev. Lett. 80, 556 (1998).

[38] A. Kara, O. Trushin, H. Yildirim, and T. S. Rahman, J. Phys.: Condens. Matter 21

(2009).

[39] G. Henkelman and H. Jónsson, Phys. Rev. Lett. 90, 116101 (2003).

168



[40] F. Montalenti, Surf. Sci. 543, 141 (2003).

[41] H. Yildirim, A. Kara, and T. S. Rahman, Phys. Rev. B 76, 165421 (2007).

[42] G. Nandipati, A. Kara, S. I. Shah, and T. S. Rahman, (to be published) (????).

[43] K. Morgenstern, G. Rosenfeld, and G. Comsa, Surf. Sci. 441, 289 (1999).

[44] E. Hristova, V. G. Grigoryan, and M. Springborg, Surf. Sci 603, 3339 (2009).

[45] H. Yildirim, A. Kara, S. Durukanoglu, and T. S. Rahman, Surf. Sci. 600, 484 (2005).

[46] V. Chirita, E. P. Munger, J. Greene, and J.-E. Sundgren, Surf. Sci. 436, L641 (2012).

[47] J. C. Hamilton, M. S. Daw, and S. M. Foiles, Phys. Rev. Lett. 74, 2760 (1995).

[48] S. C. Wang and G. Ehrlich, Surf. Sci. 239, 301 (1990).

[49] K. Kyuno and G. Ehrlich, Surf. Sci. 437 (1999).

[50] S. Li and H. Metiu, Surf. Sci. 359, 245 (1996).

[51] S. I. Shah, G. Nandipati, A. Kara, and T. S. Rahman (to be published).

[52] G. Nandipati, A. Kara, S. I. Shah, and T. S. Rahman, J. Comput. Phys. 231, 3548

(2012).

[53] G. Antczak and G. Ehrlich, Surface Diffusion : metals, metal atoms and clusters

(Cambridge University Press, 2010).

[54] A. Zangwill, Physics at Surfaces (Cambridge University Press, 1988).

[55] E. Kaxiras, Comput. Mater. Sci 6, 158 (1996).

169



[56] D. W. Bassett, J. Phys. C 9, 2491 (1976).

[57] T. T. TSong and R. Casanova, Phys. Rev. B 22, 4632 (1980).

[58] S. C. Wang and G. Ehrlich, Surf. Sci. 239, 301 (1990).

[59] S. C. Wang and G. Ehrlich, Phys. Rev. Lett. 68, 1160 (1992).

[60] S. C. Wang, U. Kurpick, and G. Ehrlich, Phys. Rev. Lett. 81 (1998).

[61] G. L. Kellogg, Appl. Surf. Sci. 67, 134 (1993).

[62] J. M. Wen, S.-L. Chang, J. W. Burnett, J. W. Evans, and P. A. Thiel, Phys. Rev.

Lett. 73, 2591 (1994).

[63] W. W. Pai, A. K. Swan, Z. Zhang, and J. F. Wendelken, Phys. Rev. Lett. 79, 3210

(1997).

[64] M. Giesen and H. Ibach, Surf. Sci. 529, 135 (2003).

[65] M. Giesen, G. S. Icking-Konert, and H. Ibach, Phys. Rev. Lett. 80, 552 (1998).

[66] J. Fern, L. Gmez, J. M. Gallego, J. Camarero, J. E. Prieto, V. Cros, A. L. V. de Parga,

J. J. de Miguel, and R. Miranda, Surf. Sci. 459, 135 (2000).

[67] H. A. V. der Vegt, J. Alvarez, X. Torrelles, S. Ferrer, and E. Vlieg, Phys. Rev. B 52,

17443 (1995).

[68] C. Busse, C. Polop, M. Muller, K. Albe, U. Linke, and T. Michely, Phys. Rev. Lett.

91, 056103 (2003).

170



[69] M. Muller, K. Albe, C. Busse, A. Thoma, and T. Michelyi, Phys. Rev. B 71, 075407

(2005).

[70] C. L. Liu and J. B. Adams, Surf. Sci. 268, 73 (1992).

[71] R. T. Tung and W. R. Graham, Surf. Sci. 97, 73 (1980).

[72] T. Y. Fu and T. T. Tsong, Surf. Sci. 454-456, 571 (2000).

[73] P. G. Flahive and W. R. Graham, Surf. Sci. 91, 449 (1980).

[74] C. L. Liu, J. M. Cohen, J. B. Adams, and A. F. Voter, Surf. Sci. (1991).

[75] B. M. Rice, C. S. Murthy, and B. C. Garrett, Surf. Sci. 276, 226 (1992).

[76] P. Stoltze, J. Phys.: Condens. Matter 6, 9495 (1994).

[77] Y. Li and A. E. DePristo, Surf. Sci. 351, 189 (1996).

[78] J. J. Mortensen, B. Hammer, O. H. Nielsen, K. W. Jacobsen, and J. K. Norkov, El-

ementary Processes in Excitations and Reactions on Solid Surfaces (Springer-Verlag,

Berlin, 1996), chap. Density functional theory study of self-diffusion on the (111) sur-

faces of Ni, Pd, Pt, Cu, Ag and Au, pp. 173–182.

[79] K. Haug and T. Jenkins, J. Phys. Chem. B 104, 10017 (2000).

[80] U. Kurpick, Phys. Rev. B 64, 075418 (2001).

[81] H. Bulou and C. Massobrio, Phys. Rev. B 205427 (2005).

[82] S. Y. Kim, I.-H. Lee, and S. Jun, Phys. Rev. B 74, 073412 (2006).

171



[83] A. Karim, A. Kara, O. Trushin, and T. S. Rahman, J. Phys:. Condens. Matter 23,

462201 (2011).

[84] S. I. Shah, G. Nandipati, and T. S. Rahman (to be published).

[85] G. Kresse, Phys. Rev. B 54, 11169 (1996).

[86] G. Kresse and D. Joubert, Phys. Rev. B 59, 1758 (1999).
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