
Table 1 
Comparison of robots to other entities 

Entity Definition(s) 

Se
ns

or
s 

Pr
oc

es
so

rs
 

Ef
fe

ct
or

s 

Reference(s) 

Robot Man-made devices with three components, 
sensors, processors, and effectors 
An autonomous or semiautonomous machine 
made to function like a living entity 

x x x 
(Singer, 2009, p. 67) 
 
(Perkowitz, 2004, p. 4) 

Agent 
(software) 

A self-contained program capable of controlling 
its own decision making and acting based on its 
perception of its environment, in pursuit of one 
or more objectives 
An entity whose actions are controlled by the 
computer itself 

x x  

(Jennings & Wooldridge, 1996, p. 17) 
 
(Nowak & Biocca, 2003, p. 483) 

Android Entirely artificial but has been made to look 
human (manlike) 
Includes both humanlike forms made of organic 
substances and machines that look like us 
A robot that approximates a human in physical 
appearance 

   

(Perkowitz, 2004, p. 4) 
 
(Benford & Malartre, 2008, p. 101) 
 
(Menzel & D'Aluisio, 2000, p. 234) 

Automaton Mechanical human 
A machine that appears to move spontaneously, 
although actually it moves under conditions 
fixed for it, not by it 
A mechanism that is relatively self-operating; 
designed to follow automatically a 
predetermined sequence of operations, or 
respond to encoded instructions 

  x 

(Bar-Cohen & Hanson, 2009, p. 3) 
 
(Perkowitz, 2004, p. 4) 
 
 
(Menzel & D'Aluisio, 2000, p. 234) 

Avatar An entity whose actions are controlled by a 
human in real time 
Computer generated visual representations of 
people or bots 

   

(Nowak & Biocca, 2003, p. 483) 
 
(Nowak & Rauh, 2005, p. 153) 

Cyborg / 
bionic 
human 

Combination of machine and living parts 
Hybrids of man and machine 
A human having normal biological capability or 
performance Enhanced by or as if by electronic 
or electromechanical devices 

x x x 

(Perkowitz, 2004, p. 4) 
(Benford & Malartre, 2008, p. 102) 
 
(Menzel & D'Aluisio, 2000, p. 234) 

Machine Class of objects which are directed by an 
organisms intention and which use sources of 
power not derived solely from the organisms 
own energy 
An assemblage of parts that transmit forces, 
motion, and energy one to another in a 
predetermined manner 

x  x 

(Hancock, 2009, p. 124) 
 
 
("Machine," 2012) 

Tool Class of objects that require immediate intention 
and energy to affect their action   x (Hancock, 2009, p. 124) 
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Summary Information 

The following summary presents: the study model (Figure 7), a listing of the hypotheses 

(Table 2), a table of variables (Table 3), and a table of potential confounding variables (Table 4).  

 

 

Figure 7. Complete, operationalized study model of hypothesized relationships   
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Table 4 
Potential confounding variables 

Name Sub Constructs / 
Affected Constructs 

Effect Size Manifest  
Variables 

Method for 
control 

References 

Environmental factors Perception of robot behavior Medium n/a Control Hancock, Billings, and Schaefer 
(2011) 

Robot: Social aspects Perception of robot behavior Medium n/a Control Hinds et al. (2004); 
Wiltshire et al. (2013) 

Robot: Communication Perception of robot behavior Medium n/a Control Lee et al. (2005); 
Braezeal (2005) 

Robot: Physical appearance Perception of robot behavior 
Impressions of robots 

 Large n/a Control Broadbent et al. (2011); 
Sims et al. (2005); 
Oleson et al. (2011) 

Military experience 
 

Task-role mental model 
Impressions of robots  

Medium Biographical data form Covary Singer (2009); 
Dzindolet et al. (2001) 

Video game experience Impressions of robots 
Robotics experience 

Small Biographical data form Covary Ososky, Phillips, Schuster, & 
Jentsch (2013) 

Robotics experience Task-role mental model 
Perception of robot behavior 
Impressions of robots 

Medium Biographical data form Covary Bruemmer and Few (2003); 
Marble et al. (2003); 
 Takayama & Pantofaru (2009) 

Age Impressions of robots 
  

Small Biographical data form Covary Nomura, Kanda, Suzuki, & Kato 
(2008) 

Gender Impressions of robots 
 

Small Biographical data form Covary Bartneck (2007); 
Nomura et al. (2008); 
Schermerhorn (2008) 

Culture Impressions of robots 
 

Medium n/a Ignore Bartneck (2005) 
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2. Security Guard Attribution: Did the participant’s response describe an action or intent 

congruent with the responsibilities of a security guard? (0 = No, 1 = Yes) 

3. Groundskeeper Attribution: Did the participant’s response describe an action or intent 

congruent with the responsibilities of a groundskeeper? (0 = No, 1 = Yes) 

The coding scheme allowed for the identification of instances when a participant’s 

description of the robot’s action or intent was correct. Additionally, the coding scheme allowed 

for the identification of instances when a participant’s description of the robot’s behavior was 

incorrect, but the robot’s task-role was correctly identified (e.g., robot was mowing the lawn, but 

participant interpreted the behavior as watering plants). Conversely, it was also possible to 

identify those instances where the participant’s description of the robot’s action or intent 

imposed the incongruent task-role on the robot’s motion behavior (e.g., robot was mowing the 

lawn, but participant interpreted the behavior as patrolling the grounds).  

The data were coded by three independent raters. An inter-rater reliability analysis was 

performed to determine the measure of agreement among the raters. The overall inter-rater 

reliability between rater-one and rater-two was κ = 0.85 (p < .001), 95% CI (.83, .86); between 

rater-one and rater-three was κ = 0.79 (p < .001), 95% CI (.77, .81); and between rater-two and 

rater-three was κ = 0.75 (p < .001), 95% CI (.73, .77). These values suggested a substantial level 

of agreement among the raters (Landis & Koch, 1977). The final ratings values used in the 

analyses of the hypotheses were determined by majority consensus among the three raters (e.g., 

given a single rating item: rater-provided values of 0, 1, 1, were assigned a final consensus value 

of 1).  
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Computed Dependent Variables 

After the qualitative response data were coded, using the aforementioned procedure, total 

scores and variable averages were computed. Sets of variables were computed for the security 

guard videos, and groundskeeper videos, respectively. For each of the two video sets: (a) sums 

were calculated for the number of correct interpretations, security guard attributions, and 

groundskeeper attributions; (b) averages were calculated for sureness of interpretation and the 

seven subjective robot ratings (competence, intelligence, power, reliability, predictability, safety, 

and goal directedness); and (c) a sum was calculated for each trust in robots measure, which was 

administered twice (once, after each set of videos). These computed dependent variables (DVs) 

were used in all subsequent analyses, unless otherwise noted.  

Effect of Video Sequence Condition 

The study was designed such that three preparatory information groups would observe 

two sets of robot motion behaviors. To control for possible video-set order effects, the order in 

which the sets of robot motion behaviors were viewed was counterbalanced across the three 

preparatory information conditions. While this investigation did not specifically hypothesize 

relationships between the video sequence condition and the dependent variables, it was necessary 

to determine if such relationships existed. Therefore, a series of two-way between-groups 

analyses of variance were conducted to examine the impact of the video sequence condition (IV) 

and preparatory information condition (IV) on the previously described, computed dependent 

variables (see Appendix M for the complete analysis).  
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Groundskeeper Behavior #1: Mowing the lawn 
 
Corresponding task-role responsibility: Mow or edge lawns, using power mowers or edgers. 
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Groundskeeper Behavior #2: Trimming a shrub in the park 
 
Corresponding task-role responsibility: Prune or trim trees, shrubs, or hedges, using shears, 
pruners, or chain saws. 
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Groundskeeper Behavior #3: Gathering trash and litter 
 
Corresponding task-role responsibility: Gather and remove litter. 
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Groundskeeper Behavior #4: Cleaning, maintaining the sidewalk 
 
Corresponding task-role responsibility: Provide proper upkeep of sidewalks, driveways, 
parking lots, fountains, planters, or other grounds features. 
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Groundskeeper Behavior #5: Sampling the soil around the park 
 
Corresponding task-role responsibility: Collect samples from soil so testing can be performed. 
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APPENDIX M: VIDEO SEQUENCE ANALYSES OF VARIANCE 
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A series of two-way between-groups analyses of variance were conducted to examine the 

impact of the video sequence condition (IV) on the computed dependent variables (described in 

Chapter 4, Computed Variables). The full results of this analysis can be found in the tables on 

the following pages (Table 20, Table 21, and Table 22). Overall, the interaction between the 

video sequence condition and preparatory information condition was not statistically significant 

for any of the computed variables.  

There was a statistically significant main effect for video sequence on the number of 

security role attributions made within the groundskeeper video set, F (1, 114) = 5.19, p = .02; the 

effect size was small to medium (partial eta squared = .04). There was also a statistically 

significant main effect for video sequence on the average sureness of interpretation within the 

groundskeeper video set, F (1, 114) = .543, p = .02; the effect size was also small to medium 

(partial eta squared = .05). For each of these groundskeeper video variables, scores were higher 

when participants were first exposed to the security guard motion behavior video set.  

Additional tests were performed for each of the average subjective ratings of the robot. 

No statistically significant main effects were found for the impact of video sequence on any of 

the average subjective robot ratings in the security guard video set. Statistically significant main 

effects were found, however, for average subjective ratings of the robot within the 

groundskeeper videos. These included: Ratings of competence F (1, 114) = 5.74, p = .02, partial 

eta squared = .05; Ratings of intelligence F (1, 114) = 6.12, p = .02, partial eta squared = .05; 

Ratings of power F (1, 114) = 3.87, p = .05, partial eta squared = .03; and ratings of reliability F 

(1, 114) = 4.34, p = .04, partial eta squared = .04. For each of these average subjective ratings, 

effect sizes were small to medium. Again, for each of these groundskeeper video variables, 

143 
 



scores were higher when participants were first exposed to the security guard motion behavior 

video set.  

While video sequence had a significant main effect on certain DVs related to the robot 

groundskeeper motion behavior video set, the practical impact was minimal. First, there were no 

statistically significant interactions between the video sequence condition (IV) and preparatory 

information condition (IV) for any of the computed DVs. Second, only small to medium effect 

sizes were found for those variables impacted by video sequence condition. Third, the 

differences in total mean scores were almost all less than 0.5 (on scales of 0 to 5, 1 to 6, and 1 to 

7, respectively), save for one total mean difference of 0.52. Finally, no significant effects for 

video sequence were detected for any of the computed DVs associated with the robot security 

guard motion behavior set. 

A practical conclusion that was drawn from these analyses was that seeing the security 

guard videos first created a small, positive carry-over effect on DVs associated with the 

groundskeeper videos, when viewed second. This aspect was not intended as part of the study 

design and was further discussed in Chapter 5 as a potential study limitation. Given these results, 

however, all subsequent hypotheses tests safely proceeded with the video sequence condition 

collapsed across the three preparatory information conditions.   
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Table 20 
Results of two-way ANOVA series for effect of video sequence on major DVs 

DV of Interest Between-
subjects factor df F p 

Security guard video: correct interpretation accuracy (sum) SEQ 1, 114 1.99 .16 

 PIC*SEQ 2, 114 1.33 .27 

Security guard video: security role attributions (sum) SEQ 1, 114 2.96 .09 

 PIC*SEQ 2, 114 1.16 .32 

Security guard video: groundskeeper role attributions (sum)1 SEQ 1, 114 1.80 .18 

 PIC*SEQ 2, 114 .15 .86 

Security guard video: subjective sureness of interpretation (avg.) SEQ 1, 114 .22 .64 

 PIC*SEQ 2, 114 1.12 .33 

Groundskeeper video: correct interpretation accuracy (sum)1 SEQ 1, 114 1.90 .17 

 PIC*SEQ 2, 114 .05 .95 

Groundskeeper video: security role attributions (sum)1 SEQ 1, 114 5.19 .02 

 PIC*SEQ 2, 114 .30 .74 

Groundskeeper video: groundskeeper role attributions (sum) SEQ 1, 114 2.26 .14 

 PIC*SEQ 2, 114 .59 .56 

Groundskeeper video: subjective sureness of interpretation (avg.) SEQ 1, 114 5.43 .02 

 PIC*SEQ 2, 114 .71 .49 
1Equality of error variances violated.  Between-subjects IV factors: SEQ = Video sequence condition, PIC = 
Preparatory information condition 
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Table 21 
Results of two-way ANOVA series for effect of video sequence on secondary DVs, for robot security guard 
motion behavior set 

DV of Interest Between-
subjects factor df F P 

Security guard video: Rating of competence (avg.) SEQ 1, 114 .31 .58 

 PIC*SEQ 2, 114 .76 .47 

Security guard video: Rating of intelligence (avg.) SEQ 1, 114 .60 .44 

 PIC*SEQ 2, 114 .82 .44 

Security guard video: Rating of power (avg.) SEQ 1, 114 2.89 .09 

 PIC*SEQ 2, 114 .73 .48 

Security guard video: Rating of reliability (avg.) SEQ 1, 114 2.50 .12 

 PIC*SEQ 2, 114 1.71 .19 

Security guard video: Rating of predictability (avg.) SEQ 1, 114 2.29 .13 

 PIC*SEQ 2, 114 .69 .50 

Security guard video: Rating of safety (avg.) SEQ 1, 114 .15 .70 

 PIC*SEQ 2, 114 .05 .96 

Security guard video: Rating of goal-directedness (avg.) SEQ 1, 114 3.58 .06 

 PIC*SEQ 2, 114 .19 .84 

Security guard video: Post-video trust measure (sum) SEQ 1, 114 .34 .54 

 PIC*SEQ 2, 114 1.32 .27 

Between-subjects IV factors: SEQ = Video sequence condition, PIC = Preparatory information condition 
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Table 22 
Results of two-way ANOVA series for effect of video sequence on secondary DVs, robot groundskeeper 
motion behavior set 

DV of Interest Between-
subjects factor df F p 

Groundskeeper video: Rating of competence (avg.)1 SEQ 1, 114 5.74 .02 

 PIC*SEQ 2, 114 .20 .82 

Groundskeeper video: Rating of intelligence (avg.) SEQ 1, 114 6.12 .02 

 PIC*SEQ 2, 114 .004 .996 

Groundskeeper video: Rating of power (avg.) SEQ 1, 114 3.87 .05 

 PIC*SEQ 2, 114 .37 .69 

Groundskeeper video: Rating of reliability (avg.) SEQ 1, 114 4.34 .04 

 PIC*SEQ 2, 114 .04 .96 

Groundskeeper video: Rating of predictability (avg.) SEQ 1, 114 .54 .47 

 PIC*SEQ 2, 114 .02 .98 

Groundskeeper video: Rating of safety (avg.) SEQ 1, 114 .35 .56 

 PIC*SEQ 2, 114 .39 .68 

Groundskeeper video: Rating of goal-directedness (avg.) SEQ 1, 114 1.41 .24 

 PIC*SEQ 2, 114 .10 .91 

Groundskeeper video: Post-video trust measure (sum) SEQ 1, 114 .39 .54 

 PIC*SEQ 2, 114 .05 .95 
1Equality of error variances violated.  Between-subjects IV factors: SEQ = Video sequence condition, PIC = 
Preparatory information condition 
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