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ABSTRACT

This dissertation presents results of the study on symplectic and multisymplectic numerical

methods for solving linear and nonlinear Hamiltonian wave equations. The emphasis is put

on the second order space and time discretizations of the linear wave, the Klein–Gordon

and the sine–Gordon equations. For those equations we develop two multisymplectic (MS)

integrators and compare their performance to other popular symplectic and non-symplectic

numerical methods. Tools used in the linear analysis are related to the Fourier transform

and consist of the dispersion relationship and the power spectrum of the numerical solution.

Nonlinear analysis, in turn, is closely connected to the temporal evolution of the total energy

(Hamiltonian) and can be viewed from the topological perspective as preservation of the

phase space structures. Using both linear and nonlinear diagnostics we find qualitative

differences between MS and non-MS methods. The first difference can be noted in simulations

of the linear wave equation solved for broad spectrum Gaussian initial data. Initial wave

profiles of this type immediately split into an oscillatory wave-train with the high modes

traveling faster (MS schemes), or slower (non-MS methods), than the analytic group velocity.

This result is confirmed by an analysis of the dispersion relationship, which also indicates

improved qualitative agreement of the dispersive curves for MS methods over non-MS ones.

Moreover, observations of the convergence patterns in the wave profile obtained for the

sine–Gordon equation for the initial data corresponding to the double-pole soliton and the

temporal evolution of the Hamiltonian functional computed for solutions obtained from

different discretizations suggest a change of the geometry of the phase space. Finally, we
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present some theoretical considerations concerning wave action. Lagrangian formulation

of linear partial differential equations (PDEs) with slowly varying solutions is capable of

linking the wave action conservation law with the dispersion relationship thus suggesting the

possibility to extend this connection to multisymplectic PDEs.
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CHAPTER ONE: INTRODUCTION

In the past years certain level of sophistication has been achieved in numerical integration

of ordinary differential equations (ODEs). In the process of development of various nu-

merical methods researchers realized that it is not practical to forever increase the order

of numerical schemes and that in many cases there is not enough computational resources

available to decrease time step in simulations. It turned out that there is another possibility

for improving quality of numerical solutions, namely use of so called geometric, or structure

preserving, integrators. The motivation for developing such algorithms for special classes of

problems came from different research areas like astronomy, molecular dynamics, mechanics,

theoretical physics, numerical analysis and other areas of pure and applied mathematics.

Preservation of geometric properties of problems arising in these areas not only produced

an improved qualitative behavior of the solution, but also permitted accurate long-time in-

tegration without using impractically small time step. An extensive presentation of various

geometric integrators can be found in [15, 16, 17, 32].

The natural extension of ideas related to geometric integration of ODEs is the notion of

structure preserving algorithms for partial differential equations (PDEs). It is a developing

branch of numerical analysis and there still exist many open problems. Numerical meth-

ods for some special classes of PDEs are a good starting point for such a research. In the

last couple of years numerical analysts became interested in the, so called, multisymplec-

tic integrators. Multisymplectic integrators are numerical schemes which exactly preserve

a discrete space-time symplectic structure of Hamiltonian PDEs. To date much of the liter-
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ature has been devoted to establishing that various discretization methods have subclasses

which are multisymplectic. However, a thorough analysis of the local and global properties

of multisymplectic integrators has yet to be carried out. Preservation of the multisymplectic

structure by a numerical scheme does not imply preservation of other dynamical invariants

of the system such as the local conservation laws or of global invariants which determine the

phase space structure.

The focal point of this work is the centered-cell (multisymplectic) box scheme in two

forms, called MS–1 and MS–2, obtained from two different multisymplectic formulations of

the sine–Gordon equation. Multisymplectic box scheme is a finite difference method having

second order accuracy in both space and time. It is therefore most appropriate to compare its

performance with other second order (symplectic and non-symplectic), Hamiltonian finite

difference approximations of the sine–Gordon equation. These methods include (explicit)

Störmer/Verlet scheme (MS–3), implicit midpoint rule (MS–4), and the explicit Runge–

Kutta of order two (ERK). We will occasionally refer to the MS–3 scheme as a leap-frog and

we typically call MS–3 and MS–4 symplectic schemes although these are in fact multisym-

plectic discretizations. The reason for that distinction between methods designated MS–1,2

and MS–3,4 is that MS–1,2 methods were derived as discretizations of the PDEs expressed

in the multisymplectic form, while integrators designated MS–3,4 are symplectic time dis-

cretizations of the second order, centered-cell Hamiltonian spatial semi-discretization of the

sine–Gordon equation. The comparison will be conducted by means of conserved quantities

– energy and momentum – in their various forms, the dispersion relationship and the error

in the wave propagation speed. In the course of this dissertation we will also look at other
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discretizations as well as at the box scheme for other than the sine–Gordon equations, like

the linear wave equation, the variable coefficient Klein–Gordon equation and the nonlinear

Schrödinger equation.

The centered cell box scheme was first developed by Preissmann and Keller for the tur-

bulent boundary layer equations [25, 31]. It is unconditionally stable and of second order

accuracy. It is also A–stable (i.e. if the exact solution decays in time so does the numerical

one, with the approximately the same rate). As shown in [11], when applied to the multi-

symplectic system of PDEs, the box scheme preserves a discrete version of a multisymplectic

conservation law (multisymplecticness of the scheme). Another interesting feature of this

method is presented in [6], namely that the box scheme qualitatively preserves the dispersion

relationship of any first order, linear system of PDEs expressed in multisymplectic form.

There are two ways of implementing the box scheme, either by directly simulating the

system of first order PDEs or by first eliminating variables introduced to the equation in

order to put the equation in a multisymplectic form and than solving the resulting equation.

The first approach has a significant drawback. Iterative solver of the system of nonlinear

equations is non-convergent for almost all numerical meshes (cf. [39]). The second approach

is sometimes called a reduced box scheme, however we will simply refer to it as the reduced

box scheme. The functional iteration solver for the modified box scheme does not indicate

nonconvergence issue and this is the scheme implemented in the numerical simulations here.

Simulations show that, among the two (reduced) multisymplectic box schemes emerging from

different multisymplectic forms of the sine–Gordon equation, the MS–2 possesses superior

convergence properties.
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It is well known that the error in the propagation speed can destroy the numerical so-

lution. For instance, according to [36], while solving a linear, first order wave equation by

means of the Crank–Nicolson scheme one notices the unwanted oscillations behind the com-

puted wave after a very short time. Moreover, when carrying the simulation out to longer

times, all of the character of the true solution is lost. The errors for the solution are due

to both damping and the error in the dispersion relationship. Following [6, 19, 36], we in-

vestigate the preservation of the dispersion relationship and the error in the phase velocity

(wave propagation speed) as well as its influence on the numerical solutions. The symbol

of a numerical scheme in section 5.2.1 allows one to determine the stability of the scheme

as well as its dispersive properties. The modulus of a symbol gives the dissipation/growth

rate of the scheme thus addressing the stability of the scheme. As expected, all the symplec-

tic and multisymplectic schemes are non-dissipative and stable. The multisymplectic box

scheme preserves the numerical dispersion best and the only scheme indicating growth is the

non-symplectic explicit RK, having a long–term growth in the Hamiltonian.

Numerical studies on a multisymplectic finite–difference discretization of the nonlinear

Schrödinger (NLS) equation demonstrated that the local energy and momentum conserva-

tion laws are preserved far better than expected, given the order of the schemes [22]. In

addition, several global invariants are preserved within roundoff by multisymplectic integra-

tors. Robustness of the box scheme for the Kortweg–deVries (KdV) equation was examined

by McLachlan and Ascher [6]. They also found that the dispersion relation for linear Hamil-

tonian PDEs is preserved by the multisymplectic box schemes well. We have used the

sine–Gordon equation as a benchmark equations for several reasons. The first and foremost

4



is an attempt to generalize numerical results obtained in [6] and [22] to another equation.

The second reason is the importance of the preservation of dispersion relationship by the

numerical scheme and questions related, through the symbol of a scheme, to the dispersive

and dissipative properties of the discrete linearized sine–Gordon equation. The last reason

is that the sine–Gordon equation possess a rich structure of the phase space for periodic

boundary conditions on a finite interval, which makes it somewhat a challenging problem to

work with. The choice of this equation provides us with the material for further study on

the nonlinear stability of symplectic and multisymplectic integrators.

Simulations were performed for initial data close to a homoclinic orbit of the unstable

state ū ≡ π. An interesting phenomenon is observed here. After relatively short time (t ≈ 30)

the wave profile undertakes a series of jumps which can be interpreted as homoclinic crossings.

They are caused by numerical errors and are described in [1]. Analysis of an infinite-line

boundary value problem associated with this equation is also presented. This problem possess

stable solutions called solitons. Three types of solitons, the breather, the kink–antikink and

the double–pole soliton, were examined. The third type is a limiting case between the

first two types (cf. [4]) and, as a bifurcation state, presents some difficulties in numerically

capturing the wave profile. For the choice of the initial data corresponding to the double–

pole soliton one can observe two different types of convergence patterns. Symplectic and

non-symplectic (also a pseudo-spectral method as reported in [1]) converges to the correct

wave profile from the parameter regime associated with the kink–antikink solution, that is by

the decrease in the wave propagation speed as the numerical mesh is refined. On the other

hand, the multisymplectic box schemes converge to the analytic solution from the parameter
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regime related to the breather soliton. In this case, as the numerical mesh is refined, one

notices an increase in the period of the temporal, breather, oscillations. A remark has to

be made here. Although the choice of the particular equation is important, one of the goals

of this thesis is to examine the consequences of the property of multisymplecticness on the

preservation of the energy, momentum and dispersion relation by numerical schemes.

Conservation of wave action under multisymplectic discretization is the most current

direction of research in numerical analysis of structure preserving discretizations of PDEs

(cf. [13]). We summarize existing results on the wave action in Lagrangian formulation and

its relations to adiabatic invariants, i.e. quantities that remain constant to the leading order

in the slow-time. Average Lagrangian formulation for slowly varying linear waves gives

a common ground for both the dispersion relationship and the wave action conservation

law [5, 8, 18, 40]. This interesting property of average Lagrangian for linear wave equations,

after proper generalization, might provide a connection between seemingly different areas

discussed in this dissertation. In this dissertation we discuss the wave action conservation

for the multisymplectic formulation of continuous problems in physical as well as in the

Fourier spectral spaces. Understanding of methods used in derivations of continuous wave

action provides us with methods of addressing the issue of preservation of the wave action

under various discretizations, with special emphasis on multisymplectic ones. We will show

analytically and verify numerically that the multisymplectic box scheme exactly preserves a

discrete analog of the wave action. We will then attempt to extend results of [13] toward

numerical methods based on spectral and pseudo-spectral spatial semi-discretizations.

This paper is organized as follows. Chapter two introduces a concept of a symplectic
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discretization of Hamiltonian ODEs and provides illustrations of consequences of preserving

the symplectic structure by means of discretizations of two dimensional systems of ODEs.

In the third chapter fundamental definitions and theorems concerning Hamiltonian and mul-

tisymplectic forms of PDEs are recalled and local conservation laws associated with the

multisymplectic formulation are defined. The fourth chapter is devoted to the derivation of

numerical schemes as well as the description of some practical aspects of their implemen-

tations. In the fifth chapter linearizations of certain equations and associated dispersion

relationships are given and an analysis of dispersive properties of numerical schemes de-

rived in chapter four is performed. We study the error in the dispersion introduced by the

discretization and use the error in the wave propagation speed and the group velocity disper-

sion to compare numerical schemes under investigation. In the sixth chapter a presentation

and discussion of results of numerical simulations is shown. This chapter is divided into

four sections. The first one is an illustrations of dispersive and dissipative properties of

discretizations and a confirmation of analytic results of chapter five. Second section of the

sixth chapter presents various diagnostics computed for numerical solutions for soliton and

space-periodic initial data and illustrates preservation of conserved quantities under mul-

tisymplectic discretizations. We also show the change to the geometry of the phase space

introduced by the discretization. Last section of this chapter contains series of plots present-

ing numerical simulations in more details. Final chapter presents the concept of wave action.

We review previous results of the wave action conservation law in physical space and extend

it to the case of the Fourier spectral space. We also analytically investigate preservation of

the discrete analog of wave action under various discretizations and find that the MS box
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scheme exactly preserves discrete wave action. Appendices contain additional theoretical

information about symplectic integrators of Runge–Kutta type with detailed proof of their

symplecticness (Appendix A). We also list some of the classical analytic solutions (solitons)

that were used in the assessment of numerical schemes (Appendix B).
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CHAPTER TWO: HAMILTONIAN ORDINARY
DIFFERENTIAL EQUATIONS

Geometric integration is a branch of numerical analysis aiming at constructing numerical

methods capable of reproducing qualitative features of the solution of a differential equation

under discretization and a particular emphasis is placed on preserving its geometric prop-

erties. In geometric integration these properties are built into the numerical scheme giving

the method an improved qualitative behavior and allowing for a significantly more accurate

long-time integration than with general-purpose methods. In addition to the construction of

new numerical algorithms, an important aspect of geometric integration is the explanation

of the relationship between preservation of the geometric properties of a numerical method

and the observed error propagation in long-time integration.

In this introductory chapter we would like to present some properties of Hamiltonian

ordinary differential equations (ODEs) and their discretizations. The emphasis is placed on

the notion of symplecticness of the flow of a Hamiltonian system as its most fundamental fea-

ture. We begin with definitions and some simple, one-degree-of-freedom examples and than

generalize to higher-dimensional systems by presenting a series of theorems characterizing

the flow of every Hamiltonian ODE. Next we illustrate these theorems by comparing two

first order discretizations of the pendulum equation and prove, via backward error analysis

(BEA), that the integrator with superior behavior generates a (discrete) map that is itself

symplectic. As a consequence we observe excellent energy conservation of such a scheme. Fi-

nally, in the section closing this chapter, we compare two symplectic, second-order schemes.
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We observe that the distortion of the original phase space may lead to qualitative changes

in the behavior of the solution depending on the discretization applied. This phenomenon

is observed for initial data corresponding to some special (separatrix) solutions of the con-

tinuous system. It is very important to be able to identify such cases as they are present in

discrete systems obtained for partial differential equations (PDEs) as well.

We would like to remark, that the idea of geometric integration of ODEs has been around

for at least 30 years. This chapter is intended to be a brief introduction to the concepts

underlying this vast area of research and its presentation very closely follows [5, 15, 16, 17,

27, 32, 34].

2.1 The Idea of a Symplectic Map

Consider a nonempty, open, connected set U ⊂ R2d, for some d ∈ N, and an open interval

I ⊂ R. Let zT = [pT ,qT ] = [p1, . . . , pd, q1, . . . , qd] ∈ D and let H = H(z, t) = H(p,q, t)

be a sufficiently smooth, real-valued function defined on U × I. The system of differential

equations of the form

Jd
d

dt
z = ∇zH (2.1)

is called Hamiltonian. The matrix Jd ∈M2d×2d(R),

Jd =

 0 Id

−Id 0

 ,
where Id ∈Md×d(R) is the identity matrix, is said to define a symplectic structure on U . It

is sometimes convenient to use the fact that the matrix Jd is invertible and express (2.1) as

zt = J−1
d ∇zH

df
= g(z). (2.2)
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We understand the operator ∇z, the gradient, as a symbolic vector

∇z =
[ ∂

∂p1

, . . . ,
∂

∂pd

,
∂

∂q1
, . . . ,

∂

∂qd

]T
.

With this notation, the system (2.2) takes the form

d

dt
pi = −∂H

∂qi
,

d

dt
qi =

∂H

∂pi

, i ∈ {1, . . . , d}. (2.3)

The integer d is called the number of degrees of freedom and U is the phase space. The set

U × I is called the extended phase space.

Associated with (2.3) is the system of variational equations

d

dt
dpi = −Hqipi

dpi −Hqiqi
dqi,

d

dt
dpi = Hpipi

dpi −Hpiqi
dqi, (2.4)

or in vector form

(dz)t = J−1
d Hzzdz, (2.5)

where the Hzz = Hzz(z), Hzz ∈M2d×2d(R) is a symmetric matrix (the Hessian matrix of H)

Hzz =

 Hpp Hpq

Hqp Hqq

 .
We will denote a set of twice continuously differentiable functions on R by C2(R) and assume

that H ∈ C2(R), so that Hpq = HT
qp. Hpq is understood as

Hpq =

[
∂2H

∂pi∂qj

]
i,j∈{1,...,d}

∈Md×d(R).

Additionally, Hpp = HT
pp and Hqq = HT

qq, with

Hpp =

[
∂2H

∂pi∂pj

]
i,j∈{1,...,d}

∈Md×d(R)
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and an analogous definition for Hqq. In terms of the Jacobian matrix dg = dg(z), dg ∈

M2d×2d(R), the variational equation (2.5) is

(dz)t = dg(z)

and it is an immediate conclusion of (2.2) and (2.5) that

dg = J−1
d Hzz =

 −Hpp −Hpq

Hqp Hqq

 .
Using elementary row operations, equation (2.5) can be written as

(dz̃)t = (Id ⊗ J−1)Hz̃z̃dz̃,

where z̃T = [p1, q1, . . . , pd, qd] and

J
df
= J1 =

 0 1

−1 0

 . (2.6)

For brevity of notation we use the Kronecker’s product of matrices defined as follows.

Definition 1 Given two matrices A ∈ Mm×n(R) and B ∈ Mp×q(R), their direct product

C = A ⊗ B, also called the Kronecker product, is a matrix C ∈ Mmp×nq(R) with elements

defined by

cαβ = aijbkl,

where α = p(i− 1) + k and β = q(j − 1) + l.

For instance, the matrix direct product of the 2× 2 identity matrix I2 and a 3× 2 matrix A
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is given by the following matrix C ∈M6×4(R).

C = I2 ⊗ A =

 1 · A 0 · A

0 · A 1 · A

 =



1 · a11 1 · a12 0 · a11 0 · a12

1 · a21 1 · a22 0 · a23 0 · a22

1 · a31 1 · a32 0 · a31 0 · a32

0 · a11 0 · a12 1 · a11 1 · a12

0 · a21 0 · a22 1 · a23 1 · a22

0 · a31 0 · a32 1 · a31 1 · a32


The Kronecker’s product is bilinear and associative and, with respect to transpositions, it

satisfies (A ⊗ B)T = AT ⊗ BT . Moreover, if matrices A and B are invertible such is their

Kronecker product and (A⊗B)−1 = A−1 ⊗B−1.

The following property is fundamental for (2.2). For matrix L = (Id ⊗ J−1
1 )Hz̃z̃, treated

as a function of t, it can be shown (see [17, 32, 34]) that

∂

∂t
|L| = ∂

∂t

d∑
i=1

det

 −Hpipi
−Hpiqi

Hqipi
Hqiqi

 =
∂

∂t

d∑
i=1

(H2
piqi

−Hpipi
Hqiqi

) ≡ 0.

This identity means that the sum of oriented areas of projections onto the (pi, qi)–coordinate

planes is conserved by the flow of the linearized system (2.5) and is referred to as symplectic-

ness of the flow map defined by the variational equations. In the sections that follow we will

elaborate on the concept of symplecticness and present its applications to discrete systems

arising in the numerical analysis of Hamiltonian ODEs.

Definition 2 We say that the linear mapping L : R2d → R2d is symplectic if LTJdL = Jd,

i.e. if

Ω(Lξ,Lη) = Ω(ξ,η), for all ξ,η ∈ R2d,
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where

Ω(ξ,η) =
d∑

i=1

det

 ξp
i ηp

i

ξq
i ηq

i

 = ξTJdη.

In case of nonlinear, differentiable maps we consider local approximations by a linear mapping

according to

Definition 3 Let U ⊂ R2d be an open set. A differentiable map g : U → R2d is called

symplectic if its Jacobian matrix L = dg(p,q) is symplectic.

We are now in the position to rephrase the notion of symplecticness in terms of a flow

map. Recall that the flow ϕt→t∗ : U → R2d of a Hamiltonian system is the mapping that

advances the solution by time t, i.e.

z∗ = ϕt→t∗(z),

where z∗ is the solution of the system at time t∗ corresponding to initial values z, i.e. the

solution at some time t < t∗.

Theorem 1 (Poincaré, 1899) Let H(p,q) be twice continuously differentiable function on

U ⊂ R2d. Then, for each fixed t, the flow ϕt→t∗ is a symplectic transformation wherever it

is defined.

For two-dimensional systems (i.e. for d = 1), Theorem 1 can also be stated (see [32]) in

the form of the identity

∂p∗

∂p

∂q∗

∂q
− ∂q∗

∂p

∂p∗

∂q
≡ 1,
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which is equivalent (see [34]) to the statement, that

det

 Hqp Hqq

−Hpp −Hpq

 = HppHqq − (Hpq)
2 ≡ 1. (2.7)

We will use equation (2.7) to establish an important property of a class of discretizations of

one-degree-of-freedom Hamiltonian ODEs.

2.1.1 Summary of Area-Preservation

The most fundamental (characteristic) property of Hamiltonian systems is that they are

area-preserving. That is, a system of ODEs has an area-preserving property if and only if

it is Hamiltonian. For simplicity we present the agrumentation for two-dimensional (i.e. for

d = 1) systems.

From the assumption that H ∈ C2(R) and the equation (2.2)

∂

∂p

(
− ∂H

∂q

)
+

∂

∂q

(∂H
∂p

)
= 0

i.e. the vector field [−Hq, Hp]
T is divergence-free. As a consequence, for each fixed t, t∗ ∈ I,

the flow ϕt→t∗ is an area-preserving transformation on U . By the area-preserving we mean

that for every bounded set D, D ⊂ U , the area of D is the same as the area of ϕt→t∗(D) and

the orientation of D is preserved as well. On the other hand, if ϕt→t∗ is an area-preserving

solution operator for the system

d

dt
p = f(p, q, t),

d

dt
q = g(p, q, t),

then, by Liouvile’s theorem (see, for instance, [5] ), for each fixed t, t∗ ∈ I, the vector field
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[f, g]T is divergence-free, i.e.

∂f

∂p
+
∂g

∂q
= 0,

which is a necessary and sufficient condition for the field [g,−f ]T to be the gradient of a

scalar function H (assuming that U is simply connected).

2.2 Symplecticness Formalized

In the presentation of the concept of symplecticness presented in this section we closely

follow the treatment of [5] and use the “odd-dimensional” approach to Hamiltonian phase

flow. We begin by stating a hydrodynamical lemma in three-dimensional spaces. Let v be

a vector field in three-dimensional oriented euclidean space R3, and r = curl v its curl. The

integral curves of r are called vortex lines. If γ1 is any closed curve in R3, the vortex lines

passing through the points of γ1 form a tube called a vortex tube. Let γ2 be another curve

encircling the same vortex tube, then

Lemma 1 (Stokes) The field v has equal circulation along the curves γ1 and γ2, i.e.

∮
γ1

v dl =

∮
γ2

v dl

It turns out that Stokes’ lemma generalizes to the case of any odd-dimensional manifold

M2d+1 (in place of R3). The formulation of such a generalization is usually stated in terms

of differential forms, as the circulation of a vector field v is the integral of the 1-form ω and

to the curl of v there corresponds the 2-form Ω = dω. A detailed treatment can be found

in [5].
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Theorem 2 (Arnold) The vortex lines of the form ω = p dq − H dt on the (2d + 1)–

dimensional extended phase space (p, q, t) have a one-to-one projection onto the t-axis, i.e.

they are given by functions p = p(t) and q = q(t). These functions satisfy the system of

canonical differential equations with Hamiltonian function H

dp

dt
= −∂H

∂q
,

dq

dt
=
∂H

∂p
. (2.8)

In other words the vortex lines of the form p dq−H dt are the trajectories of the phase

flow in the extended phase space, i.e. the integral curves of the canonical equations (2.8).

When the Stokes’ theorem is applied to the differential form ω one obtains a fundamental

Theorem 3 (Arnold) Suppose that the two curves γ1 and γ2 encircle the same tube of

phase trajectories of (2.8). Then the integrals of the form p dq −H dt along them are the

same, i.e.

∮
γ1

p dq−H dt =

∮
γ2

p dq−H dt.

The form p dq−H dt is called the integral invariant of Poincaré–Cartan. It is now an

immediate corollary, that if the curves γi consist of simultaneous states, i.e. every curve γi

lies on the plane t = ti = const then, since dt = 0 one has that

∮
γ1

p dq =

∮
γ2

p dq.

This means that the phase flow preserves the integral of p dq, since we can always choose

γ2 = ϕt1→t2(γ1). The form p dq is called Poincaré’s relative integral invariant and has a

simple geometric interpretation. Let D be a subset of the extended phase space such that
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γ = ∂D, then, by Stoke’s formula, we find that∮
γ

p dq =

∫∫
D

dp ∧ dq.

Thus we have proved the important

Theorem 4 (Arnold) The phase flow preserves the sum of oriented areas of the projections

of a surface onto the d coordinate planes (pi, qi), i.e. that∫∫
D

dp ∧ dq =

∫∫
ϕt→t∗ (D)

dp ∧ dq. (2.9)

In other words, Theorem 4 states, that the 2-form Ω = dp ∧ dq is an absolute integral

invariant of the phase flow. This property of the phase flow is very often called symplecticness

of the Hamiltonian phase flow. An alternative, direct proof of symplecticness of the flow of

Hamiltonian system can be found in [15].

Conservation of symplecticness is sometimes stated in the context of preservation of the

oriented area of infinitesimally small parallelograms. In such a case, Theorem 4 is equivalent

to the statement that

∂

∂t
Ω =

∂

∂t
(dz ∧ Jd dz) =

∂

∂t
(dp ∧ dq) = 0. (2.10)

For d = 1, the 2-form Ω = dp∧ dq, an exterior product of a pair of 1-forms dp and dq, is

a bilinear, skew-symmetric map acting on two vectors

Ω(ξ1, ξ2) = (dp ∧ dq)(ξ1, ξ2) = det

 dp(ξ1) dp(ξ2)

dq(ξ1) dq(ξ2)

 = dp(ξ1)dq(ξ2)− dp(ξ2)dq(ξ1).

The vector wedge product dp ∧ dq is understood as

dp ∧ dq =
d∑

i=1

dpi ∧ dqi.
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It is now an immediate observation that the 2-form Ω represents the sum of oriented areas

of the projections of infinitesimal parallelogram dp∧dq onto the d coordinate planes (pi, qi).

Theorem 5 The wedge product has the following properties:

(i) linearity, i.e. ∀λ1,λ2 (λ1dp+ λ2dq) ∧ ds = λ1dp ∧ ds+ λ2dq ∧ ds,

(ii) skew–symmetry, i.e. dp ∧ dq = −dq ∧ dp,

(iii) dp ∧ dp = 0.

For more details concerning differential forms see for instance [5, 33].

2.2.1 Example: Linear Pendulum

As an illustration, let’s consider one of the simplest examples of a Hamiltonian system of

ODEs, the linear pendulum equation

ṗ = −kq, q̇ = p/m,

with Hamiltonian function

H =
1

2m
p2 +

k

2
q2,

m, k > 0 are constants. The general solution of this system has the form

q(t) = C1 sin(ωt+ C2), p(t) = mωC1 cos(ωt+ C2).

For given initial data, the solution can be written as p(t)

q(t)

 =

 cos(ωt) −mω sin(ωt)

sin(ωt)/(ωt) cos(ωt)


 p(0)

q(0)

 ,
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so that the solution operator can be decomposed as follows

ϕt0→t =

 1 0

0 mω


 cos(ωt) − sin(ωt)

sin(ωt) cos(ωt)


 1 0

0 1/(mω)

 (2.11)

and we note that ϕt0→t is area-preserving since det ϕt0→t = 1. A graphical representation

of the area-preserving property of ϕt0→t given by the equation (2.11) for ω = 1, t = π/2

and m = 2 is presented in Figure 2.1. A set of initial data D is transformed to the set

D3 = ϕt0→t(D) and the area of D is the same as the area of D3. Operations due to the

decomposition of the operator ϕt0→t are depicted as sets D1 and D2.

p

q

D0

D1

D2

D3

0

0
−2

−2

2

2

−1

−1

1

1−3

3

3

4

4

Figure 2.1: Preservation of the area by the flow of the harmonic oscillator (from [32]).

2.2.2 Example: Mathematical Pendulum

Our second example of a Hamiltonian ODE is a mathematical pendulum

p′ = sin q, q′ = p, (2.12)
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for which the Hamiltonian function is

H =
1

2
p2 + cos q. (2.13)

The phase portrait of the system described by equation (2.12) is presented on Figure 2.2.

The plot was generated as a contour plot of the Hamiltonian function (2.13). The system

under consideration is autonomous and therefore its critical points are centers and saddles.

Later in this chapter we use this fact to illustrate the change to the topology of level curves

introduced by various discretizations.
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4−6 6

Figure 2.2: Phase Portrait of the Pendulum Equation.

2.3 Discretizations of 2D Hamiltonian ODEs

This section illustrates some of the consequences that symplecticness of the flow has on

numerical solutions of Hamiltonian ODEs. Symplecticness of a numerical scheme is typically

established in terms of the wedge product on differential forms in essentially the same way
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as for continuous cases described in previous section. The procedure is illustrated on a

simple example of the first-order method called symplectic Euler’s method and compared

with the standard explicit Euler’s method. We are able to observe that the oriented area of

an infinitesimal parallelogram is preserved by the discrete flow generated by the symplectic

Euler’s scheme while it increases in time for the regular explicit Euler’s scheme. We illustrate

these phenomena in the extended phase space in much the same way as in theorems 2 to 4.

2.3.1 Symplectic vs. Non-Symplectic Discretizations

For the general 2D Hamiltonian system

p′ = −Hq(p, q), q′ = Hp(p, q), (2.14)

the following two methods are symplectic. The first reads

p1 = p0 − hHq(p0, q1), q1 = q0 + hHp(p0, q1), (2.15)

and the method adjoint to it is

p1 = p0 − hHq(p1, q0), q1 = q0 + hHp(p1, q0). (2.16)

Here we use standard notation that u0 = u(tn) and u1 = u(tn + h). These are called

symplectic Euler’s methods.

In order to prove that these methods are symplectic, consider the following system of

variational equation

dp1 = dp0 − hHqpdp0 − hHqqdq1, (2.17a)

dq1 = dq0 + hHppdp0 + hHpqdq1. (2.17b)
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Figure 6.16: Periodic Case. MS–2. J = 1024, ∆t = 10−3.
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Figure 6.17: Comparison (log–log plots) of schemes for the kink–antikink initial data. For
the large values of the ∆t the non-multisymplectic schemes ceased to produce the result due
to the nonconconvergence of the algebraic solver (implicit schemes) or growth in the wave
amplitude (explicit). This in an indication of the the robustness of the box scheme.

Figure 6.17 presents a summary of convergence analysis of various discretizations of the

sine–Gordon equation presented in this work. Dashed lines present an expected order of

convergence and we note that all the diagnostics are in accordance with the expectations. A

comparison of Figure 6.17(a) with Figure 6.5(a) suggests that the solution depends stronger
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on the spatial resolution, than on the temporal one, but this is only true for the Hamiltonian.

None of the other diagnostic tools used in this work possess similar properties. A final remark

should concern with the momentum plot (like Figure 6.17(b)). Maxima in the momentum

residual are on the order of either solver accuracy, or the round–off so the convergence pattern

is, in most cases, not present.
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CHAPER SEVEN: CONSERVATION OF WAVE ACTION

In this chapter we discuss conservation of the wave action under multisymplectic discretiza-

tion. The first two sections summarize existing results on the wave action in Lagrangian

formulation and its relations to adiabatic invariants, i.e. quantities that remain constant

to the leading order in the slow-time. Average Lagrangian formulation for slowly varying

linear waves gives a common ground for both the dispersion relationship and the wave action

conservation law. This interesting property of average Lagrangian for linear wave equations,

after proper generalization, might provide a connection between seemingly different areas

discussed in this dissertation. In sections that follow we will discuss the wave action con-

servation for the multisymplectic formulation of continuous problems in physical as well as

in Fourier spectral spaces, thus providing methods of addressing the issue of preservation

of the wave action under various discretizations, with special emphasis on multisymplectic

ones. Novel results concerning existence and the form of spectral wave action conservation

law and its discrete analog for the midpoint rule time discretization are presented. Some

numerical results illustrating the method of computing the wave action from the multisym-

plectic discretization are presented. The material of this chapter presents an ongoing work.

It establishes theoretical foundations for the numerical simulations that will be presented

somewhere else.
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7.1 Lagrangian Wave Action

Let’s begin with a short review of results from [18, 40]. Assume that the physical system

obeys a variational principle with a Lagrangian density function L(φ̇, φ′, φ, x, t), where φ̇ =

∂φ/∂t and φ′ = ∂φ/∂x. The variational principle yields the Euler–Lagrange equation

∂

∂t
Lφ̇ +

∂

∂x
Lφ′ − Lφ = 0 (7.1)

and, if the quantity Λ(φ, ψ) defined by

Λ(φ, ψ) = Lφ̇ψ̇ + Lφ′ψ
′ + Lφψ

is introduced, by the Euler–Lagrange equation (7.1), the following holds

∂

∂t
(Lφ̇ψ) +

∂

∂x
(Lφ′ψ) =

∂

∂t
(Lφ̇)ψ + Lφ̇ψ̇ +

∂

∂x
(Lφ′)ψ + Lφ′ψ

′

=
( ∂
∂t

(Lφ̇) +
∂

∂x
(Lφ′)

)
ψ + Lφ̇ψ̇ + Lφ′ψ

′

= Lφψ + Lφ̇ψ̇ + Lφ′ψ
′,

and therefore

Λ(φ, ψ) =
∂

∂t
(Lφ̇ψ) +

∂

∂x
(Lφ′ψ).

Assume now that φ is periodic in θ0 with period 2π, i.e. that φ(x, t; θ0 + 2π) = φ(x, t; θ0)

and choose ψ = φθ0 . Clearly

Λ(φ, φθ0) =
∂L

∂θ0

and one has

∂

∂t
(Lφ̇φθ0) +

∂

∂x
(Lφ′φθ0) =

∂L

∂θ0

.
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Integrating with respect to θ0 over a single period one obtains the following

∫ 2π

0

∂

∂t
(Lφ̇φθ0) dθ0 +

∫ 2π

0

∂

∂x
(Lφ′φθ0) dθ0 =

∫ 2π

0

∂L

∂θ0

dθ0. (7.2)

Equation (7.2) reduces to the conservation law of the wave action

∂tA + ∂xB = 0, (7.3)

where

A =
1

2π

∫ 2π

0

Lφ̇φθ0 dθ0 =
1

2π

∮
Lφ̇ dφ, (7.4a)

B =
1

2π

∫ 2π

0

Lφ′φθ0 dθ0 =
1

2π

∮
Lφ′ dφ. (7.4b)

Example: The Klein–Gordon Equation As an example consider the Klein–Gordon

equation ([40]/p.366)

φtt − α2φxx + β2φ = 0. (7.5)

For the Klein–Gordon equation (7.5) the Lagrangian has the form ([40]/p.392)

L =
1

2
(φ̇)2 − 1

2
α2(φ′)2 − 1

2
β2φ2

and therefore the wave action density and flux are

A =
1

2π

∫ 2π

0

φ̇φθ0 dθ0 and B =
1

2π

∫ 2π

0

−α2φ′φθ0 dθ0. (7.6)

Additionally, an assumption about periodicity of φ in the space variable x leads, upon

integration with respect to x to the conservation of total action

∂

∂t

∫
A dx = 0.
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7.2 Approximate Approach of Whitham

To study slowly varying wave trains in which

φ ∼ a cos(η + θ0) (7.7)

one substitutes (7.7) to L and neglects derivatives of a, θ0, ω and k, as from the assumption

that the wave train is slowly varying, these are small quantities. The result is a function L

for which Whitham [40] proposes the following “average variational principle”,

δ

∫∫
L (ηt, ηx, a) dtdx = 0

for the functions a(t, x) and η(t, x). Now, Euler–Lagrange equations for average variational

principle above are:

δa : La = 0,

δη :
∂

∂t
Lη̇ +

∂

∂x
Lη′ = 0.

In terms of wave number k = ηx and frequency ω = ηt the variational equations take the

form

δa : La = 0, (7.8a)

δη :
∂

∂t
Lω +

∂

∂x
Lk = 0. (7.8b)

with additional consistency condition that

∂k

∂t
+
∂ω

∂x
= 0,

ensureing existence of η. Relation (7.8a) is the dispersion relation associated with the prob-

lem and thus, for linear problems, one has

L = G(ω, k)a2

159



where G(ω, k) = 0 is the dispersion relation [40]. Equation (7.8b) is a conservation law exact

to the leading order in slow-time and, as such, should be more properly called an adiabatic

conservation law. This equation is referred to, in [40], as the “wave action conservation law”

with the time-like adiabatic quantity Lω, called the wave action density and the space-like

adiabatic quantity Lk, called the wave action flux.

7.3 Multisymplectic Wave Action Conservation Law

Following [8, 13], consider a wave equation in the multisymplectic form (3.2) and assume

that the solution z depends smoothly on a parameter θ0. In other words, consider a one-

parameter family (ensemble) of solutions z(x, t; θ0) to (3.2) smoothly parametrized by θ0.

Taking the standard real vector inner product 〈u,v〉 = vTu of (3.2) with zθ0 = ∂θ0z one

obtains

〈Lzt, zθ0〉+ 〈Kzx, zθ0〉 = 〈∇zS, zθ0〉,

or equivalently

zT
θ0
Lzt + zT

θ0
Kzx = zT

θ0
∇zS. (7.9)

It is not difficult to note that zT
θ0
∇zS(z) = ∂θ0S(z) and the transposition of the equation

(7.9) takes the form

−zT
t Lzθ0 − zT

xKzθ0 = ∂θ0S(z),

since ∂θ0S(z) is a scalar function and both L and K are skew-symmetric. Adding these

equations we obtain

2∂θ0S(z) =
(
zT

θ0
Lzt − zT

t Lzθ0

)
+
(
zT

θ0
Kzx − zT

xKzθ0

)
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Clearly, by the product rule, we can rewrite this equation as

2∂θ0S(z) =
(
∂t(z

T
θ0
Lz)− ∂θ0(z

T
t Lz)

)
+
(
∂x(z

T
θ0
Kz)− ∂θ0(z

T
xKz)

)
. (7.10)

If we now assume that parameter θ0 represents a closed loop in the phase space, upon

integrating (7.10) with respect to θ0 ∈ [0, 2π] and normalizing, one obtains the wave action

conservation law

∂tA + ∂xB = 0 (7.11)

with the wave action density A and the wave action flux B giben by

A =
1

2π

∫ 2π

0

1

2
(zT

θ0
Lz) dθ0 (7.12a)

B =
1

2π

∫ 2π

0

1

2
(zT

θ0
Kz) dθ0 (7.12b)

An assumption about periodicity of z with respect to θ0, i.e. the fact that z(t, x; θ0 + 2π) =

z(t, x; θ0), is necessary to eliminate ∂θ0 terms of z in θ0.

Integrating (7.11) with respect to x with periodic boundary conditions (3.7) one obtains

conservation of total action

∂

∂t

∫
A dx = 0.

It turns out that the wave action conservation law (7.11) is equivalent, via the Stokes theorem

(see also remarks preceding the statement of the Theorem 4) for differential forms [5], to the

161



conservation of multisymplecticness (3.3). The equivalence is shown as follows

A =
1

4π

∫ 2π

0

Lz · zθ0dθ0 =
1

4π

∮
∂D

(Lz) · dz =
1

4π

∫∫
D

d(Lz) ∧ dz

= − 1

4π

∫∫
D

dz ∧ Ldz = − 1

2π

∫∫
D

Ω(t), (7.13a)

B =
1

4π

∫ 2π

0

Kz · zθ0dθ0 =
1

4π

∮
∂D

(Kz) · dz =
1

4π

∫∫
D

d(Kz) ∧ dz

= − 1

4π

∫∫
D

dz ∧Kdz = − 1

2π

∫∫
D

Ω(x) (7.13b)

and D ⊂ H is a subset of the phase space H with ∂D is its boundary Now, following [8], the

conservation of multisymplecticness (3.3) follows immediately since

0 = − 1

2π

(
∂t

∫∫
D

Ω(t) + ∂x

∫∫
D

Ω(x)
)

= − 1

2π

∫∫
D

(
∂tΩ

(t) + ∂xΩ
(x)
)

and the exchange of integration with differentiation is permissible because integration is

performed with respect to the phase space variables z. The assumption that d(Lz) = Ldz

and d(Kz) = Kdz is needed, but from the by definition we have that pre-symplectic matrices

L,K are independent of x, t and z (constant matrices).

Example: Variable Coefficient Klein–Gordon Equation As an example of the con-

servation of the wave action let’s consider a variable coefficient Klein–Gordon equation (3.11)

in a multisymplectic form (3.2) with matrices L1 and K1 given by (3.15) and the energy func-

tion

S = S(u, v, w) =
1

2
(v2 − α−2w2 + β2u2).

Wave action density and flux are

A =
1

4π

∫ 2π

0

(zT
θ0
Lz) dθ0 =

1

4π

∫ 2π

0

uθ0v − uvθ0 dθ0, (7.14a)

B =
1

4π

∫ 2π

0

(zT
θ0
Kz) dθ0 =

1

4π

∫ 2π

0

uθ0w − uwθ0 dθ0. (7.14b)
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It is not difficult to notice that (7.14) are exactly the wave action density and flux (7.6)

derived in the Lagrangian formulation with u = φ, v = ut = φ̇ and w = −α2ux = −α2φ′.

Indeed, integration by parts yields

∫ 2π

0

uvθ0 dθ0 = uv
∣∣∣2π

0
−
∫ 2π

0

uθ0v dθ0

and

∫ 2π

0

uwθ0 dθ0 = uw
∣∣∣2π

0
−
∫ 2π

0

uθ0w dθ0,

and thus the conclusion holds by periodicity of u, v and w with respect to θ0.

7.3.1 Local Energy and Momentum Conservation Laws Revisited

Formalism presented in the previous section used in deriving the wave action conservation

law enables derivation of local energy and momentum conservation laws. Assuming that S

is independent of θ0 and choosing θ0 in the equation (7.10) to be either θ0 = x or θ0 = t one

obtains local conservation of momentum (3.6b) and local conservation of energy (3.6a) laws,

respectively. For the proof, notice first that the local energy an momentum conservation

laws have the form (3.6). More specifically, choosing θ0 in equation (7.10) to be equal to t,

for S explicitly independent of t, one has

2∂tS(z)−
(
∂x(z

T
t Kz)− ∂t(z

T
xKz)

)
= ∂t(z

T
t Lz)− ∂t(z

T
t Lz),

which is a local energy conservation law (3.6a):

∂t

(
S(z) +

1

2
(zT

xKz)
)

+ ∂x

(
− 1

2
(zT

t Kz)
)

= 0.
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Identical argumentation, for S explicitly independent of x with θ0 = x, yields

2∂xS(z)−
(
∂t(z

T
xLz)− ∂x(z

T
t Lz)

)
=
(
∂x(z

T
xKz)− ∂x(z

T
xKz)

)
,

which is a local momentum conservation law (3.6b):

∂t

(
− 1

2
(zT

xLz)
)

+ ∂x

(
S(z) +

1

2
(zT

t Lz)
)

= 0.

7.3.2 Alternate Formulation via Operator Splitting

For alternate form of the multisymplectic equation given by splitting (3.22) there exists

conservation laws of energy and momentum in the form (3.6), as shown in [29], with L and

K replaced by 2L+ and 2K+, respectively. Moreover, wave action conservation law (7.11)

also holds with

A =
1

2π

∫ 2π

0

(zT
θ0
L+z) dθ0, (7.15a)

B =
1

2π

∫ 2π

0

(zT
θ0
K+z) dθ0. (7.15b)

7.4 Multisymplectic Spectral Wave Action

It turns out that a procedure analogous to the one used in deriving conservation law of wave

action in physical space, applied to the multisymplectic spectral PDE (3.29) yields a new

conservation law that we will be calling the spectral wave action conservation law. It is yet

unclear whether the spectral wave action conservation lwa can be shown to be equivalent

to the multisymplectic spectral conservation law (3.30). One would expect that an analog

of the Stokes’ theorem would be true in Fourier space thus permitting establishing such a

relation.
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In order to dervive spectral wave action conservation law, let’s assume that Ẑ, a solution

to (3.29), smoothly depends on a parameter θ0 and taking a dot product with Ẑθ0 on has

〈L∂tẐ, Ẑθ0〉+ 〈KΘẐ, Ẑθ0〉 = 〈∇ẐŜ(Ẑ), Ẑθ0〉,

and the conjugated and transposed (“starred”) equation

−Ẑ∗tLẐθ0 − (ΘẐ)∗KẐθ0 = ∂θ0Ŝ(Ẑ).

Adding these equations one obtains

2∂θ0Ŝ(Ẑ) = Ẑ∗θ0
LẐt + Ẑ∗θ0

K(ΘẐ)− Ẑ∗tLẐθ0 − (ΘẐ)∗KẐθ0

or equivalently, that

2∂θ0Ŝ(Ẑ) =
(
Ẑ∗θ0

LẐt − Ẑ∗tLẐθ0

)
+
(
Ẑ∗θ0

K(ΘẐ)− (ΘẐ)∗KẐθ0

)
It is not difficult to note that

0 = ∂t

(1

2
Ẑ∗θ0

LẐ
)

+
1

2

(
Ẑ∗θ0

K(ΘẐ) + (ΘẐ)∗θ0
KẐ
)

− ∂

∂θ0

(1

2
Ẑ∗tLẐ +

1

2
(ΘẐ)∗LẐ + Ŝ(Ẑ)

)
(7.16)

and thus, upon integration, one obtains a WACL

∂t

∫ 2π

0

1

2
〈LẐ, Ẑθ0〉 dθ0 +

∫ 2π

0

1

2

(
〈K(ΘẐ), Ẑθ0〉+ 〈KẐ, (ΘẐ)θ0〉

)
dθ0 = 0 (7.17)

Now, if there exists an analog of the Stokes’ theorem one could show that equation (7.17) is

a multisymplectic spectral conservation law established in [9].
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7.4.1 Spectral Local Energy Conservation Law

Spectral form of multisymplectic PDE can be though of as a spatial semi-discretization and

as such does not have momentum conservation law. In this section we use formalism of

(7.16) to derive local energy conservation law in Fourier space. In order to obtain spectral

LECL [11, 22] consider first equation (7.16) and assume θ0 = t.

0 = ∂t

(1

2
Ẑ∗tLẐ

)
+

1

2

(
Ẑ∗tK(ΘẐ) + (ΘẐ)∗tKẐ

)
− ∂

∂t

(1

2
Ẑ∗tLẐ +

1

2
(ΘẐ)∗LẐ + Ŝ(Ẑ)

)
. (7.18)

Equivalently

∂

∂t

(1

2
(Ŝ(Ẑ) + ΘẐ)∗LẐ

)
+

1

2

(
Ẑ∗tK(ΘẐ) + (ΘẐ)∗tKẐ

)
= 0 (7.19)

which is called spectral local energy conservation law and can be written in the form given

by equation (3.33). Therefore we have just proved Theorem 10 stated in Chapter 3.

7.5 Discrete Wave Action Conservation Law

It should be clear by now that the wave action conservation law is somewhat a more primi-

tive and fundamental property than multisymplectic conservation law. In previous sections

we discussed wave action in continuous systems. Following the development of multisym-

plectic discretizations, we would like to attempt deriving discrete analogs of the wave action

conservation law. Material contained in this section can be divided onto two parts. The

firs part is a derivation of an exact, discrete conservation law of wave action of the MS box

scheme while the second contains a brief discussion of previous work of Frank [13], where an
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exact, discrete wave action conservation law for a sub-class of Runge–Kutta, multisymplectic

box schemes was derived. We will attempt to generalize this result and investigate discrete

analog of wave action conservation laws for spectral semi-discretizations. Last part of this

section will contain supporting numerical evidence.

7.5.1 Multisymplectic Box Scheme

We begin by presenting an example, related to [13], where we show derivation of a variant of

an exact, discrete wave action conservation law for the Preissmann–Keller (multisymplectic)

box scheme (4.7) discretization of the MS form, i.e.

LDtMxz
n
j +KDxMtz

n
j = ∇zS(MtMxz

n
j )

and take a standard inner product with MtMx(zθ0)
n
j to obtain

〈LDtMxz
n
j ,MtMx(zθ0)

n
j 〉+〈KDxMtz

n
j ,MtMx(zθ0)

n
j 〉 = 〈∇zS(MtMxz

n
j ),MtMx(zθ0)

n
j 〉. (7.20)

Observing that 〈∇zS(MtMxz
n
j ),MtMx(zθ0)

n
j 〉 = ∂θ0S(MtMxz

n
j ) we can transpose the above

equation to obtain

−(DtMxz
n
j )TL(MtMx(zθ0)

n
j )− (DxMtz

n
j )TK(MtMx(zθ0)

n
j ) = ∂θ0S(MtMxz

n
j ).

Adding we have

2∂θ0S(MtMxz
n
j ) = (MtMx(zθ0)

n
j )TL(DtMxz

n
j )− (DtMxz

n
j )TL(MtMx(zθ0)

n
j )

+(MtMx(zθ0)
n
j )TK(DxMtz

n
j )− (DxMtz

n
j )TK(MtMx(zθ0)

n
j )
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or equivalently

2∂θ0S(MtMxz
n
j ) = (MtMx(zθ0)

n
j )TL(DtMxz

n
j ) + (DtMx(zθ0)

n
j )TL(MtMxz

n
j )

+(MtMx(zθ0)
n
j )TK(DxMtz

n
j ) + (DxMt(zθ0)

n
j )TK(MtMxz

n
j )

−∂θ0(DtMxz
n
j )TL(MtMxz

n
j )− ∂θ0(DxMtz

n
j )TK(MtMxz

n
j )

Now since

(MtMx(zθ0)
n
j )TL(DtMxz

n
j ) + (DtMx(zθ0)

n
j )TL(MtMxz

n
j )

=
1

2(∆t)
((Mxzθ0)

n+1
j + (Mxzθ0)

n
j )TL((Mxzθ0)

n+1
j − (Mxzθ0)

n
j )

+
1

2(∆t)
((Mxzθ0)

n+1
j − (Mxzθ0)

n
j )TL((Mxzθ0)

n+1
j + (Mxzθ0)

n
j )

= Dt((zθ0)
n
j )TL(zn

j ) (7.21)

and symmetrical argument holds for terms containing matrix K, we have that

2∂θ0S(MtMxz
n
j ) = Dt((Mxzθ0)

n
j )TL(Mxz

n
j ) +Dx((Mtzθ0)

n
j )TK(Mtz

n
j )

−∂θ0(DtMxz
n
j )TL(MtMxz

n
j )− ∂θ0(DxMtz

n
j )TK(MtMxz

n
j ).

Assuming that zn
j is periodic with respect to θ0 with period 2π, i.e. that for every n, j

one has zn
j (θ0 + 2π) = zn

j (θ0) and integrating with respect to θ0 over the entire period we

arrive at the discrete wave action conservation law

Dt

∫ 2π

0

1

2
〈LMxz

n
j ,Mx(zθ0)

n
j 〉 dθ0 +Dx

∫ 2π

0

1

2
〈KMtz

n
j ,Mt(zθ0)

n
j 〉 dθ0 = 0 (7.22)

Using notation zn
1/2 = Mxz

n
j and z

1/2
j = Mtz

n
j we can rewrite above equation as

Dt

∫ 2π

0

1

2
〈Lzn

1/2, (zθ0)
n
1/2〉 dθ0 +Dx

∫ 2π

0

1

2
〈Kz

1/2
j , (zθ0)

1/2
j 〉 dθ0 = 0 (7.23)
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Equation (7.23) is called wave action conservation law and, upon normalization, written as

DtA
n
1/2 +DxB

1/2
j = 0, (7.24)

where

A n
1/2 =

1

2π

∫ 2π

0

1

2
〈Lzn

1/2, (zθ0)
n
1/2〉 dθ0, (7.25a)

B1/2
j =

1

2π

∫ 2π

0

1

2
〈Kz

1/2
j , (zθ0)

1/2
j 〉 dθ0. (7.25b)

Alternative Form Consider again (7.20) written as

∂θ0S(MtMxz
n
j ) = 〈LDtMxz

n
j ,MtMx(zθ0)

n
j 〉+ 〈LMtMxz

n
j , DtMx(zθ0)

n
j 〉

−∂θ0〈LMtMxz
n
j , DtMxz

n
j 〉+ 〈LMtMx(zθ0)

n
j , DtMxz

n
j 〉

+〈KDxMtz
n
j ,MtMx(zθ0)

n
j 〉+ 〈KMtMxz

n
j , DxMt(zθ0)

n
j 〉

−∂θ0〈KMtMxz
n
j , DxMtz

n
j 〉+ 〈KMtMx(zθ0)

n
j , DxMtz

n
j 〉 (7.26)

Using skew-symmetry of matrices L and K and the fact that 〈Au,v〉 = 〈u, A∗v〉 we have

that

〈LMtMx(zθ0)
n
j , DtMxz

n
j 〉+ 〈KMtMx(zθ0)

n
j , DxMtz

n
j 〉

= −〈MtMx(zθ0)
n
j , (LDtMxz

n
j +KDxMtz

n
j )〉 = −∂θ0S(MtMxz

n
j )

by equation (7.20). Integration with respect to θ0 yields an alternative form of the discrete

WACL

A n
j + Bn

j = 0 (7.27)
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with

A n
j =

1

2π

∫ 2π

0

1

2
〈LDtMxz

n
j ,MtMx(zθ0)

n
j 〉+

1

2
〈LMtMxz

n
j , DtMx(zθ0)

n
j 〉 dθ0

Bn
j =

1

2π

∫ 2π

0

1

2
〈KDxMtz

n
j ,MtMx(zθ0)

n
j 〉+

1

2
〈KMtMxz

n
j , DxMt(zθ0)

n
j 〉 dθ0

One observes that the two forms of discrete wave action conservation law (7.24) and (7.27)

are equivalent, since

〈LDtu
n,Mt(uθ0)

n〉+ 〈LMtu
n, Dt(uθ0)

n〉 = Dt〈Lun, (uθ0)
n〉,

and symmetrical property holds for terms with matrix K with operators Dx and Mx.

7.5.2 Discrete Spectral WA for the Midpoint Time-Discretization

Taking an inner product of the equation (4.62) with MtẐ
n
θ0

we obtain

〈LDtẐ
n,MtẐ

n
θ0
〉+ 〈KΘ̄(MtẐ

n),MtẐ
n
θ0
〉 = 〈∇ẐŜ(MtẐ

n),MtẐ
n
θ0
〉 (7.28)

and its conjugate transpose

−(DtẐ
n)∗L(MtẐ

n
θ0

)− (Θ̄MtẐ
n)∗K(MtẐ

n
θ0

) = ∂θ0Ŝ(MtẐ
n)

Adding

(MtẐ
n
θ0

)∗L(DtẐ
n)− (DtẐ

n)∗L(MtẐ
n
θ0

)

+(MtẐ
n
θ0

)∗KΘ̄(MtẐ
n)− (Θ̄MtẐ

n)∗K(MtẐ
n
θ0

) = 2∂θ0Ŝ(MtẐ
n)

and it is not difficult to note that is is equivalently

(MtẐ
n
θ0

)∗L(DtẐ
n) + (DtẐ

n
θ0

)∗L(MtẐ
n)− ∂θ0

(
(DtẐ

n)∗L(MtẐ
n)
)

+(MtẐ
n
θ0

)∗KΘ̄(MtẐ
n) + (Θ̄MtẐ

n
θ0

)∗K(MtẐ
n)− ∂θ0

(
(Θ̄MtẐ

n)∗K(MtẐ
n)
)

= 2∂θ0Ŝ(MtẐ
n)
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We first observe that

(MtẐ
n
θ0

)∗L(DtẐ
n) + (DtẐ

n
θ0

)∗L(MtẐ
n)

=
1

2(∆t)

[
(Ẑn+1

θ0
+ Ẑn

θ0
)∗L(Ẑn+1 − Ẑn) + (Ẑn+1

θ0
− Ẑn

θ0
)∗L(Ẑn+1 + Ẑn)

]
=

1

2(∆t)

[
(Ẑn+1

θ0
)∗LẐn+1 − (Ẑn+1

θ0
)∗LẐn + (Ẑn

θ0
)∗LẐn+1 − (Ẑn+1

θ0
)∗LẐn

]
+

1

2(∆t)

[
(Ẑn+1

θ0
)∗LẐn+1 + (Ẑn+1

θ0
)∗LẐn − (Ẑn

θ0
)∗LẐn+1 − (Ẑn

θ0
)∗LẐn

]
= Dt〈LẐn, (Ẑn

θ0
)〉.

It is now an immediate conclusion, that the discrete spectral WACL has the form

Dt

∫ 2π

0

1

2
〈LẐn, (Ẑn

θ0
)〉 dθ0

+

∫ 2π

0

1

2

(
〈K(Θ̄MtẐ

n),MtẐ
n
θ0
〉+ 〈KMtẐ

n, (Θ̄MtẐ
n)θ0〉

)
dθ0 = 0. (7.29)

Alternative Form Consider again equation (7.28) written as

∂θ0Ŝ(MtẐ
n) = 〈LDtẐ

n,MtẐ
n
θ0
〉+ 〈LMtẐ

n, DtẐ
n
θ0
〉

−∂θ0〈LMtẐ
n, DtẐ

n〉+ 〈LMtẐ
n
θ0
, DtẐ

n〉

+〈KMtΘ̄Ẑn,MtẐ
n
θ0
〉+ 〈KMtẐ

n,MtΘ̄Ẑn
θ0
〉

−∂θ0〈KMtẐ
n,MtΘ̄Ẑn〉+ 〈KMtẐ

n
θ0
,MtΘ̄Ẑn〉 (7.30)

Skew-symmetry of matrices L and K, and equation (4.62) yields

〈LMtẐ
n
θ0
, DtẐ

n〉+ 〈KMtẐ
n
θ0
,MtΘ̄Ẑn〉

= −〈MtẐ
n
θ0
, LDtẐ

n +KMtΘ̄Ẑn〉 = ∂θ0Ŝ(MtẐ
n)

Integrating in θ0 one obtains the following discrete spectral WACL

Â n + B̂n = 0,
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where

Â n =
1

2π

∫ 2π

0

1

2
〈LDtẐ

n,MtẐ
n
θ0
〉+ 〈LMtẐ

n, DtẐ
n
θ0
〉 dθ0

B̂n =
1

2π

∫ 2π

0

1

2
〈KMtΘ̄Ẑn,MtẐ

n
θ0
〉+

1

2
〈KMtẐ

n,MtΘ̄Ẑn
θ0
〉 dθ0

which is equivalent to the equation (7.29).

7.6 Numerical Experiments

We illustrate the wave action conservation by multisymplectic discretization by first present-

ing an experiment described in [13]. Multisymplectic Euler’s method for the Klein–Gordon

equation takes the form (4.42). Assuming that un
j = un

j (θ0) is a differentiable function of a

parameter θ0 and differentiating with respect to it one obtains

− 1
∆t

((vθ0)
n+1
j − (vθ0)

n
j ) − 1

∆x
((wθ0)

n
j+1 − (wθ0)

n
j ) = (βn

j )2(uθ0)
n
j

1
∆t

((uθ0)
n
j − (uθ0)

n−1
j ) = (vθ0)

n
j

1
∆x

((uθ0)
n
j − (uθ0)

n
j−1) = −(αn

j )−2(wθ0)
n
j

(7.31)

Initial conditions for slowly modulated wave train

u(t, x; θ0) = A sin(η + θ0), A = A(t, x), η = η(t, x) = kx+ ωt

are obtained by setting t = 0 in the following equations

v(t, x; θ0) = ut(t, x; θ0) = Aω cos(η + θ0)

w(t, x; θ0) = ux(t, x; θ0) = Ak cos(η + θ0)

uθ0(t, x; θ0) = A cos(η + θ0)

vθ0(t, x; θ0) = (uθ0)t(t, x; θ0) = −Aω sin(η + θ0)

wθ0(t, x; θ0) = (uθ0)x(t, x; θ0) = −Ak sin(η + θ0)
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and in [13] those are A ≡ 1

u(0, x; θ0) = sin(kx+ θ0) uθ0(0, x; θ0) = cos(kx+ θ0)

v(0, x; θ0) = ω cos(kx+ θ0) vθ0(0, x; θ0) = −ω sin(kx+ θ0)

w(0, x; θ0) = k cos(kx+ θ0) wθ0(0, x; θ0) = −k sin(kx+ θ0)

7.6.1 Implementation

Equations (4.42) and (7.31) in a vector are

vn+1 = vn − (∆t)(βn)2un + λUwn

un+1 = un + (∆t)vn+1

wn+1 = − 1

∆x
(αn+1)2(UT )un+1

and

(vθ0)
n+1 = (vθ0)

n − (∆t)(βn)2(uθ0)
n + λU(wθ0)

n

(uθ0)
n+1 = (uθ0)

n + (∆t)(vθ0)
n+1

(wθ0)
n+1 = − 1

∆x
(αn+1)2(UT )(uθ0)

n+1

where U ∈MJ×J(R) has the form

U =



1 −1

1 −1

. . . . . .

1 −1

−1 1


and bolded letters, like u = [uj]j∈{1,...,J}, etc., denote vectors in MJ×1(R).
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7.7 Simulation Results

The results of simulation are presented on Figure 7.1. Shown is an actual wave profile (blue)

at n = 100 and its amplitude (red) calculated from

An
j =

√
(un

j )2 + ((uθ0)
n
j )2 (7.32)

The parameters were set to be ε = 0.02, ` = 2π/ε, ω = 4π/(ε`), k = ω, J = 30/ε,

∆t = ε`/J , t0 = 0, T = 10/ε, ∆x = `/J . Moreover

α = 1 +
1

5
sin
( π

27
εt
)

exp

(
− 25

(x
`
− 1

2

)2
)

β = 1− cos
( π

20
εt
)

exp

(
− 25

(x
`
− 1

2

)2
)

0 50 100 150 200 250 300

−1

−0.5

0

0.5

1

x

u,
A

Figure 7.1: Wave-train (blue) and its amplitude (red) at T = 10/ε.

For the simulations one has to consider a family of initial data parametrized with θ0 ∈

[0, 2π] discretized with some step ∆θ0 = 2π/M , M is a number of numerical experiments
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to be performed indexed by m ∈ {1, . . . ,M}. One can compute the discrete action density

and action flux and than approximate the loop integral to some higher–than–2 order. For

discretizations of nonlinear systems one needs to solve

L∂j,n
t (zθ0)

n
j +K∂j,n

x (zθ0)
n
j =

∂

∂θ0

(
∇zS

)n

j

For instance the sine–Gordon becomes

∂j,n
t (vθ0)

n
j + ∂j,n

x (wθ0)
n
j = −((uθ0)

n
j ) cos(un

j )

− ∂j,n
t (uθ0)

n
j = −(vθ0)

n
j

− ∂j,n
x (uθ0)

n
j = (wθ0)

n
j

where un
j is the solution of the original system of equations.

7.7.1 Slow-variation Approximation – Discrete Case

Following [13], for Lagrangian integrators in the case of slow-variation approximation, we

consider a set of two equations

0 = − 1

2(∆t)2

(
An+1

j sin(θn+1
j − θn

j )− An−1
j sin(θn

j − θn−1
j )

)
+

1

2(∆x)2

(
(αn

j+1/2)
2An

j+1 sin(θn
j+1 − θn

j )− (αn
j−1/2)

2An
j−1 sin(θn

j − θn
j−1)

)
(7.33a)

0 =
1

(∆t)2

(
An

j −
1

2
An+1

j cos(θn+1
j − θn

j )− 1

2
An−1

j cos(θn
j − θn−1

j )
)

− 1

(∆x)2

(1

2
((αn

j+1/2)
2 + (αn

j−1/2)
2)An

j −
1

2
(αn

j+1/2)
2An

j+1 cos(θn
j+1 − θn

j )

−1

2
(αn

j−1/2)
2An

j−1 cos(θn
j − θn

j−1)
)
− 1

2
(βn

j )2An
j (7.33b)

Note also that applying summation over index j with periodic boundary conditions A0 =

AJ , θ0 = θJ , AJ+1 = A1 and θJ+1 = θ1 we can write the following discrete conservation

0 =
J∑

j=1

(1

2
An+1

j An
j sin(θn+1

j − θn
j )− 1

2
An−1

j An
j sin(θn

j − θn−1
j )

)
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which can also be written as

A n+1 −A n = 0 (7.34)

with

A n =
J∑

j=1

1

2
An−1

j An
j sin(θn

j − θn−1
j ). (7.35)

The proof follows immediately from the fact that

J∑
j=1

(αn
j+1/2)

2An
jA

n
j+1 sin(θn

j+1 − θn
j )

=
( J−1∑

j=1

(αn
j+1/2)

2An
jA

n
j+1 sin(θn

j+1 − θn
j )
)

+ (αn
J+1/2)

2An
JA

n
J+1 sin(θn

J+1 − θn
J)

and

J∑
j=1

(αn
j−1/2)

2An
jA

n
j−1 sin(θn

j − θn
j−1) =

J−1∑
j=0

(αn
j+1/2)

2An
jA

n
j+1 sin(θn

j+1 − θn
j )

= (αn
1/2)

2An
0A

n
1 sin(θn

1 − θn
0 ) +

( J−1∑
j=1

(αn
j+1/2)

2An
jA

n
j+1 sin(θn

j+1 − θn
j )
)

We are now at the position to numerically test conservation of total wave action. Time

evolution of (7.35) can be easily computed from solutions of (7.31), since the amplitude is

obtained from (7.32) and the phase is computed as

θn = arctan
un

(uθ0)
n
− θ0. (7.36)

Figure 7.2 shows time evolution of a normalized error of the total wave action computed

using equation (7.35). Normalized error RWA is obtained as

RWA =
A n

A 0
− 1.

We note that, after initial burst in the error, magnitude of RWA becomes of order 10−2.

Simulation parameters were identical as these used to obtain Figure 7.1.
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Figure 7.2: Normalized error in the total wave action for slowly varying solutions of the
Klein–Gordon equation.
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APPENDIX A: IMPLICIT RUNGE – KUTTA METHODS
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A.1 Basic theorems

Let Ω ⊂ RD be a domain (open, simply connected set), and I ⊂ R be an interval and

consider a system of ODEs of the form

dx

dt
= f(t,x)

where x ∈ RD and f : Ω× I → RD.

Definition 7 Let bi, aij ∈ R, i, j ∈ {1, . . . , s} and

ci =
s∑

j=1

aij.

The following iterative process

ki = f(t0 + hci,x0 + h
s∑

j=1

aijkj) (A.1a)

x1 = x0 + h
s∑

i=1

biki, (A.1b)

n ∈ N ⊂ N is called s–stage implicit Runge–Kutta method.

Theorem 13 Let f ∈ C(I × Rn) and assume there exists L such that

∀t∈I ∀x,y∈Rn |f(t,x)− f(t,y)| ≤ L|x− y|.

If

h <
1

L ·maxi

∑
j |aij|

then there exists unique solution to (A.1a), which can be obtained by iteration

k
[0]
i = x0

k
[ν+1]
i = f(t0 + hci,x0 + h

s∑
j=1

aijk
[ν]
j ).

Moreover, if f(t,x) ∈ Cp(R× Rn) then ki = ki(h) ∈ Cp(R).
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Proof can be found in [15].

The above functional iteration for ki can be modified in the following way. First of all

we can redefine IRK method as

Yi = x0 + h
s∑

j=1

aijf(t0 + hcj,Yj) (A.2a)

x1 = x0 + h
s∑

i=1

bif(t0 + hci,Yi), (A.2b)

We can now introduce gi = Yi − x0. Clearly Yi = gi + x0 and we may consider

g
[0]
i = 0

g
[ν+1]
i = h

s∑
j=1

aijf(t0 + hci,x0 + g
[ν]
j ).

For stopping conditions see [32] p.64.

A.2 Gaussian Collocation

Theorem 14 Let q be a nontrivial polynomial of degree n+ 1 such that

∀k∈{0,...,n}

∫ b

a

xkq(x)dx = 0.

Let ci be such a points that q(ci) = 0 for every i ∈ {0, . . . , n}, then for every polynomial p of

degree at most 2n+ 1

∫ b

a

p(x)dx =
n∑

i=0

Aip(ci),

with

Ai =

∫ b

a

`i(x)dx,
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where `i(x) denotes i–th Lagrange polynomial.

`i(x) =
n∏

j=0,j 6=i

x− cj
ci − cj

Lemma 5 The set

SL =

{
ds

dxs
(xs(1− x)s)

}
s∈N0

of all shifted Legendre polynomials form an orthogonal set with respect to the weight function

w(x) ≡ 1 on [0, 1].

Gaussian nodes on [t0, t1] are given by {t0 + h · ci}i, with ci being zeros of i–th shifted

Legendre polynomial. Note that

∫ t1

t0

g(x)dx = (t1 − t0)

∫ 1

0

g(ξ)dξ

where ξ = x−t0
t1−t0

. Inverse variable transformation is given by x = t0 + hξ with h = t1 − t0.

Definition 8 Let c1, . . . , cn ∈ R are distinct (and usually 0 < ci < 1). The collocation

polynomial u(t) is a polynomial of degree at most s satisfying

u(t0) = x0

u̇(t0 + h · ci) = f(t0 + h · ci, u(t0 + h · ci)) (A.3)

the numerical solution of the collocation method is defined to be

x1 = u(t0 + h)
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Theorem 15 (Gillou & Soulé (1969), Wright (1970)) Collocation method defined by

(A.3) is equivalent to the s–stage Runge–Kutta method (A.1a), (A.1b) with coefficients

aij =

∫ ci

0

`j(x)dx; bi =

∫ 1

0

`i(x)dx,

where `i(x) is the (i− 1)–st Lagrange polynomial.

Proof: Let g(x) = u̇(t0 + hx). Lagrange interpolation formula for g with nodes c1, . . . , cs

is given by

g(x) =
s∑

i=1

g(ci)`i(x)

Therefore

u̇(t0 + hx) =
s∑

i=1

u̇(t0 + h · ci)`i(x)

Define ki = u̇(t0 + h · ci) to get

u̇(t0 + hx) =
s∑

i=1

ki`i(x) (A.4)

Integrating (A.4) with respect to x from 0 to ci we have

∫ ci

0

u̇(t0 + hx)dx =
s∑

j=1

kj

∫ ci

0

`j(x)dx

u(t0 + h · ci)− u(t0) =
s∑

j=1

kjaij

so

ki = x0 +
s∑

j=1

aijkj
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Similarly, integrating (A.4) from 0 to 1, we get∫ 1

0

u̇(t0 + hx)dx =
s∑

j=1

kj

∫ 1

0

`j(x)dx

u(t0 + h)− u(t0) =
s∑

i=1

kibi

Finally we have

x1 = x0 +
s∑

i=1

biki

�

A.2.1 Example

Consider 2–nd shifted Legendre polynomial

d2

dx2
(x2(1− x)2) =

d

dx
(2x(1− x)2 + 2x2(1− x)) = 2(x− 1)2 + 8x(x− 1) + 2x2

= (x− 1)(2x+ 2 + 8x) + 2x2 = 2(6x2 − 6x+ 1)

We can easily find that Gaussian nodes (zeros of the above polynomial) are

ci =
1

2
±
√

3

6

Further examples of application of Theorem 15 can be found in Tables A.1 and A.2.

A.3 Symplecticness Conditions for R–K methods

Consider a Hamiltonian system of ODEs

ṗi = −∂H
∂qi

q̇i =
∂H

∂pi
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or in another words

ṗ = f(t,p,q)

q̇ = g(t,p,q)

with p = [p1, . . . , pJ ]T and q = [q1, . . . , qJ ]T . The Runge–Kutta method for the above system

can be written as

Pi = p0 + h
s∑

j=1

aijf(t0 + hcj,Pj,Qj) (A.5a)

Qi = q0 + h
s∑

j=1

aijg(t0 + hcj,Pj,Qj) (A.5b)

p1 = p0 + h
s∑

i=1

bif(t0 + hci,Pi,Qi) (A.5c)

q1 = q0 + h
s∑

i=1

big(t0 + hci,Pi,Qi) (A.5d)

Let’s introduce some notation. Let

kj = f(t0 + hcj,Pj,Qj)

lj = g(t0 + hcj,Pj,Qj)

are the “slopes” at the intermediate stges.

Theorem 16 (Sanz–Serna, Suris, Lasagne (1988)) If M ∈Ms×s(R) with entries

mij = biaij + bjaji − bibj, i, j ∈ {1, . . . , s}

satisfies

M = 0

then Runge–Kutta method is symplectic.
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Proof: Differentiating (total derivative) (A.5c) and (A.5d) we have

dp1 = dp0 + h

s∑
i=1

bidki

dq1 = dq0 + h

s∑
i=1

bidli

Differentating (A.5a) and (A.5b) we have

dPi = dp0 + h

s∑
j=1

aijdki (A.6a)

dQi = dq0 + h
s∑

j=1

aijdli (A.6b)

No we have

dp1 ∧ dq1 = dp0 ∧ dq0 + h
s∑

j=1

bidp0 ∧ dli + h
s∑

j=1

bidki ∧ dq0

+h2

(
s∑

i=1

bidki

)
∧

(
s∑

i=1

bidli

)
note that(

s∑
i=1

bidki

)
∧

(
s∑

i=1

bidli

)
=

s∑
j=1

bj

(
s∑

i=1

bidki

)
∧ dlj

=
s∑

j=1

bj

(
s∑

i=1

bidki ∧ dlj

)
=

s∑
i=1

s∑
j=1

bibjdki ∧ dlj

Moreover, form (A.6a) and (A.6b) we have

dPi ∧ dli = dp0 ∧ dli + h
s∑

j=1

aijdkj ∧ dli

dki ∧ dQi = dki ∧ dq0 + h

s∑
j=1

aijdki ∧ dlj

and from here

dp0 ∧ dli + dki ∧ dq0 = dPi ∧ dli + dki ∧ dQi

−h

(
s∑

j=1

aijdkj ∧ dli +
s∑

i=1

ajidkj ∧ dli

)
,
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as well as,

dp1 ∧ dq1 = dp0 ∧ dq0 + h

s∑
i=1

bi(dp0 ∧ dli + dki ∧ dq0)

+h2

s∑
i=1

s∑
j=1

bibjdki ∧ dlj

= dp0 ∧ dq0 + h
s∑

i=1

bi(dPi ∧ dli + dki ∧ dQi)

−h2

s∑
i=1

bi

(
s∑

j=1

aijdkj ∧ dli +
s∑

j=1

aijdki ∧ dlj

)

+h2

s∑
i=1

s∑
j=1

bibjdki ∧ dlj.

We can rename summation indices, to obtain that

s∑
i=1

bi

(
s∑

j=1

aijdkj ∧ dli +
s∑

j=1

aijdki ∧ dlj

)
=

s∑
i=1

bi

s∑
j=1

aijdkj ∧ dli

+
s∑

i=1

bi

s∑
j=1

aijdki ∧ dlj =
s∑

j=1

bj

s∑
i=1

ajidki ∧ dlj +
s∑

i=1

bi

s∑
j=1

aijdki ∧ dlj

=
s∑

i=1

s∑
j=1

(bjaji + biaij)dki ∧ dlj

Now we have

dp1 ∧ dq1 = dp0 ∧ dq0 + h
s∑

i=1

bi(dPi ∧ dli + dki ∧ dQi)

−h2

s∑
i=1

s∑
j=1

(biaij + bjaji − bibj)dki ∧ dlj

The theorem will be proved if we can show, that

s∑
j=1

bi(dPi ∧ dli + dki ∧ dQi) = 0

Following [32] p. 73, it is enough to show that

∀i dPi ∧ dli + dki ∧ dQi = 0
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dropping index i that indicates number of stage (the following computations are independent

of i) we may write

dP ∧ dl + dk ∧ dQ =
d∑

ν=1

dPν ∧ dlν + dkν ∧ dQν

where summation is over the elements of the respective vectors. Moreover, note that

dkν =
d∑

µ=1

∂fν

∂pµ

dPµ +
∂fν

∂qµ
dQµ

dlν =
d∑

µ=1

∂gν

∂pµ

dPµ +
∂gν

∂qµ
dQµ

Thus

dPν ∧ dlν =
d∑

µ=1

∂gν

∂pµ

dPν ∧ dPµ +
∂gν

∂qµ
dPν ∧ dQµ

dkν ∧ dQν =
d∑

µ=1

∂fν

∂pµ

dPµ ∧ dQν +
∂fν

∂qµ
dQµ ∧ dQν

Notice that

∂fν

∂pµ

=
∂

∂pµ

(
−∂H
∂qν

)
∂fν

∂qµ
=

∂

∂qµ

(
−∂H
∂qν

)
∂gν

∂pµ

=
∂

∂pµ

(
∂H

∂pν

)
∂gν

∂qµ
=

∂

∂qµ

(
∂H

∂pν

)
Finally we have that

dP ∧ dl + dk ∧ dQ =
d∑

ν=1

d∑
µ=1

(
− ∂2H

∂pµ∂qν
dPµ ∧ dQν −

∂2H

∂qµ∂qν
dQµ ∧ dQν

)

+
d∑

ν=1

d∑
µ=1

(
∂2H

∂pµ∂pν

dPν ∧ dPµ +
∂2H

∂qµ∂pν

dPν ∧ dQν

)

=
d∑

ν=1

d∑
µ=1

− ∂2H

∂pµ∂qν
dPµ ∧ dQν +

d∑
µ=1

d∑
ν=1

∂2H

∂qν∂pµ

dPµ ∧ dQν

−
d∑

ν=1

d∑
µ=1

∂2H

∂qµ∂qν
dQµ ∧ dQν +

d∑
ν=1

d∑
µ=1

∂2H

∂pµ∂pν

dPν ∧ dPµ

= 0
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by skew–symmerticity of wedge product (assuming that we can change the order of differ-

entiation in partial derivatives). �

Remark 2 Necessary conditions require the RK method to be irreducible. See [32] Thm.

6.6 p.84.

Remark 3 If ∀i≤j aij = 0 (explicit RK) and M = 0, then we must have

mii = biaii + bjaii − bibi = b2i = 0

thus ∀ibi = 0.

This means no consistent (
∑s

i=1 bi = 1) explicit RK method is symplectic.

Theorem 17 The implicit s–stage Gauss (collocation) method of order 2s (Kuntzman &

Butcher) is symplectic for all s.

Proof: By the fundamental theorem of calculus∫ tn+1

tn

d

dt
(dp ∧ dq)(t)dt = (dp ∧ dq)(t)

∣∣∣tn+1

tn
= dp(tn+1) ∧ dq(tn+1)− dp(tn) ∧ dq(tn)

= dpn+1 ∧ dqn+1 − dpn ∧ dqn

where we are assuming p(t) and q(t) are polynomials of degree at most s. Moreover, by

exterior differentiation formula, we have that

d

dt
(dp ∧ dq) = dṗ ∧ dq + dp ∧ dq̇

now, since

deg

(
d

dt
(dp ∧ dq)

)
≤ 2s− 1
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we have, by the Gaussian quadrature theorem, that there exist ci, i ∈ {1, . . . , s} such that

∫ tn+1

tn

d

dt
(dp ∧ dq)(t)dt = (tn+1 − tn)

∫ 1

0

d

dt
(dp ∧ dq)(t)dt

= h
s∑

i=1

bi
d

dt
(dp ∧ dq)(t)

∣∣∣∣
t=tn+hci

Notice that p(tn +hci) = Pi, q(tn +hci) = Qi and ṗ(tn +hci) = ki, q̇(tn +hci) = li, therefore

dp = dPi, dq = dQi, dṗ = dki, dq̇ = dli which means, that for every i

d

dt
(dp ∧ dq)(t)

∣∣∣∣
t=tn+hci

= dṗ ∧ dq + dp ∧ dq̇
∣∣∣
t=tn+hci

= dki ∧ dQi + dPi ∧ dli = 0

and proves symplecticness. �

Table A.1: Tableau for the Hammer & Hollingsworth method of order 4.

1

2
−
√

3

6

1

4

1

4
−
√

3

6
1

2
+

√
3

6

1

4
+

√
3

6

1

4
1

2

1

2
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Table A.2: Tableau for the Kuntzmann & Butcher method of order 8.

1
2
− ω2 ω1 ω′1 − ω3 + ω′4 ω′1 − ω3 − ω′4 ω1 − ω5

1
2
− ω′2 ω1 − ω′3 + ω4 ω′1 ω′1 − ω′5 ω1 − ω′3 − ω4

1
2

+ ω′2 ω1 + ω′3 + ω4 ω′1 + ω′5 ω′1 ω1 + ω′3 − ω4

1
2

+ ω2 ω1 + ω5 ω′1 + ω3 + ω′4 ω′1 + ω3 − ω′4 ω1

2ω1 2ω′1 2ω′1 2ω1

ω1 =
1

8
−
√

30

144
ω′1 =

1

8
+

√
30

144

ω2 =
1

2

√
15 + 2

√
30

35
ω′2 =

1

2

√
15− 2

√
30

35

ω3 = ω2

(
1

6
+

√
30

24

)
ω′3 = ω′2

(
1

6
−
√

30

24

)

ω4 = ω2

(
1

21
+

5
√

30

168

)
ω′4 = ω′2

(
1

21
− 5

√
30

168

)
ω5 = ω2 − 2ω3 ω′5 = ω′2 − 2ω′3
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APPENDIX B: SOLITONS FOR THE SINE–GORDON
EQUATION
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In numerical analysis, and especially for new schemes, it is always advisable to conduct

a preliminary test of algorithms and codes on known solutions for which one can obtain

analytic formulas. In this project, we have chosen some classical solutions to the benchmark

equation – solitons. Following [4] we have that, for −∞ < x < ∞, the following are the

soliton solutions to the sine–Gordon equation:

replacemen

x
t

u 0

0

0

−2

2

−1

1

−3

3

−1010

10

−20

20

20
30

40

50

Figure B.1: Breather. Analytic solution for
√

1− γ̃2 = 1/2.

Breather is a stationary, periodic wave of the form

u(t, x) = 4 arctan
(√1− γ̃2

γ̃
sin(γ̃t) sech(x

√
1− γ̃2)

)
One finds the following initial conditions correspond to the breather soliton

u(0, x) = 0, ut(0, x) = 4
√

1− γ̃2 sech(x
√

1− γ̃2).
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Figure B.2: Kink–antikink. Analytic solution for 1/
√

1− γ̃2 = 2.
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Figure B.3: Limiting case between breather and kink – antikink. Analytic solution.
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Kink–antikink is a superposition of two, traveling in opposite directions, waves of the

form

u(t, x) = 4 arctan
(1

γ̃
sinh

( γ̃t√
1− γ̃2

)
sech

( x√
1− γ̃2

))
One can find that

u(0, x) = 0, ut(0, x) =
4√

1− γ̃2
sech(

x√
1− γ̃2

).

Double pole solution is a limit as γ̃ → 0 in the above cases

u(x, t) = 4 arctan(t · sech(x)),

i.e. by the following initial conditions:

u(x, 0) = 0, ut(0, x) = 4 sech(x)
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