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ABSTRACT

Hydrogen sensors have obtained increased interest with the widened application of hydrogen energy in recent years. Among them, various chemiresistor based hydrogen sensors have been studied due to their relatively simple structure and well-established detection mechanism. The recent progress in micro/nanotechnology has accelerated the development of small-scale chemical sensors. In this work, MEMS (Micro-Electro-Mechanical Systems) sensor platforms with interdigitated electrodes have been designed and fabricated. Integrating indium doped tin dioxide nanoparticles, these hydrogen sensors showed improved sensor characteristics such as sensitivity, response and selectivity at room temperature. Design parameters of interdigitated electrodes have been studied in association with those sensor characteristics. It was observed that these parameters (gap between the electrodes, width and length of the fingers, and the number of the fingers) imposed different impacts on the sensor performance. In order to achieve small, robust, low cost and fast hydrogen micro/nano sensors with high sensitivity and selectivity, the modeling and process optimization was performed. The effect of humidity and the influence of the applied voltage were also studied. The sensors could be tuned to have high sensitivity \(10^5\), fast response time (10 seconds) and low energy consumption (19 nW). Incorporating the developed sensor, a portable hydrogen instrument integrated with a micro sensor, display, sound warning system, and measurement circuitry was demonstrated based on the calibration data of the sensor.
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CHAPTER 1 INTRODUCTION

1.1 Hydrogen economy

Current issues of global warming, air pollution and energy consumption have drawn wide public attention. Carbon dioxide (CO₂), the main greenhouse gas, contributes most of the observed increase in globally averaged temperature, which is expected to cause sea level elevation, an increased frequency of extreme weather events, and a retreat of the glaciers in the artic sea. In 2006, the emission of CO₂ was 5,890 million metric tons and will be as high as 6,851 million metric tons in 2030 in the United State [1]. According to Ref [2], one-third of CO₂ emission is from transportation. The use of fossil based fuel not only generates greenhouse gas, but also significantly degrades air quality. It has been reported that about 50% people in USA suffer from high levels of air pollutants that affect public health and the environment [2]. At the same time, the demand of energy is growing rapidly since the mid-1990s and the outlook of fossil fuel supplies is dismal. This discrepancy promoted a public and private spending increase and started imposing a huge burden to economic growth recently.

All these concerns drive the expanded use of hydrogen energy as a promising candidate for a next generation clean energy source. Hydrogen energy is renewable and pollution-free. Hydrogen can be extracted from numerous available sources, for example, water by electrolysis. By-products of hydrogen energy are just water vapor and heat, not CO₂ or any other air pollutants. Due to these benefits, hydrogen powered products have been actively developed. One good example is hydrogen fuel cell powered vehicles. In 2007, Honda
unveiled the FCX Clarity, the first production model. Obviously, use of hydrogen powered vehicles could reduce the greenhouse gas emission and improve air quality.

However, safety issues are one of the main challenges in the development of hydrogen energy. Hydrogen itself is colorless, odorless and explosive. Hydrogen can be ignited easily with a very small amount of energy, as small as 0.02 mJ. The explosive range is wide, from 4% to 75%, and the hydrogen flame is invisible. Therefore, hydrogen sensors or detectors are needed to rigorously monitor the hydrogen leak for safe applications of hydrogen energy. Figure 1 shows hydrogen sensor locations for a hydrogen fuel cell vehicle [3].

![Figure 1: Area of potential hydrogen detection: 1, Ambient/Garage, 2 Passenger compartment, 3 Fuel storage area & High-pressure piping, 4 Fuel cell system area, 5A Fuel cell oxidant outlet, 5B Vehicle exhaust [3].](image)

At least five hydrogen sensors are required to be installed in a car to monitor the hydrogen leak suggested by The Canadian Hydrogen Safety Program (CHSP) [3]. Miniaturized, robust and low cost hydrogen sensors with high sensitivity and fast response are in great demand for these preventive warning systems.
1.2. Current status of hydrogen micro/nano sensors

A variety of hydrogen sensors have been studied recently. Based on the detection mechanism, there are four main types of hydrogen sensors: chemiresistor based sensors, microelectronics based sensors, surface acoustic wave based sensors, and optical sensors.

1.2.1 Chemiresistor based hydrogen sensors

Chemiresistor hydrogen sensors detect hydrogen by monitoring the resistance change of the sensing materials. The basic structure of the sensors is relatively simple including electrodes with sensing materials on top of or between them (sensors working at elevated temperature have extra heating elements). Sensors do not require specialized or complex measurement system. Currently, most of the hydrogen micro/nano sensors are based on this chemiresistor type. A variety of sensing materials have been developed including metal oxide semiconductor (MOS), metal, carbon nanotube (CNT), polymer and others. Applying nanotechnology, sensors integrated with nanostructured materials have been increasingly reported.

1.2.1.1 Tin dioxide based hydrogen sensors

Tin dioxide ($SnO_2$) is the most popular hydrogen sensing material. Its sensing mechanism has been extensively studied. In principle, when the $SnO_2$ is exposed to air, the oxygen molecules absorbed on the surface change to $O_2^{-}$ and/or $O^{+}$ by picking up the electrons from the conduction band of $SnO_2$ [4]. With the assistance of high temperature or catalysts (such as Au, Pd and Pt), hydrogen gas introduced on the $SnO_2$ surface becomes
dissociated. Hydrogen atoms react with adsorbed oxygen ions, releasing water and electrons. These free electrons contribute to the conductivity of the sensing material. The reactions can be summarized as [4]:

\[
\begin{align*}
\text{O}_2 + 2e^- & \rightarrow 2\text{O}^- \\
\text{H}_2 & \rightarrow \text{H} + \text{H} \\
2\text{H} + \text{O}^- & \rightarrow \text{H}_2\text{O} + e^-
\end{align*}
\]

The early hydrogen sensors using pure SnO\(_2\) showed low sensitivity, slow response, poor selectivity, and in most cases worked only at high temperature. Surface modification and doping have been applied to improve the performance of the SnO\(_2\) hydrogen sensors [5-13]. The doping materials include palladium (Pd) [9-11], platinum (Pt) [7, 9], gold (Au) [9], phosphorus (P) [9], boron (B) [9], indium (In) [5, 12], aluminum (Al) [12], erbium (Er) [12], yttrium (Y) [12], antimony (Sb) [12], niobium (Nb) [12], cobalt (Co) [12], nickel (Ni) [13], iron (Fe) [13], Copper (Cu) [13] silver (Ag) [13]. Among them, Pt [7, 9] and Pd [10] doping showed improvements in sensitivity and/or selectivity at high temperatures. In-doped SnO\(_2\) sensors [6] could be made to work at room temperature with high sensitivity and fast response. The small size has proved to help improve the sensitivity and response time because of the large surface to volume ratio [4]. For SnO\(_2\), especially when the critical size is comparable to the Debye length, the rapid transduction from surface reaction leading to measurable resistance change could be achieved [14]. Sensors based on SnO\(_2\) nanoparticles [4, 6], nanobelts [15], nanocomposites [5, 16] and nanowires [17] were reported, showing enhanced sensitivity and response time. Figure 2 shows SnO\(_2\) hydrogen sensors with various platforms [5, 15, 16, 18].
Figure 2: Hydrogen sensors integrated with SnO$_2$ (a) nanobelt [15], (b) nanocomposite [16], (c) nanowire [18], and (d) nanocrystalline power [5].

Figure 2 (a) shows the sensor based on a single SnO$_2$ nanobelt. The four electrodes were used to measure the contact resistance at the interface of the SnO$_2$ nanobelt and Pt electrodes. In the hydrogen sensing test, only two of them were used. The device could sense hydrogen at room temperature with power consumption as low as 10 nW, but the sensitivity is less than 0.8 [15]. Figure 2 (b) shows the hydrogen detector integrated with the heater, temperature sensor and SnO$_2$ thin film embedded with single wall carbon nanotubes (SWCNTs). These embedded SWCNTs provided the nanopasses assisting hydrogen diffusion and enhanced the sensitivity [16]. Figure 2 (c) shows the SnO$_2$ nanowire grown on top of the interdigitated electrodes with a 20 µm gap. The sensor could detect 10 ppm H$_2$ with a sensitivity of 0.4 at
300 °C [18]. Figure 2 (d) shows the sensor with nano-crystalline SnO$_2$–Ag$_2$O–PtO$_x$. The sensor used a common electrode for both heating and measurement to simplify the fabrication. Ag$_2$O acted as adsorption sites at high temperature to pick up electrons from SnO$_2$. When H$_2$ was present, Ag$_2$O was reduced to Ag and released electrons contributing to conductance. PtO$_x$ was supposed to interact with SnO$_2$ to produce an extra electron deficient space charge layer which would enhance the gas sensitivity [5].

1.2.1.2 Palladium based hydrogen sensors

Palladium (Pd) has an extraordinary ability to absorb (or dissolve into itself) hydrogen. When the hydrogen gas gets dissociated to hydrogen atoms on the Pd surface, these hydrogen atoms diffuse into the Pd to form a solid solution of Pd/H. Hydrogen absorption in Pd results in lattice expansion, and a consequent increase in volume and resistance. When hydrogen gas is removed from the ambient, hydrogen atoms diffuse to the surface and recombine to form hydrogen molecules, which desorbs from the surface, causing a recovery in resistance. It is believed that the resistance of Pd increases linearly with hydrogen concentration, which can be utilized to monitor hydrogen [19]. For the bulk (dense) Pd, the change in resistance is small, limiting the sensitivity of these sensors. Although nanoporous Pd film with a large surface to volume ratio was developed to improve the detection range and sensitivity, the sensitivity is still low (less than 0.2) [20]. In order to reduce the consumption of expensive Pd and to improve the physicomechanical strength and resistance to poisoning by other chemical species, Pd alloys are used to replace pure Pd as the sensing materials. Sensors based on Pd-Cr [21], Pd-Cu [21], Pd-Al [21], Pd-Mg [21-22], Pd-Ni [23-25], Pd-Ag [26], Pd-Au [27] were explored, which showed improved sensitivity.
The first Pd nanowire hydrogen sensor was reported based on the swelling property (volume increase) of Pd in Science in 2001 [28]. The nanowires were prepared by electrodeposition on graphite substrates. As shown in Fig. 3 [28], when hydrogen is presented and dissolved into Pd, the hydrogen-swollen Pd grains expended to “close” the nano-scale gaps in-between. The grain chains connected and provided a current pass that decreased the resistance of the Pd nanowires. These gaps “re-opened” when the Pd grains in the nanowire returned to their equilibrium dimensions in the absence of hydrogen. Atomic force microscopy (AFM) images provided direct evidences of the “open” and “closed” behaviors of Pd nanowires with and without hydrogen and confirmed this “break junction” mechanism [28]. The sensor current changed between approximately 1000 nA (closed gaps) and 10 nA (open gaps), showing the “switch” characteristic with 75 millisecond response time and high sensitivity. Control of the size of the nano-gap is complex, and this type of sensors can only work for high concentration hydrogen (1% and above) detection, which might limit its application.
A Pd nanocluster hydrogen sensor based on tunneling mechanism was developed, in which the conductance of the sensor was controlled by both the tunneling phenomenon and the swelling property of Pd in hydrogen [29]. Pd nanoclusters were fabricated and controlled by sputtering and in-suit resistance measurement. The sensor did not show the “switch” feature of the Pd nanowire sensor, though the fabrication was simplified.

A vertical Pd nanowire sensor was fabricated by using anodized aluminum oxide (AAO) template and growing Pd through it. The size of the nanowires and the gap in-between were controlled by the pore dimension of AAO, typically 80 nm in diameter and 3-5 nm in gap.
The sensing mechanism is based on the swelling effect of Pd and the sensor showed a fast response time of 70 milliseconds in high concentration hydrogen (1%) [30].

1.2.1.3 Carbon nanotube based hydrogen sensors

Carbon nanotube (CNT) has attracted research interest intensively since its discovery in 1991 [31] due to its unique structure and properties. CNT is sensitive towards changes in their local chemical environment because interactions between CNT and target molecules can significantly change the electronic properties of CNT [31]. This chemical sensitivity has made CNT suitable for chemical sensors. CNT shows the sensitivity to gases [32] such as ammonia (NH₃), nitrogen dioxide (NO₂), methane (CH₄), carbon monoxide (CO), sulfur dioxide (SO₂), hydrogen sulfide (H₂S), and oxygen (O₂). For H₂ detection, bare CNT does not exhibit appreciable sensitivity, so surface modification of CNT has been performed by integrating H₂ sensing materials [33-38]. The most promising candidate is Pd due to its catalytic nature and feature of dissolving hydrogen. By dissolving hydrogen, the work function of Pd becomes low. Electrons transfer from Pd to p-type semiconductor CNT and reduce the density of the hole-carriers resulting increased resistance [36]. The resistance could recover when hydrogen atoms diffuse to the surface, react with oxygen and release water. Pd functionalization resulted in the dramatic increase of the sensing capability of CNT based sensors toward hydrogen molecules and could detect 10 ppm hydrogen gas at room temperature. Nevertheless most of them showed low sensitivity less than 1. Both single wall carbon nanotube (SWNT) [33, 35, 36-40] and multiwall carbon nanotube (MWNT) [34, 41] based hydrogen sensors have been developed. SWNT hydrogen sensors have better performance compared to MWNT hydrogen sensors while preparation of MWNT is easier.
The advantages of CNT (SWNT and MWNT) hydrogen sensors are attributed to CNT’s high surface to volume ratio. In addition, CNT itself is chemically inert, which means the initial resistances of CNT based hydrogen sensors are more stable compared to other chemiresistor based sensors.

1.2.1.4 Other sensing materials

Zinc oxide (ZnO) is another attractive hydrogen sensing material. Sensors based on the ZnO nanobelts [42], nanopillers (vertical nanorods) [43], nanorods [44-45], nanoparticles [46] were developed. The sensing behavior of ZnO is similar to that of SnO₂: Surface absorbed oxygen traps electrons from the conduction band of ZnO and releases electrons when hydrogen presents contributes to conductivity change.

Titania (TiO₂) nanotube based sensors show the distinguished advantage of self-clearing and high sensitivity [47-51]. TiO₂ is an n-type semiconductor and could generate electron-hole pairs by absorbing ultraviolet light, which induces the redox reactions that clean the surface by dissociating contaminates to CO₂ and water [47]. This photocatalytic property results in the self-clean ability. TiO₂ nanotubes with Pd catalysts showed the sensitivity of 10⁷ at room temperature in 1,000 ppm hydrogen [48]. This was explained by both the intrinsic resistance of TiO₂ and the barrier height at the interface with the presence of H₂. Further research from the same group indicated that this giant sensitivity might due to the Ti layer underneath the TiO₂ nanotube because the TiO₂ nanotube without metal layer underneath showed sensitivity of 10⁴ instead of 10⁷ in the same testing conditions [49]. One challenge of fabricating nanotube based micro sensors is the integration of the measurement
electrodes. TiO2 nanotubes are brittle and a small force can easily break them. This makes the fabrication steps incompatible with current IC or MEMS fabrication process.

Other hydrogen sensing materials such as the Pd-decorated Si nanowire [52] and nanoporous Si [53], Pd-coated gallium nitride (GaN) nanowire [54], nanocrystalline tungsten oxide (WO3) [55], conductive polymers (polypyrrole nanofiber [56], polyaniline nanofiber [57], and pyridyylimidazoperylene or pyridyylimidazonaphthalene [58]) were also explored and reported for the improved sensor performance.

1.2.2. Microelectronics based hydrogen sensors

1.2.2.1 Schottky diode hydrogen sensors

Schottky diodes are a device based on the metal-semiconductor junction as the Schottky barrier. Current/voltage (I/V) characteristic of a Schottky diode depends on the work function of the metal, band gap, type (n-type or p-type), main carrier concentration of the semiconductor, and others. In other words, it depends on the Schottky barrier height. I/V relationship are given as [59-60]:

\[
I = I_o \exp \left( \frac{qV}{\eta kT} \right) \left[ 1 - \exp\left( -\frac{qV}{kT} \right) \right] \tag{1.4}
\]

\[
I_o = AA^{**}T^2 \exp\left( -\frac{q\phi_b}{kT} \right) \tag{1.5}
\]

\[
A^{**} = \frac{4\pi qk^2m^*_n}{\eta^3} = 120 \left( \frac{m^*_n}{m_n} \right) \tag{1.6}
\]
where $I$ is the forward-biased conducting current, $I_0$, the reverse saturation current, $\eta$, the ideality factor, $V$, the applied voltage, $A$, the Schottky contact area, $A^{**}$, the effective Richardson constant, $k$, the Boltzmann constant, $T$, the absolute temperature, $m_n^*$ and $m_n$, the electron effective mass and free electron mass in the vacuum, respectively.

$I_0$ and $\eta$ can be determined from interception and the slope of $\ln(I)$ versus $V$ plot. When $V$ is larger than $3kT/q$ (0.077V at 300 K), the Schottky barrier height $\Phi_b$ can be derived from Equation 1.5 as:

$$
\Phi_b = \frac{kT}{q} \ln \left( \frac{A A^{**} T^2}{I_0} \right)
$$

(1.7)

From these equations, it is concluded that the current is controlled by Schottky contact area ($A$), applied voltage ($V$), temperature ($T$) and the Schottky barrier height ($\Phi_b$).

Schottky diodes with a catalytic metal have been studied extensively in hydrogen sensing with the advance of the semiconductor technology. In principle, hydrogen molecules are first dissociated and adsorbed on the catalytic metal. Then, the hydrogen atoms penetrate through the metal thin film to the metal-semiconductor interface. Hydrogen atoms are polarized which causes a dipolar layer when a bias voltage is applied; thus an excess of charge states at the interface is generated and the effective Schottky barrier height is reduced. Current/voltage ($I/V$) characteristics represent the change in Schottky barrier height, which is strongly related to the hydrogen concentration. Based on this mechanism, the $I/V$ characteristics are used to monitor the hydrogen leak [13]. Various material pairs were investigated in the Schottky diode hydrogen sensors, such as Pd/SiC [61], Pd/InP [62-63], Pt/SiC [64], Pt/In$_{0.5}$Al$_{0.5}$P [65], Ni/n-Si [66], Pd/GaN [6-70], Pt/GaN [71], Pd/AlGaN [72],
Pt/AlGaN/GaN [73], Au-ZnO [74], and such sensors exhibited improved sensitivity and response time. If the sensors work at high temperature and/or are used for a long time, there might be reactions between the metal and semiconductor which could induce a shift in the I/V curve [75]. This shift might cause the wrong sensing signals. To overcome this drawback, the metal-insulator-semiconductor (MIS) or metal-oxide-semiconductor (MOS) structure was developed [59-60, 75-82]. Studies showed that the thin layer of oxide or insulator improved not only the thermal (chemical) stability of the diodes, but also the sensitivity [80-82]. The introduction of the oxide or insulator structure increased the Schottky barrier height between the metal and semiconductor [81] and provided the adsorption sites for atomic hydrogen at the metal/insulator (oxide) interface [82]. Formation of the hydrogen-induced dipole layer could reduce the Schottky barrier height more effectively and enhance the sensitivity.

1.2.2.2 Field effect transistor hydrogen sensors

Field effect transistor (FET) based hydrogen sensors are similar in structure to conventional FET devices, except that catalytic materials such as Pt and Pd are used as the gate electrode. When introduced onto the gate electrode, hydrogen atoms penetrate through the electrode and accumulate at the interface of the metal and semiconductor (or the interface of metal and oxide layer), leading to a change in the electronic properties of the gate contact, such as the work function of the electrode material. This process is the same as that of the Schottky diodes hydrogen sensor. The property change of the gate contact induces variation of the depletion region at the gate/semiconductor interface [83], or the width (shape) of the current channel between drain and source, and hence the output of the device. There are a
couple of different methods to monitor the hydrogen induced changes, as shown in Fig.4 [83].

Figure 4 shows two wirings of the FET based sensors to obtain different corresponding signals. In Fig. 4 (a), the drain is given a positive bias, the source is grounded, and the gate is floating. The hydrogen induced change could be monitored by measuring the I/V curves [83-85]. In Fig. 4 (b), the constant current between the drain and source is maintained. Hydrogen could be monitored by measuring the voltage change between the gate and source [83, 86-88] or by obtaining the common source output (I/V) characteristics with a given gate voltage [89-94].

Keiji Tsukada [84] developed a Pd-Nafion-Pt- FET based hydrogen sensor which monitored hydrogen by measuring hydrogen induced change of the Pt work function. The
FET served as a transducer which transformed the shift of the work function into the corresponding signal output. In principal, dissociated hydrogen atoms passed thorough the Pd and Nafion film, which could block the electrons coming from the Pd film causing them to accumulate on the Pt gate surface and thus change the Pt work function. A voltage-follower-circuit was used to maintain a constant drain-source voltage and current. The output voltage change of the circuit equaled to the Pt work function change as the hydrogen sensing signal. The advantages of the sensor are low testing limit of 1 ppm and self-checking (The output signal can be modulated by changing the bias frequency).

P. Andrei et. al. [92] presented a SnO₂ single-nanobelt based FET device. The schematic view of the device is shown in Fig. 5. It is similar in structure to a back-gated metal-oxide-semiconductor field-effect transistor (MOSFET) with metal-to-semiconductor interface (drain and source). The SnO₂ nanobelt provided the current channel which was controlled by the gate voltage. The interesting testing and calculation results showed the sensor behaved like a linear resistor (I<sub>ds</sub> was proportional to V<sub>ds</sub>. I<sub>ds</sub> and V<sub>ds</sub> are the drain to source current and voltage, respectively) in the hydrogen environment. In this case, the device became two Schottky diodes connected back-to-back with a series resistance from the SnO₂ nanobelt separating the diodes. The entire resistance was controlled by the source and drain Schottky contacts, which imply highly sensitive hydrogen sensor could be built based on the metal oxide semiconductor Schottky contacts.
1.2.3 Surface acoustic wave based hydrogen sensors

In a surface acoustic wave (SAW) device, the change in electrical conductivity of the sensing layer perturbs the velocity of the propagating acoustic wave due to the acoustoelectric effect. The center frequency of a SAW device is given by the equation [95]:

\[ v = f \cdot p \]  \hspace{1cm} (1.8)

where \( v \) is the surface wave velocity, \( f \) the resonant frequency, and \( p \) the interdigitated transducer period.

The variation in velocity can be monitored by measuring the changes in resonant frequency of the SAW device. For the SAW based hydrogen sensor with the hydrogen sensing layer on top, adsorbed hydrogen atoms act as dipoles at the sensing film/substrate interface and modulate the conductance of the interface. These variations in the interface conductivity can cause a considerable fluctuation in the SAW velocity, which finally leads to a modification of the measuring frequency and differential frequency. The change in
frequency is proportional to the concentration of hydrogen present in the environment and could be used to detect hydrogen [96]. Figure 6 shows a SAW based hydrogen sensor [95, 97].

![SAW hydrogen sensor](image)

**Figure 6:** Optical image of two sets of SAW hydrogen sensors and the schematic view of top and cross section of a SAW hydrogen sensor [95, 97].

In the device shown in Fig. 6, a bilayer (ZnO/64° YX LiNbO$_3$) was used as the substrate which had a much stronger acoustoelectric effect. Polyaniline nanofiber was used as the hydrogen sensing layer. Interdigitated electrodes (IDEs) were employed to convert the surface acoustic wave to electrical signal or visa versa by utilizing the piezoelectric effect of the substrate material. The sensing materials used in SAW based hydrogen sensors could be polyaniline [95], Pd [96], polyaniline/WO$_3$ nanofiber composite [97], ZnO nanorod [98], WO$_3$ thin film [99-100]. Advantages of these planar SAW hydrogen sensors include fast
response and recovery, good repeatability and baseline stability, but the low detection limit is high (>1%).

1.2.4. Optical hydrogen sensors

Most optical hydrogen sensors are based on optical fibers coated with Pd or Pd alloy. As mentioned in section 1.2.1.2, Pd and its alloys have a distinguished ability to dissolve hydrogen atoms, resulting in volume increase and a decrease of the carrier density. The reflectivity ($R_{ref}$) or reflective index of the Pd and Pd alloys depends on the carrier density. The following equations reveal the relationship [101]:

$$R_{ref} = \frac{(n_R - 1)^2 + n_I^2}{(n_R + 1)^2 + n_I^2}$$  \hspace{1cm} (1.9)

$$n^* = \frac{c}{\omega} \left( \frac{1}{\delta} - \frac{i}{\delta} \right)$$  \hspace{1cm} (1.10)

$$\delta = \sqrt{0.5 \times (\omega \varepsilon_0 \sigma)}$$  \hspace{1cm} (1.11)

where $n_R$ and $n_I$ are the real and imaginary parts of the refractive index, respectively, $n^*$, the complex refractive index of a metal, $\sigma$, the conductivity of the material, $\omega$, the frequency of light, $\varepsilon_0$, the permeability of free space, $\delta$, the damping of an incident electromagnetic wave, and $c$, the speed of light.

Equation 1.9 indicates reflectivity could be modulated by changing the charge density. The exposure of the Pd or Pd alloy to hydrogen causes a decrease in conductivity ($\sigma$) and hence the real and imaginary parts of the refractive index [102]. Most Pd based optical
hydrogen sensors utilize this mechanism to detect hydrogen by measuring the change of reflectance [103], transmittance [104-108], and optical power [102, 109] induced by Pd/H hybrid.

The Pd-coated FBG (fiber Bragg grating) hydrogen sensors detected hydrogen by using the swelling feature of Pd or Pd alloy in the presence of hydrogen [110]. FBG is a type of optical filter that reflects light with a particular wavelength and transmits all others. The change of the grating structure or period can alter the reflected wavelength. Pd coated onto the FBG expands by absorbing hydrogen atoms and subsequently induces mechanical strain in the grating. Induced strain shifts the reflected Bragg wavelength toward a longer wavelength. This spectral shift could be accurately measured and used to characterize the hydrogen concentration [110].

C. Caucheteur et. al. reported another type of FBG hydrogen sensor coated with a layer of Pt doped WO3 thin film [111]. The doped WO3 reacted with hydrogen, generated heat due to the exothermic reaction and elevated the local temperature (could be as high as 200 °C), which induced the wavelength shift. The sensor was fast (response time was in the range of 1 second) and had no response to other gases such as O2, CH4, N2 and H2O.

Optical hydrogen sensor based on the gasochromic effect were reported [112-113]. WO3 thin film was transparent in air and changed to blue in hydrogen. The reaction mechanism is given as [112]:

\[
xH + WO_3 \rightarrow H_xW_{1-x}^{6+}W_x^{5+}O_3
\]

In a hydrogen environment, the oxidation number of W\(^{6+}\) gradually reduced to W\(^{5+}\) due to the insertion of H atoms, and accordingly, the color of WO3 then changed to blue. The
reaction was reversible and the color of the WO$_3$ thin film could change back to transparent in air. The device detected the hydrogen by measuring the transmission response or colorations spectra.

The main advantage of most optical hydrogen sensors is environmental ruggedness, especially since they are resistant to electromagnetic interference. The disadvantage is the need of light (laser) sources and complex optical measurement systems.

1.2.5 Other types of hydrogen sensors

Micro cantilever hydrogen sensors detect hydrogen by measuring the bending of the cantilever beam coated with Pd or Pd alloy, which expands into a hydrogen environment and induces bending. Both the optical [114-115] and electrical [116] methods were applied to measure the bending of the beam with relatively high sensitivities. However, the sensors are subject to humidity and temperature.

Capacitor hydrogen sensors are based on metal-insulator-semiconductor (MIS) [117-119]. The dissociated hydrogen atoms penetrate through the catalytic metal (typically Pd), form a dipole layer at the metal/insulator interface and change the work function of the metal, which induces the capacitance change. The advantage of this type sensor is low power consumption due to no current.

Micro thermoelectric hydrogen sensors (μ-THS) utilize the exothermic oxidation of hydrogen. Heat from the catalytic reaction on the catalyst (Pt or Pd) surface elevates the temperature on one end of the thermoelectric sensing line (typically SiGe line). The thermoelectric material could transfer the temperature difference to the output voltage to detect the hydrogen concentration. μ-THS have showed very high selectivity over CH$_4$, CO,
ethane (C₂H₆), methanol (CH₃OH), ethanol (C₂H₅OH), and tetrahedrane (C₄H₄), but the detection limit is high. Most of the testing was carried out in hydrogen concentrations higher than 0.5% [120-123]

1.3 Electrical properties of SnO₂ and In-doped SnO₂

As shown in section 1.2.1.1, SnO₂ chemiresistor hydrogen sensors are based on the measurement of resistance change. Understanding the electrical properties and conduction models is the key to employing the detection mechanism, designing sensors and improving sensor performance.

1.3.1 Conduction models of SnO₂

SnO₂ is a wide band gap semiconductor with a band gap of 3.5-3.7 eV [124-126] at 300 K. The advantages of wide band gap materials are strong breakdown strength and large saturation current. Conventionally, SnO₂ is considered an n-type semiconductor due to its intrinsic point defects (Sn interstitial and oxygen vacancy [124]), though it is not very clearly demonstrated [125]. The missing of oxygen atoms in the SnO₂ matrix makes SnO₂ₓ more conductive and is the main contributor to the high level of electron density (up to 10²⁰ cm⁻³ [124-125]). The value of x is between 10⁻³ and 10⁻⁵ [126]. The oxygen vacancy could be treated as n-type doping with the “doping” concentration of 2[V₀²⁺] [126]. The possible mechanism of the formation of oxygen vacancies is expressed as [126]:

\[ O_0 = O_{surf} + V_0 \]  

(1.13)
In atmosphere, the adsorbed oxygen molecules oxidize the SnO$_2$ surface by trapping free electrons from the bulk SnO$_2$ and thus form a negative charged surface and positive charged donor layer underneath. In the n-type SnO$_2$, there are not enough positive free charges (holes) at the surface to compensate all the negative charges. Therefore, the uncompensated negative charges build the negative potential, preventing free electrons from diffusing from the bulk to the positive charged donor layer. This forms a stable free electron depletion layer (space charge layer) at the surface (similar as a p-n junction). In the space charge layer, an electric field is developed with a built-in voltage of $V_s$, corresponding to the energy band bending at the surface. Only the free electrons with energy higher than $qV_s$ ($q$ is electron charge) can penetrate the space charge layer. The thickness of the space charge layer can be characterized by the Debye length ($L_D$) [127]:

$$L_D = \sqrt{\frac{\varepsilon_r \varepsilon_0 kT}{q^2 N}}$$

where $\varepsilon_r$ and $\varepsilon_0$ are relative dielectric constant and dielectric constant of vacuum, respectively. $N$ is the concentration of free charge carriers.

A more accurate value of the space charge layer thickness ($z_0$) is given as [127]:

$$z_0 = \left(\frac{qV_s}{kT} - 1\right)^{1/2} \cdot L_D$$
Equation 1.16 depicts how the build-in voltage or Schottky barrier effect the thickness of the space charge layer. The larger $V_s$, the thicker the $z_0$.

Conduction models were proposed based on the variation of the geometries of SnO$_2$ thin film [128] and still have been studied nowadays [129-133] as shown in Fig. 7 [130].

Case (a) The first model shown in Fig. 7 is the surface/bulk model for compact SnO$_2$ film. Due to the adsorption of the oxygen molecules, the energy bands bend at the surface and the total resistance is described as two parallel resistances, the surface (space charge layer) resistance and bulk resistance. In the space charge layer, free electron concentration is very low resulting in huge resistivity. Because of this, the total resistance is controlled by bulk resistance (bulk control). The presence of hydrogen has the ability to change the resistance of the surface layer, but does not affect the bulk resistance. As a result, the compact film is not suitable for high sensitivity hydrogen sensor. The negative charged surface and positive charged donor layer also form a capacitor as shown in the Fig. 7. Most SnO$_2$ chemiresistor based gas sensors measure the resistance by DC; the effects of capacitors are ignored.

Case (b) When the film consists of the grains with the grain size $D >> L_D$, the resistance is controlled by the high potential barriers at the interface of the grains (grain boundary control).
Figure 7: Conduction models based on grain sizes and contacts with metals in SnO$_2$ thin film and the equivalent circuitries. $E_C$ is the minimum of the conduction band; $E_V$ the maximum of the valence band; $E_F$ the Fermi level; $L_D$ the Debye length [130].

Case (c) If the grain size is small enough, $D < 2L_D$, the whole grain is in the space charge region (grain control). Because $D$ is small, the potential drop ($\Delta V_s$) from the grain surface to the grain center is low ($q\Delta V_s < kT$ [131]), forming a flat energy band. Figure 8 shows this difference of the band diagram between large grains (Case (b)) and small grains (Case (c) SnO$_2$ [131-132]).
In Fig 8, for large grain SnO$_2$, the resistivity at the grain-grain interface (space charge layer) is much larger than the bulk resistivity considering bulk SnO$_2$ is an n-type semiconductor with a high electron concentration. Thus, the total resistance is controlled by potential barriers (or resistances) at grain-grain interfaces. For fully depleted small grain SnO$_2$, electrons are adsorbed to the surface and the bulk electron density is lowered, resulting in high bulk resistivity. Because of the flat band condition (small $q\Delta V_s$), not much difference exists between bulk and interface conductivity, and the total resistance is controlled by the bulk resistivity (or surface resistivity).

Case (d) At the interfaces of SnO$_2$ and the metal, in most cases, Schottky contact exists due to the discrepancy in work functions. Free electrodes move from SnO$_2$ to the metal leaving a positive charged donor layer inside the SnO$_2$ which corresponds to the energy band bending at the interface. As described in section 1.2.2.1, the Schottky barrier height depends on the work function of the metal for the given SnO$_2$ thin film (Schottky control). It should be noted that the potential barriers at the grain-grain interface are affected by the contamination
from the atmosphere (such as H₂O), but the Schottky barrier height at metal-grain surface is not [131].

Further discussion about the grain boundary control model (Case (b)) was presented by N. Barsan et. al. [129]. For the porous film with the grain size equal or larger than the Debye length (D ≥ L_D), conduction of the SnO₂ is determined by the connection (neck) between the grains, as shown in Fig. 9 [131]. These necks act like the current path between SnO₂ grains. The current flow is controlled by the neck width (z_n), deletion depth (z_0) and neck length. Surface reaction does not change the bulk free electron density, but does change the current channel width (z_n-2z_0) by change the thickness of the depletion layer (z_0). When neck size is large enough (z_n >> 2z_0), the bulk/surface model (Case (a)) applies. When z_n ≤ 2z_0 (Fig. 9 (b)), the resistance is mainly controlled by the Schottky barriers at the grain/grain interfaces. In this case, the total resistance depends on the number of the grains in the x direction, and the potential barriers at the grain/grain interface.

A more complex situation happens when z_n > 2z_0 and z_n is comparable to the mean free path of the free electrons (Fig. 9 (a)) because the chance of a collision with the grain surface increases and surface adsorbed species may act as additional scattering centers [129]. The relationship between the electron mobility and mean free path could be expressed as [133]:
Figure 9: Neck control model for the porous large grain SnO$_2$ thin film: (a) $z_n > 2z_0$ and (b) $z_n < 2z_0$ [131].

$$\mu_{\text{neck}} = \frac{\mu_{\text{bulk}}}{1 + \theta(l_{\text{MFP}} / z)}$$  \hspace{1cm} (1.17)

$$\theta = 1 - \frac{n_s}{n_{\text{bulk}}}$$  \hspace{1cm} (1.18)

$$l_{\text{MFP}} = \frac{\sqrt{(8 / \pi)kTm^*}}{q}\mu_{\text{bulk}}$$  \hspace{1cm} (1.19)
where $\mu_{\text{neck}}$ is the mobility in the neck area, $\mu_{\text{bulk}}$ the bulk mobility, $l_{\text{MFP}}$ the mean free path, $\theta$ the surface coverage degree (number of O-ion occupied sites divided by number of possible sites on the surface) and $n_{\text{bulk}}$ the bulk electron concentration.

Equation 1.17 shows both surface property ($\theta$) and size of the neck ($z_n$) could modulate the mobility at the neck area and therefore change the resistivity of the neck. The smaller the $z$, the smaller the mobility and hence the larger resistivity.

In summary, oxygen adsorption on the SnO$_2$ surface induces the surface charge layer and a built-in voltage which is responsible for the energy band bending at the surface. For the compact sensing film, resistance depends on the bulk resistance. For the granular SnO$_2$, Schottky barriers at the grain-grain interface dominate the whole conductivity if the D is not too small ($D > 2L_D$). With $D \leq 2L_D$, grains are fully depleted showing huge resistivity. Schottky barriers exist at the SnO$_2$/metal interfaces which could modulate the total resistance.

1.3.2 Fundamentals of the In-doped SnO$_2$

One of the issues of SnO$_2$ chemiresistor based hydrogen sensors is the low sensitivity at room temperature. Integrating micro heaters will not only make sensors consume more energy, but also bring extra concerns about safety. One way to improve the sensitivity at room temperature is to introduce dopants. As shown in section 1.2.1.1, various dopants have been studied by different methods. Among them, In-doped SnO$_2$ nanocrystalline showed giant sensitivity up to $10^5$ with the assistance of MEMS sensor platforms at room temperature [6,131-135].
1.3.2.1 Type of In-doped SnO$_2$

In the view of semiconductors, when impurities (such as In) with its number of valence electron, one less than Sn, substitute Sn in the matrix of SnO$_2$, acting as acceptors, the hole density increases and free electron density decreases. Considering SnO$_2$ itself is an n-type semiconductor with large free electron density, a small amount of In doping concentration will not change the main carrier type but probably reduce the free charge concentration. When the In-doping concentration exceeds a certain value, SnO$_2$ may transform to a p-type semiconductor. Both experiments [136-137] and simulation work [125] have proven that In-doped SnO$_2$ can be p-type. If the doping concentration continuously increases, In-doped SnO$_2$ could convert to n-type again like tin-doped indium oxide (ITO), a well-known transparent n-type semiconductor, because the In$_2$O$_3$ of cubic structure exists [137]. Figure 10 (a) shows the change of type with In-doping concentration (material processing temperature is 700 °C). When the doping concentration is between certain values (In/Sn ratio is between 0.05 and 0.25 in Fig. 10 (a)), In-doped SnO$_2$ did show p-type characteristics. Processing temperature is another tuning parameter as seen in Fig. 10 (b). For In/Sn = 0.2, the type changed at a temperature of 575 °C from n-type to p-type. The reason might due to that at low temperature of the acceptor function has not been activated [137].
1.3.2.2 Effects of In-doping on room temperature hydrogen sensing

Room temperature hydrogen sensing capability of In-doped SnO$_2$ is attributed to In$^{3+}$ doping [134-135, 138-140]. This trivalent doping is believed to increase the concentration of oxygen vacancy in SnO$_2$ providing more oxygen adsorption sites [138]. The reaction of the doping is expressed as [141-142]:

$$O_o^+ \rightarrow \frac{1}{2} O_{2(g)} + V_{o}^{00} + 2e^- \quad (1.20)$$

$$2In^3 + 2Sn_{Sn}^x + O_o^+ \rightarrow 2In_{Sn} + V_{o}^{00} + Sn_{surface} \quad (1.21)$$

The benefits of the increase in oxygen adsorption are:
(1) At room temperature, the number of active surface sites (oxygen ions) is considered to be low [138]. It is a reasonable assumption because at low temperature, both moisture and oxygen adsorptions dominate and they are competitive. Increase of the surface adsorption of oxygen ions drives the Reaction 1.3 (see section 1.2.1.1) to the forward direction which increases the sensitivity.

(2) Higher oxygen-ion adsorption concentration makes the surface more negatively charged. As discussed in section 1.3.1, this could increase the built-in voltage and extend the space charge layer further into the bulk. The contact resistance is simplified and given as [143]:

\[
R_c = \frac{A}{q\mu_{bulk} N_d} \exp\left(\frac{qV_s}{kT}\right)
\]

where \(R_c\) is contact resistance at the grain-grain interface, \(A\) the constant determined by the semiconductor geometry, \(N_d\) the density of the donors.

In the grain boundary control model, the larger built-in voltage \((V_s)\) results in higher contact resistance. Higher sensitivity could be achieved by reducing this higher contact resistance to the bulk resistance with the presentation of hydrogen.

3) In-doping lowers the band gap energy of SnO₂. The band gap energy of pure SnO₂ is 3.5-3.7 eV [124-126]. The measured values of In-doped SnO₂ were 2.55 eV ~ 3.44 eV [142]. This lowering enhances the “ability for nanocrystalline In–SnO₂ to be used in gas sensor applications at room temperature, since the potential barrier required for charge to move between grains is now reduced with lower band gap energy” [142].
In this work, the proposed nanoparticle/MEMS hydrogen sensor is based on In-doped SnO$_2$ nanocrystalline with Pt as the catalyst. With the optimized design, the MEMS sensor platform enhanced the sensitivity from less than 1 [138] to $10^5$ [6, 135] and reduced the response time from several tens of minutes [138] to less than 10 seconds.
CHAPTER 2 MODEL ANALYSIS OF MEMS HYDROGEN SENSORS

2.1 From macro to MEMS sensors

The novel hydrogen sensing material, polycrystalline In-doped SnO$_2$ nanoparticles, has been developed by Dr. Seal’s group at UCF [138,]. Bulk hydrogen sensors as shown in Fig 11 [140] exhibited good hydrogen sensing ability at room temperature [138].

Figure 11: Bulk hydrogen sensors. (i) fiber-glass board, (ii) Cu connectors, (iii) sensor areas: In-doped SnO$_2$ thin films on Pyrex glass substrates (iv) Ag-electrodes with the gap of 1 cm, and (v) Cu-connectors for the heater-circuit (for high temperature testing, not used) [140].

Figure 11 shows the macro sensor platform. In-doped SnO$_2$ nanoparticles were dip-coated on thin Pyrex glass substrates, and then were mounted on the fiber-glass board with Cu lines by epoxy. Silver (Ag) paste was used to connect the sensors to the Cu lines.
while keeping an approximately 1 cm gap between Ag electrodes manually. Figure 12 shows the testing results of the macro sensors at room temperature [138]. The sensors could sense hydrogen at room temperature, but the sensitivity was no more than 0.5, even at a high concentration of 2% hydrogen. The response time of the sensor tested in 4% hydrogen was 2,000 seconds [138]. The hydrogen sensing characteristics of the material had not been fully exploited due to the limitation imposed by the macro sensor platform.

![Figure 12: Sensitivity of In-doped SnO$_2$ macro sensors (a) in high concentration, and (b) in ppm level [138].](image)

The first generation MEMS sensors integrating In-doped SnO$_2$ nanoparticles and micromachined IDEs were fabricated and tested as shown in Fig 13 by the collaborative research between Dr. Seal and Dr. Cho [134].
Figure 13: First generation MEMS sensors: (a) packaged sensor platform - (i) interdigitated electrodes (ii) resistive temperature sensor to monitor the temperature, (b) multicycle test results, and (c) the individual cycle with a sensing signal reaching a saturated value [134].

Figure 13 (a) shows the packaged MEMS hydrogen sensors and micromachined IDEs with 4 fingers separated by a 50 μm gap in each electrode. The finger is 50 μm wide and 1000 μm long. Figure 13 (b) shows the multicycle test with the testing time of 350 seconds. Sensors showed good repeatability. Figure 13 (c) shows the individual cycles with a full span of sensor signals from maximum to minimum values. The maximum sensitivity was 2,200 and response time was less than 100 seconds. Compared to the macro sensors with sensitivity of less than 0.5 and response time of larger than 2000 seconds, MEMS sensors did show much improved sensor performance.
2.2 Working principle of In-doped SnO$_2$ hydrogen sensors

For the sensor design and analysis, understanding of sensor working principles in detail helps optimize the design for better sensitivity and response time. Figure 14 shows the schematic view of a sensor with a sensing film and the interdigitated Au electrodes lying on the Si/SiO$_2$ substrate. Discontinuous Pt nanoclusters are on top of the sensing film, which is sputter-deposited as the catalyst. Adsorbed oxygen binds the electrons in the conduction band of SnO$_2$ surface and transfers to O$^-$ or O$_2^-$, which is not stable and transfers to O$^-$ unless it can occupy the oxygen vacancy immediately [143]. When introduced onto the Pt-catalyst surface which lowers the reaction energy, hydrogen molecules become dissociated by the catalytic reaction. The hydrogen atoms are then decomposed to hydrogen ions (protons) and free electrons. The generated protons react with adsorbed oxygen ions forming OH groups. Two adjacent OH groups combine with each other releasing water and an oxygen ion. During the whole process, one net electron is generated and contributes to the free electron density in SnO$_2$. The reactions are given in [4, 138]:

\[ O_{\text{ads}} + e^- \rightarrow O_{\text{ads}}^- \]  \hspace{1cm} (2.1)
\[ H_2 \rightarrow 2H_{\text{ads}} \]  \hspace{1cm} (2.2)

Figure 14: Working principle of the In$_2$O$_3$ doped SnO$_2$ hydrogen sensors.
The net reaction is:

\[ H_2 + O^-_{\text{ads}} \rightarrow H_2O_{\text{ads}} + e^- \] (2.7)

Reaction 2.1 happens before the hydrogen gas is introduced as the initial condition for the following reactions. Reaction 2.3 shows the electrons are from the dissociation of nascent hydrogen atoms, and this determines the increase rate of electron concentration on the surface for given \([O_{\text{ads}}^-]\). Doped In^{3+} cations helps to increase the concentration of surface-adsorbed oxygen ions which favor the forward reaction presented in Reaction 2.7 and increase the sensitivity of the sensing material (See section 1.3.2.2). The IDEs are used as the transducer to collect the electrons (electrical signal).

Two main parameters are used to characterize the sensor performance, sensitivity (S) and response time. The sensitivity (S) is defined as:

\[ S = \frac{R_o}{R_g} \] (2.8)
where $R_a$ and $R_g$ are the measured resistance of the sensor in air and in H$_2$ gas, respectively. In a MEMS sensor shown in Fig. 13 (a) or Fig. 14, both $R_a$ and $R_g$ consist of resistance of the material and the resistances at material/electrode interfaces.

Generally, in chemiresistor based hydrogen sensors, the response time ($t_{90}$) is defined as the time duration to reach 90% signal change (resistance change or sensitivity change) [46, 49, and 51]. According to the definition, the response time is associated with the sensitivity. For the sensors with the same resistance change (drop) rate, sensors with higher sensitivity always show longer response time as shown in Fig. 2.5.

![Figure 15: Relationship of the response time ($t_{90}$) and the sensitivity.](image)

Figure 15 shows the typical response of two chemiresistor based hydrogen sensors. Assume that Sensor 1 and Sensor 2 have the same resistance drop rate; Sensor 1 shows smaller response time just because of its lower sensitivity. But obviously, the response of Sensor 2 is not slower than Sensor 1. In this case, resistance change rate is more suitable to
represent the sensor’s response time. For the sensors with high sensitivity (larger than 10), the
time \((t_r)\) to reach one order magnitude change (drop) in sensitivity or resistance could be used
as the response time with a slightly larger value than \(t_{90}\). Because almost all the proposed
sensors in this work have the sensitivity larger than 10, \(t_r\) was used as the response time
throughout.

2. 3 Theoretical analysis of the MEMS hydrogen sensor

Conventionally, chemiresistor type sensor uses a pair of electrodes. Sensor signal comes
from the current between the electrodes. The transfer of the conduction electrons is affected
by the free charge losses due to the defects, various scattering centers and potential barriers at
the grain-grain interfaces [146]. A large gap between two electrodes means a large sensitive
area or more active adsorption sites, which enhances the sensitivity, though the current path
becomes long and free charge losses are greater [146]. If using IDEs with small gap, large
sensing areas may be maintained by using long fingers and a large number of fingers. The
small finger gap might reduce the free charge losses by shortening the current path, and thus
enhance the sensing signal (sensitivity). Advantages of fabricating micro IDEs using MEMS
technique include precise control of the geometry and dimension in batch production, which
leads to good reproducibility and low cost.
2.3.1 Theoretical model of IDEs

The main design parameters of interdigitated electrodes are the gap \( g \), finger width \( w \), finger length \( l \), and number of fingers \( N \) as shown in Fig. 16.

When electrical power is applied, the potential distribution \( V(r) \) is given as [150]:

\[
V(\vec{r}) = \int \int \frac{\sigma(\vec{r})}{4\pi\varepsilon|\vec{r} - \vec{P}|^2} d^3\vec{P}
\]  

(2.10)

where \( \sigma(r) \) is the distribution of the surface charges and \( \varepsilon \) is the dielectrical constant.
For long finger IDEs which have a periodic structure (edge effects at the finger tips are ignored), the potential distribution in the z direction (the direction along the finger length) is the same:

$$V(x, y, z) = V(x, y, 0)$$  \hspace{1cm} (2.11)

Therefore, by getting $V(x, y, 0)$ on the x-y plane, the whole distribution $V(x, y, z)$ could be obtained by repeating $V(x, y, 0)$ in z direction directly. The following discussion is focused on $V(x, y)$ in x-y plane.

Basically, there are three ways to place the electrodes as showed in Fig. 17.

Figure 17: A cross-section view of x-y plane with a pair of IDEs placed (a) at the bottom with applied voltage of $V_0$, (b) at the side, and (c) at the top of the sensing layer.

Figure 17 shows three possible configurations for placing the electrodes with respect to the sensing layer: at the bottom (Fig. 16 (a)), at the side (Fig. 16(b)) or at the top (Fig. 16 (c)) of the sensing layer. The configuration in Fig. 16 (b) has the simplest potential and electric...
field distribution. In the area between the electrodes, the distribution of potential $V_b(x,y)$ and electric field $E_b(x,y)$ are:

$$V_b(x,y) = \frac{V_0}{g} x$$  \hspace{1cm} (2.12)$$

$$E_b(x,y) = \frac{\partial V(x,y)}{\partial x} = \frac{V_0}{g}$$  \hspace{1cm} (2.13)$$

For configurations shown in Fig 16 (a) and (c), mathematically, the distribution of $V(x,y)$ and $E(x,y)$ in the sensing film are similar. Analysis is focused on the IDEs at the bottom (Fig. 16 (a)), which is the most possible case. By using Fourier series and applying the boundary conditions, Equation 2.10 is expressed as [150]:

$$V_n(x,y) = \frac{4V_0}{\pi} \sum_{n=1}^{\infty} \frac{1}{2n-1} J_0\left(\frac{(2n-1)\pi g}{2(w+g)}\right) \sin\left(\frac{(2n-1)\pi x}{2(w+g)}\right) \exp\left(-\frac{(2n-1)\pi|y|}{2(w+g)}\right)$$  \hspace{1cm} (2.14)$$

where $V_0$ is the applied voltage, $J_0$ the zeroth Bessel function of the first kind.

The electric field $E_a(x,y)$ and surface charge distribution ($\sigma(x)$) are calculated as [150]:

$$E_a(x,y) = -\nabla V_a(x,y)$$  \hspace{1cm} (2.15)$$

$$\sigma(x) = -2\varepsilon \lim_{y \to 0} \left(\frac{\partial^2 V(x,y)}{\partial^2 y}\right)$$  \hspace{1cm} (2.16)$$
The calculation was carried out with the following parameters: $V_0$ is 2 volts, $g$ and $w$ are 10 micron and 50 micron, respectively. Fig. 18 and Fig. 19 show the calculated results of the potential and electric field distribution along x-direction at a different height (in y direction). These results exhibit two interesting things. One is that at the edges of the electrodes, the maximum potentials are -1.2 Volts and 1.2 volts ($y = 0$ curve). The total potential drop is 2.4 volts, which is even larger than the applied voltage (2 volts). A similar phenomenon is observed on the electric field distribution. At the electrode edges, the electric field is much higher. The reason for this is that the surface charge distribution on the electrode surface is not uniform and that most charges accumulate at the edges (See Fig. 120).

Figure 18: Potential ($V_a(x,y)$) distribution on IDEs with 10 $\mu$m in gap, 50 $\mu$m in width and applied voltage ($V_0$) of 2 volts at various heights (distance from the electrode surface in y direction).
Figure 19: Electric field ($E_{a}(x,y)$) distribution on IDEs with 10 $\mu$m in gap, 50$\mu$m in width and applied voltage ($V_0$) of 2 volts at various heights.

Figure 20: Distribution of surface charge density $\sigma(x)$ on IDEs with 10 $\mu$m in gap and 50$\mu$m in width and applied voltage ($V_0$) of 2 volts.
Figure 20 shows, at the edges, that the surface charge density is much higher than that in the middle of the electrodes and drops rapidly from the edge to the center. This explains why electric field at the edge (near the surface) is much larger.

Another interesting observation is that the distribution of $E_a(x,y)$ in the $y$ direction is not uniform. With an increase in $y$ (vertical distance from the electrode surface), $E_a(x,y)$ drops rapidly. At the distance of 30 μm and above, intensity of the electric field $E_a(x,y)$ is much smaller than that on the electrode surface.

For n-type metal oxide semiconductors (such as In-doped SnO$_2$), the local current density ($J$) and the current ($i$) are expressed as:

$$J = \sigma_0 \cdot E \quad \text{(2.17)}$$

$$i = \int Jds = \int \sigma_0 Eds \quad \text{(2.18)}$$

where $\sigma_0$ is the local conductivity and $E$ is the electric field.

If the cross-section is chosen at $x = 0$ in Fig. 17 (a), where $V_a(0,y) = 0$, the direction of vector $E_a(x,y)$ is along $x$-direction and Equation 2.15 becomes:

$$E_a(x,y) \bigg|_{x=0} = -\frac{\partial V(x,y)}{\partial x} \bigg|_{x=0} \cdot i - \frac{\partial V(x,y)}{\partial y} \bigg|_{x=0} \cdot j = -\frac{\partial V(x,y)}{\partial x} \bigg|_{x=0} \cdot i \quad \text{(2.19)}$$

Current ($i(t)$) flowing in the layer with the height of $t$ is:
\[ i(t) = V_0 \frac{l}{\pi} \int_{y=0}^{y=t} \sigma_0(x,y)E_a(x,y) \bigg|_{z=0} dy \]  (2.20)

If \( I \) is the total current flowing through the sensing film, current fraction, \( i(t)/I \), predicts effective sensing film thickness. Figure 21 shows the calculated current fraction \( (i(t)/I) \) versus thickness of the sensing film. For the given sensing film with a thickness of 100 micron, 84.8% of the current flows in the 30 \( \mu \)m thick layer and 96.9% in 50 \( \mu \)m as shown in Fig.22. If the sensor shown in Fig. 22 is exposed to hydrogen, the local conduction, \( \sigma_0(x,y) \), of the top surface of the sensing film changes. Due to the small electric field, \( E_a(x,y) \), on the top surface, the current change is small, which means the resistance change is small for the given applied voltage at this particular time interval. Thus, to achieve fast response, a thin sensing film is preferred because even a small variation in the conductivity \( \sigma_0(x,y) \) could be amplified by a large factor of \( E_a(x,y) \) near the electrode surface, contributing to the sensing signals (See Equation 2.18).

![Figure 21: Current fraction in the sensing layer as a function of a thickness of t.](image)
Based on this analysis, the structure shown in Fig. 16(c) (IDEs on top) has an advantage because target gas (H₂) is introduced from the top and conductivity change happens at the top surface first. However, microfabrication of electrodes on the top of the porous sensing materials may introduce defects and/or contaminations. The fabrication steps that involve the use of photoresist, developer and etchants have a chance of damaging or degrading the sensing film. Some of the steps also involve thermocycling, which can lead to compromised properties. The drawback of the structure shown in Fig. 17 (a) (IDEs at the bottom) could be overcome by using a thin sensing film.

The expression of sensitivity, Equation 2.8, could be rewritten by utilizing the Equation 2.17 and 2.18 as:

\[
S = \frac{R_a}{R_g} = \frac{I_g}{I_a} = \frac{\left[ \sigma(x,y) E(x,y) \right]_{x=a} dy}{\sigma_0 \left[ E(x,y) \right]_{x=a} dy}
\]

(2.21)
where $I_a$ and $I_g$ are the current in air and current in $H_2$, respectively. $\sigma_0$ and $\sigma(x,y)$ are the local conductivity in air and in $H_2$, respectively.

In order to obtain the sensitivity of the sensor using Equation 2.21, the local conductivity $\sigma(x,y)$ should be derived ($\sigma_0$ is fixed for a given material and can be measured). Modeling of IDEs provide the distribution of $E(x,y)$, but do not give the information of $\sigma(x,y)$. The diffusion-reaction model shown in next section provides a way to get $\sigma(x,y)$.

2.3.2 Diffusion-reaction model of gas sensors

The diffusion-reaction model of sensor response was developed by Julian W. Gardner [147-148], especially for SnO$_2$ gas sensors. The mechanism is based on the following: the target gas is free to diffuse and react chemically at the grain surface, modifying the energy band and the conductance. The mathematical expression for the change in electron concentration is associated with the gas concentration by a power law [147-148]:

$$\Delta n(x,y) = k_1 C_{H_2}^m$$

$$n(x,y) = n_0 \cdot [1 + f(C_{H_2})]$$

where $\Delta n(x,y)$ is the change of the electron concentration, $f(C_{H_2})$ the function of the hydrogen concentration which is controlled by gas diffusion and the properties of the sensing film, $k_1$ the gas-sensitive parameters, $m$ a constant, typically, $0.3 < m < 0.9$, $n(x,y)$ the local concentration of the electrons, and $n_0$ the concentration of electrons when the sensor is placed in air.
By solving the diffusion equation with boundary conditions, \( f(C_{H_2}) \) could be expressed as [148]:

\[
f(C_{H_2}) = 1 - \frac{4}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^n}{2n+1} \cdot e^{-\frac{D_e(2n+1)^2 \pi^2 y_n^2}{4t_0^2}} \cdot \cos\left(\frac{(2n+1)\pi y}{2t_0}\right)
\]  

(2.24)

where \( D_e \) is the effective diffusion coefficient, and \( t_0 \) is the thickness of the sensing film.

The local conductivity of the sensing film \( \sigma(x,y) \) is:

\[
\sigma(x,y) = \mu q n(x,y)
\]

(2.25)

where \( \mu \) is the electron mobility and may be considered to be constant (\( \mu = 6.24 \times 10^{-3} \text{cm}^2/\text{V-s} \)) for a pure SnO\(_2\) film [149].

The sensitivity (S) is derived from Equation 2.21:

\[
S = \frac{R_a}{R_g} = \frac{\int_{y=0}^{y_{\text{ut}}} \sigma(x,y)E(x,y) \big|_{x=0} \, dy}{\int_{y=0}^{y_{\text{ut}}} \sigma(x,y) \big|_{x=0} \, dy} = \frac{\int_{y=0}^{y_{\text{ut}}} f(C_{H_2})E(x,y) \big|_{x=0} \, dy}{\int_{y=0}^{y_{\text{ut}}} E(x,y) \big|_{x=0} \, dy} + 1
\]

(2.26)
To simplify this expression of sensitivity, the expressions of $E(x,y)|_{x=0}$ (Equation 2.19) could be replaced by Equation 2.27, which is the electric field of a semi-infinite pair of electrodes with the assumption that the width of electrode is infinite [148]:

$$E_a = \frac{V}{\pi} \left[ \left( \frac{y}{t_0} \right)^2 + \frac{g^2}{4t_0^2} \right]^{-\frac{1}{2}}$$ (2.27)

The sensitivity, Equation 2.26, becomes [147]:

$$S = \frac{\int_{y/t=0}^{y/t=1} \left\{ F(C_{H_2})/\left[ \left( \frac{y}{t} \right)^2 + \left( \frac{g}{2t} \right)^2 \right]^{\frac{3}{2}} \right\} t(y/t)}{\ln \left\{ \left[ 1 + \left( \frac{g^2}{4t^2} \right)^{\frac{3}{2}} \right] \left( \frac{g}{2t} \right) \right\} + 1}$$ (2.28)

Equation 2.28 shows that the parameters of IDEs do affect the sensitivity. Numerical calculations were carried out based on Equation 2.28 as shown in Fig. 23 [6]. Figure 21 (a) shows the gas concentration profile at various times as the fraction of the diffusion time constant $t_0^2/D_e$. $D_e$ is not known for the In-doped SnO$_2$. If using the value reported in [152], $D_e$ is $7.6 \times 10^{-6}$ cm$^2$/s. So within $10^{-4}$ seconds, the concentration at the bottom of the sensor reaches 90% of the concentration on the surface when the thickness $t_0$ is 120 nm. Figure 23 (b) shows the sensitivity versus time with different electrode gap sizes. The size of the gap does affect the sensitivity.
However, the diffusion-reaction model is based on the thick porous film and the semi-infinite assumption is not suitable for some IDE designs, especially where the electrode width is comparable to other parameters. For a thin sensing film with a limited electrode width, there is a need to find a new model to analyze the sensor’s performance.

2.3.3 Model analysis on thin film micro-gap sensors

2.3.3.1 Sensitivity

The structure (electrode at the bottom) shown in Fig 16 (a) is used in this work to avoid introducing defects and/or contaminations and to increase the sensing area. Based on the analysis in Section 2.3.1, IDEs can transfer the conductance change to sensing signal more effectively using a thin sensing film. However, when the film thickness is below 200 nm, the porosity drops dramatically [138]. The compact film may reduce the reaction sites and result
in low sensitivity. The optimized thickness is 120 nm according to previous results [138]. In this work, the thickness of the sensing film used in all the devices was controlled to be around 120 nm.

Figure 24 shows the schematic view of the proposed micro-gap sensors and the equivalent circuitry. The thickness of the sensing film and Au electrodes are 120 nm and 200 nm, respectively, for all the micro-gap sensors.

![Figure 24](image)

**Figure 24:** (a) Schematic view of the micro-gap sensor. $E_a$ and $E_b$ are the electric fields above and between the electrodes, respectively. (b) Equivalent circuitry.

In Fig. 24 (a), because the thickness of the sensing film is smaller than the thickness of the electrodes, some sensing materials are on top of the electrodes and some are in between after a dip-coating process (Details in Chapter 3). As shown in Fig. 25, the electric field on the electrode is weak except at the edges, the sensing material on the electrodes does not contribute much to the total resistance. Most of the current flows through the material between the electrodes, therefore, the resistance of the material on the electrodes is ignorable. Figure 24 (b) shows the simplified equivalent circuitry. The resistance of the device consists of two contact resistances plus the bulk resistance of the sensing film between the electrodes.
Because the grain size of the In-doped SnO$_2$ was measured to be 10 nm, the grain boundary control model (See Section 1.3.1) is applied. A one-dimension model [153] is shown in Fig 26.
The total resistance $R_t$ and the bulk resistance $R_b$ are:

$$R_t = 2R_e + (N_p - 1)R_g \quad \quad (2.29)$$

$$R_b = (N_p - 1)R_g \quad \quad (2.30)$$

So the sensitivity derived from 2.8 is:

$$S = \frac{R_a}{R_g} = \frac{R_{c-a}}{R_{c-g}} = \frac{2R_{c-a} + (N_p - 1)R_{g-a}}{2R_{c-g} + (N_p - 1)R_{g-g}} = \frac{2}{2 + (N_p - 1)\frac{R_{g-g}}{R_{c-g}}} S_c + \frac{(N_p - 1)}{2R_{c-g} + (N_p - 1)\frac{R_{g-g}}{R_{c-g}}} S_g \quad \quad (2.31)$$

$$S_c = \frac{R_{c-a}}{R_{c-g}} \quad \quad (2.32)$$

$$S_g = \frac{R_{g-a}}{R_{g-g}} \quad \quad (2.33)$$

where $R_{c-a}$ and $R_{c-g}$ are the contact resistances in air and in hydrogen gas, respectively. $R_{g-a}$ and $R_{g-g}$ are the grain-grain interface resistances in air and in hydrogen gas, respectively. $S_c$ and $S_g$ are the sensitivity of the contact and grain-grain interface, respectively.

All of the eight unknowns, $S$, $R_{c-a}$, $R_{c-g}$, $R_{g-a}$, $R_{g-g}$, $S_c$, $S_g$ and $N_p$, can be measured or calculated. The advantage of the model is it involves the effects of contact resistances at the
2.3.3.2 Response time

In the diffusion-reaction model (Section 2.3.2), the response time is controlled by the diffusion time in the thick film. For the particular In-doped SnO$_2$ nanoparticle thin film, there is no data for the diffusion constant. It is unknown how long the diffusion process will be. Considering the sensitivity of most of the proposed micro-gap sensors in this work are larger than 1,000, the diffusion might not be the controlling factor of the response time ($t_r$). For the micro-gap sensors (Fig. 24 (a)), the electric field between electrodes is uniform. If the material between the electrodes is divided into 12 uniform layers with a thickness of 10 nm, the resistances of each layer is equal, due to the uniform electric field $E_b(x,y)$.

It is reasonable to divide the sensing film into 12 layers because the total thickness of the film is 120 nm and nanoparticle size is around 10 nm. The total resistance ($R_t$) is expressed as:

$$\frac{1}{R_t} = \sum_{n=0}^{11} \frac{1}{R_{bn}}$$  \hspace{1cm} (2.34)

where $R_{bn}$ is the bulk resistance of the nth layer.

Assume in the time interval $\Delta t$, chemical reactions induced by the introduction of H$_2$ are completed (in equilibrium status) in the first (top) layer and the resistance of the first layer, $R_{b0}$, drops to its saturated value. The total resistance change in $\Delta t$ is shown in Fig.27.
Figure 27 shows that if the sensitivity is larger than 100, in $\Delta t$, the $R_{b0}$ drops to less than $10^{-2}R_{b0}$, and the total resistance change is more than one order of magnitude. So the response time ($t_r$), is not larger than $\Delta t$. Obviously, the time to reach the saturated resistance in $H_2$ is determined by diffusion, but according to the definition of the response time, $t_r$ is not controlled by the diffusion but is determined by the chemical reactions on the top surface of the sensing film.

2.3.4 Model analysis on thin film nano-gap sensor

For the nano-gap sensors, the dimension of the IDEs are comparable to the thickness of the sensing film (120 nm) as shown in Fig 28.
Figure 28: Schematic view of the nano-gap sensors with an electrode thickness \( (t_{Au}) \) of 50 nm and a sensing film thickness of 120 nm. Sensing film with a thickness of 70 nm is on top of the IDEs.

For IDEs with 5 nm in gap and 5 nm in width, the distribution of the electric field above the electrode is not uniform as shown in Fig 29.

Figure 29: Electric field distribution above the IDEs with 5 nm in gap and 5 nm in width.

In Fig 29, when the height \( (y) \) is larger than 5 nm, the electric field is very weak. The same phenomenon discussed in Section 2.3.1 happens, i.e., most of the current flows through the layer within the thickness of 5 nm above the IDEs. The nano-gap sensors have to wait for the hydrogen to diffuse from the top to the bottom layer in order to obtain good sensitivity.
This increases the response time, therefore, a larger width and/or a larger gap are desirable for nano-gap sensors

For the IDEs with 1000 nm in finger width and 100 nm in gap, the electric filed above the electrodes is shown in Fig 30 and the current contribution from layers with different thickness is shown in Fig 31.

Figure 30: Electric field above the electrodes with 100 nm and in gap 1000nm in width.
As show in Fig.30, the distribution of the electric field in the film (70 nm in thickness) above the electrodes are relatively uniform compared to Fig 29. The current fraction is linear with thickness of the sensing film, which means the conductivity change on the top surface of the sensing film could be converted to sensing signal, effectively contributing to fast response.

As showed in Fig. 28, in the nano-gap sensors, the sensing film above the IDEs can not be ignored like with micro-gap sensors, because electrons can take a different path to reach the cathode, bypassing the area between the electrodes. The sensitivity for the nano-gap sensors derived from Equation 2.21 becomes:
The sensitivity (S) is related to the parameters of the electrodes due to $E_a$ and $E_b$. Unfortunately, the trend of how these parameters affect the sensitivity is not clear from the complex Equation 2.35 for the nano-gap sensors. Real experiments are needed to explore the relationship and to improve the sensors performance.
CHAPTER 3 FABRICATION AND TESTING OF HYDROGEN MICRO SENSORS

As discussed in Chapter 2, in order to verify the validity of identified design parameters based on theoretical analysis and measure the sensor characteristics empirically, hydrogen sensors were fabricated and tested. This provides insight into the effects of design parameters of IDEs on the sensor performance due to the unknown local conductivity ($\sigma(x,y)$) changes.

3.1 Fabrication of micro sensors

Using microfabrication techniques, the IDEs were fabricated starting with a silicon substrate.

The parameters of IDEs were:

- $g$ (gap between electrodes): 2 ~ 20 microns,
- $l$ (length of a finger): 100 ~ 1000 microns, and
- $w$ (width of a finger): 5 ~ 50 microns.
- $N$ (total number of fingers in one electrode): 8.

Figure 32 shows the fabrication steps of the sensors.
A 3” single-side polished Si wafer (n-type, (100) orientation, 380 μm ± 25 μm, University Wafers) was used as the substrate. The wafer was cleaned with acetone, methanol and deionized (DI) water in sequence and dried by nitrogen gas (N₂). Acetone was used to remove organic contaminations. Methanol and DI water were used to dissolve acetone and methanol, respectively. Serving as an insulation layer, silicon dioxide (SiO₂) with the thickness of 500 nm was thermally-grown on top of the Si wafer by the wet oxidation process at 1100°C for 1 hour. 20 nm-thick Chromium (Cr) and 200-nm thick gold (Au) layers were deposited on the wafer by thermal evaporation as the electrode material in sequence. This thin Cr layer (20 nm) worked as the adhesion layer for Au. 1.2 μm-thick positive photoresist (PR) (Shipley 1813) was spin-coated on the wafer at 3000 RPM for 30 seconds. PR was baked at 100 °C in oven for 3 minutes to remove the solvent. After cooling down to room temperature, the wafer was mounted on the mask aligner (E VG620 double–side mask aligner,
EV Group Corp.) for patterning. IDEs patterns were transferred from the mask to the PR by UV-lithography with dosage of 120 mW/cm². After developing in the developer (CD-26) for 1 minute, the wafer was dried by N₂ and the patterns in PR were checked with a microscope. The exposed Au/Cr was removed by wet chemical etching with PR as the etching mask. The Au etchant consisted of 4 g Potassium iodide (KI,) 1 g Iodide (I₂) and 40 ml DI water. The Au etching rate was 200 nm/min at room temperature. The commercial Cr etchant from Micron was used to remove the Cr layer. The Cr etching rate was 40 micron/min at 40 °C. When the etching was done, IDEs patterns were checked again with the microscope. Then, the PR on the Au/Cr IDEs was removed by acetone. Oxygen plasma was applied to remove the PR residue on Au/Cr electrodes to obtain clean surfaces. The wafer was diced and ready for In-doped SnO₂ coating.

The In-doped SnO₂ nanoparticle thin films were prepared by Dr. Seal’s group at UCF [134-135]. The sol-gel dip-coating method was used to deposit the In-doped SnO₂ on the MEMS sensor platforms. The tin-isopropoxide (Sn[OC₃H₇]₄) (10%, w/v) solution in isopropanol (72 vol%) and toluene (18 vol%), corresponding to the concentration of 0.23M of tin-isopropoxide, was used with the addition of calculated amount of indium(III)-isopropoxide (In[OC₃H₇]₃) to obtain the solution of 6.5 mol % In-doped SnO₂. After one dip-coating step, a 65-nm thick film was deposited on the MEMS sensor chips. The coated chips were dried at 150 °C for 30 min in the oven. The dip-coating and drying process were repeated one more time to obtain the 120 nm-thick film. Pt nanoclusters were deposited on the sensors by sputtering (sputter coater, K350, Emitech Ltd.) for 10 seconds as the catalyst. The sensors were baked at 400 °C in oven for 1 hour. After cooling down to room
temperature, the sensors were inspected by AFM (Atomic Force Microscopy) and packaged for hydrogen testing.

Figure 33 shows a typical AFM image of the In-doped SnO$_2$ nanoparticle thin film on the sensor surface. The size of the nanoparticles was established to be 10 nm. The film was porous with a large surface to volume ratio, which is expected to contribute to the high sensitivity. The sensors were wire-bonded to a 32-pin dual line ceramic package as shown in Fig 34 for testing.

![AFM image of In-doped SnO$_2$ nanoparticles on the sensor surface.](image-url)

Figure 33: AFM image of In-doped SnO$_2$ nanoparticles on the sensor surface.
3.2 Testing of the micro-gap sensors

All the testing was carried out at the room temperature (22 °C) in a 50-litre testing chamber with the applied voltage of 10 volts. Air pressure within the test-chamber was maintained at 50 Torr using a turbo-pump. Mass-flow-controllers were used to regulate the volume of nitrogen (N₂) and hydrogen (H₂) into the test-chamber. The sensors were tested at hydrogen concentrations ranging from 9 ppm (parts per million) to 900 ppm. Figure 35 shows a schematic of the test setup.
The test setup includes gas (H₂ and N₂) cylinders, a gas mixer, flow rate controllers, the 50-litre test-chamber and a computer. The resistances of up to 4 sensors could be monitored at the same time.

A typical testing result of a hydrogen micro sensor with 5 μm in gap at room temperature is shown in Fig. 36. When hydrogen gas was introduced into the testing chamber at time \( t_1 \), the resistance dropped dramatically with the drop rate of 827 KΩ/sec. At \( t_2 \), the resistance dropped by one order of magnitude. The response time, \( t_r \), could be calculated as:

\[
 t_r = t_2 - t_1
\]  

(3.1)
After the resistance dropped to its saturated (minimum) value at \( t_3 \), hydrogen gas was stopped and compressed air was introduced. Then, the resistance started to increase and finally recovered.

The sensitivity (S) was calculated as:

\[
S = \frac{R_{t_1}}{R_{t_3}}
\]  

where \( R_{t_1} \) and \( R_{t_3} \) are the resistance values at time \( t_1 \) and \( t_3 \), respectively.

Figure 36: A typical testing result of a MEMS hydrogen sensor. The gap, length and width of fingers are 5 \( \mu \)m, 1000 \( \mu \)m, and 50 \( \mu \)m, respectively.
3.2.1 Gap effect

Figure 37 shows the trend of the gap effects on sensitivity. All the sensors have the same parameters \( W = 50 \, \mu\text{m}, \ l = 1000 \, \mu\text{m} \) and \( N = 8 \) except the gap size. In Fig. 37, the sensitivity increases with an increase in gap. For the gap size of 20 \( \mu\text{m} \), the highest sensitivity of 70,000 was achieved. A larger electrode gap means a larger sensing area and more available reaction sites. As seen in Reaction 2.7, more \( \text{O}_{\text{ads}}^- \) ions will drive the reaction in the forward direction and more electrons can be generated contributing to the resistance drop. In Fig. 13 (in Chapter 2), the 50 \( \mu\text{m} \)-gap sensors showed the sensitivity of 2200 which is less than that of the 20 \( \mu\text{m} \)-gap sensor because in the 50 \( \mu\text{m} \)-gap sensor, \( N \) is 4 and \( l \) is 500 \( \mu\text{m} \). The sensing area is much smaller than that of a 20 \( \mu\text{m} \)-gap sensor.

![Figure 37: Effect of the electrode gap on the sensitivity of the micro-gap sensors.](image)
Although the increased gap results in a larger sensitivity, there is a limitation in this trend. A larger gap increases the length of current path and free electron losses due to electron trapping at defect sites and scattering at various scattering centers. That is why the macro sensor (showed in Fig. 11 in Chapter 2) with 1 cm gap and much large sensing area showed a poor sensitivity of less than 0.5.

The effect of the gap size on the response time is showed in Fig.38. Sensors with the smaller gap exhibited faster response. The main reason for this can be found in a high electric field \(E(x,y)\), which assists Pt to dissociate \(H_2\). As discussed in Takahashi et al.’s work [152], when the electric field is above \(10^2\text{V/cm}\), Pt is found to be very effective at facilitating \(H_2\) dissociation into protons. Extra protons generated could drive the Reaction 2.3 and 2.7 to the forward direction to generate more free electrons. The higher the electric field, the more \(H_2\) is dissociated and hence the faster the resistance drop. For the interdigitated electrodes of the sensors, with a smaller electrode gap, a higher electric field (Equation 2.13) is generated under a fixed measuring potential, therefore, it is believed that the faster resistance drop happens in smaller gap sensors, showing a shorter response time.
3.2.2 Length effect

Figure 39 and 40 show the length effects on sensitivity and response time, respectively. Because a longer electrode means a larger sensing area, the sensitivity increases with the length. There is no significant change in response time due to the constant gap size.
3.2.3 Width effect

When hydrogen atoms penetrate the sensing film and accumulate at the interface of electrodes (Au) and the sensing film, the work function of the electrode is tuned. This results
in a change of height of the potential barriers at the interface. The contact resistance will change when the sensor is exposed to H₂ gas resulting in the change of sensitivity at the electrode/material interface [128, 130-132].

The effect of width was studied using sensors with 5 μm in gap but with a different finger width (5μm, 10μm and 50μm). As shown in Table 1, sensitivity increases with width of the electrodes. It is also found in Table 1 that the initial resistance (R_a) increased with the width and the saturated resistance (R_g) in H₂ decreased with the width. Obviously, according to the definition of the sensitivity, sensitivity increases with width. To understanding this trend, the one-dimension model introduced in Section 2.3.3.1 was applied. R_a and R_g are redefined as:

\[
R_a = 2R_{c-a} + R_{f-a} \tag{3.3}
\]
\[
R_g = 2R_{c-g} + R_{f-g} \tag{3.4}
\]

where R_{f-a} and R_{f-g} are the resistances of the sensing film between the electrodes in air and in H₂, respectively.

Considering that both R_{f-a} and R_{f-g} should be the same for all the three sensors due to the same gap size (as discussed in Section 2.3.3.1), it is deduced from the Equation 3.3 and 3.4 that R_{c-a} increases with the width in air and R_{c-g} decreases with the width in H₂. According to the definition of the sensitivity (S_c) at the interface of the electrode and material (Equation 2.32), S_c increases with the electrode width.
The total sensitivity ($S_t$) originates from the contributions of the sensitivities of the interface and sensing film [151]. The larger sensitivity of the interface induced by wider electrodes, contributes to the larger sensitivity.

Table 1 Sensitivity and resistances of 5 μm gap sensors with various width.

<table>
<thead>
<tr>
<th>Sensor #</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Width</td>
<td>5</td>
<td>10</td>
<td>50</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>482</td>
<td>515</td>
<td>3600</td>
</tr>
<tr>
<td>Initial resistance</td>
<td>34 MΩ</td>
<td>56 MΩ</td>
<td>83 MΩ</td>
</tr>
<tr>
<td>Saturated resistance in H₂</td>
<td>110 KΩ</td>
<td>98 KΩ</td>
<td>22 KΩ</td>
</tr>
</tbody>
</table>

3.2.4 Humidity effect

The variation of the initial sensor resistance ($R_a$) due to humidity was observed in our experiments as shown in Fig.41. In the testing, the environment humidity was measured as 55%. Right after the vacuum was applied, the initial resistance increased sharply. It is believed that the increase in $R_a$ is due to the decrease in humidity. Within 1 minute, the vacuum reached 50 Torr and the humidity was monitored at 14%. In the following 8 hours, the resistance increased to 100 MΩ slowly and the humidity was reduced to 12%. Reducing the vacuum to 5 Torr, the resistance increased but became unstable. When 55 % humidity was introduced, the resistance dropped dramatically by more than two orders of magnitude. This testing result clearly showed the influence of the humidity on the initial resistance of the
sensor. It is well known that H$_2$O acts like a reducing gas to SnO$_2$ to reduce the resistivity [129-130, 144, 153–155]. Two mechanisms have been suggested [153]: (1) Water molecules are adsorbed on the SnO$_2$ surface and become dissociated into OH$^-$ and H$^+$; they bind themselves to lattice Sn$_{lat}$ and O$_{lat}$, respectively, and release a free electron. The reaction is given as [153]:

$$H_2O + Sn_{lat} + O_{lat} \rightarrow (HO - Sn_{lat}) + O_{lat}H^- + e^- \quad (3.5)$$

(2) After H$_2$O is adsorbed and dissociated on SnO$_2$ surface, the H$^+$ reacts with lattice O$_{lat}$ to form another OH$^-$ group. Two OH$^-$ groups bind with 2 lattice Sn$_{lat}$ and generate a surface oxygen vacancy [153]:

$$H_2O_{gas} + 2Sn_{lat} + O_{lat} \rightarrow 2(HO - Sn_{lat}) + V_o \quad (3.6)$$

Oxygen vacancies could diffuse inside of SnO$_2$ acting like donors:

$$V_o \rightarrow V_o^{2+} + 2e^- \quad (3.7)$$
Though both of the mechanisms are based on the high temperature (400 K) assisted water dissociation [153], dissociation of water molecules could happen at low temperature [154]. The resistance change in humidity at room temperature was reported in Ref [155] and observed in our own experiments.

With the increase in humidity, water molecules could condense and form liquid water. The conduction mechanism becomes electrolytic depending on the porosity of the film. \( \text{H}^+ \), \( \text{OH}^- \) and \( \text{H}_2\text{O}^+ \) in the water layer are the main carriers in this case.

In this work, a porous thin PMMA (polymethylmethacrylate) layer was used to partially prevent humidity effects due to its water adsorption ability. Figure 42 shows that the PMMA coating did reduce the effect of humidity on resistance. In Fig. 42, when 55% humidity was introduced, the resistance of the uncoated sensor dropped by more than two orders of magnitude.
magnitude. For the PMMA-coated sensor, the drop was less than one order of magnitude and this proved that a PMMA coating can reduce the humidity effect significantly.

The hydrogen sensing response of the PMMA-coated sensor was tested and is shown in Fig. 43. When hydrogen was present, the resistance dropped dramatically and recovered after hydrogen was stopped and air was introduced. The PMMA-coated sensor showed good sensor response with PMMA coating. This is believed to be due to the PMMA coating, which could block water molecules and let the hydrogen molecules pass.

Figure 42: Humidity effect on PMMA coated and uncoated sensors.
Figure 43: Comparison of the sensors with and without PMMA coating.

3.3 Portable Instrument

A portable hydrogen detection instrument was designed based on a linear response of the fabricated hydrogen sensors. Figure 44 shows the devices fabricated for a portable instrument. In Fig 44 (a), 112 sensors were fabricated on a 3” Si wafer. A diced single chip with a size as small as 3 mm × 3 mm is shown in Fig 44 (b). Figure 44 (c) shows a packaged micro sensor, which is ready for insertion in the portable instrument. The details of the IDEs structure are shown in Fig. 44 (d). The sensor response to various concentrations was tested as shown in Fig. 45. The sensor could detect H₂ with a concentration as low as 9 ppm, and the sensitivity increased linearly with the concentration from 9 ppm to 900 ppm. This linear response and low detection limit make the sensor attractive for portable instruments.
Figure 44: MEMS sensors fabricated for a portable hydrogen instrument: (a) wafer level view, (b) a diced chip (3 mm x 3 mm), (c) enlarged view of IDEs, and (d) a packaged sensor.

Figure 45: Calibration curve for portable instrument.
Fig 46 shows the portable hydrogen detection instrument with a hydrogen micro sensor inside. The values of resistance of the sensor at typical concentrations (400 ppm and 900 ppm) were “written” into a micro control unit (MCU) in the instrument. The MCU generated and stored a “data base” of resistance versus concentration linearly based on the recorded resistance values. MCU could transform the signal (resistances) obtained from the sensor to a signal of the concentration by comparing the collected resistances from the sensor with the data base. Converted signals were sent to the piezo buzzer for alarm signals and the liquid crystal display (LCD) circuitry shows the concentration level from 0.01 up to 0.99, in which the numerical value of 1.00 corresponds to LFL (lower flammable limit) of hydrogen gas. The whole instrument consisted of a microsensor, a MCU (ATmega48V), a LCD, a piezo buzzer, a positive voltage regulator (SPX3819) and a step-up DC/DC converter (HT7737). Testing of the instrument was carried out at room temperature without inclusion of any heating element for sensor activation. After 1 minute initialization, the instrument was ready for hydrogen detection. Upon exposure to hydrogen gas blown over the instrument, it generated a warning alarm signal and displayed concentration level immediately, due to the fast resistance drop of the sensor inside.
Figure 46: Portable H$_2$ detecting instrument with a H$_2$ microsensor inside.
CHAPTER 4 NANO—GAP HYDROGEN SENSORS

In the real application of a hydrogen sensor, early warning is one of the most important requirements when there is a gas leak. Therefore fast response is a critical characteristic for any practical implementation of a hydrogen sensor. From the results of the hydrogen micro sensors, a trend was observed in which a smaller gap leads to a faster response. IDEs with various gap sizes in nanometer scale were designed and fabricated to inspect the response to hydrogen.

4.1 Fabrication of nano-gap sensors

The fabrication steps, as showed in Fig. 47, are similar to those of the micro sensors. A 3” single-polished Si wafer was used as the substrate. A 500 nm SiO₂ layer was thermally grown on the Si wafer as an insulation layer. The micro-scale Au/Cr contact pads were fabricated by UV-lithography and chemical etching. The Au/Cr contact pads were for wire-bonding and the total thickness was 220 nm. To generate nano-gap IDEs, PMMA (495 PMMA A6, MicroChem Corp.) resist was used for e-beam lithography. PMMA was spin-coated on the wafer at 4000 RPM for 45 seconds to reach the thickness of 300 nm. The wafer was baked at 170 °C on a hotplate for 10 minutes and then cooled down to the room temperature. The e-beam writing was carried out by Leica EBPG5000+ Electron Beam Lithography System with a dose of 550 μC/cm² and beam size of 1 nA. The sample was developed in 1:3 MIBK (methyl isobutyl ketone): IPA (isopropyl alcohol) for 30 seconds, rinsed in IPA for 1 minute, and then dried by N₂. 4 nm Cr and 50 nm Au layers were
deposited on the wafer in sequence for the electrode materials by thermal evaporation. Patterns of electrodes were transferred to the Au/Cr layer by lift-off process in which PMMA was removed by acetone. The wafer with nano-gap IDEs was diced and ready for the sensing material integration. Figure 48 shows the SEM (scanning electron microscopy) images of PMMA patterns and Au/Cr IDEs with nano-gaps. 120-nm thick In-doped SnO$_2$ sensing film was deposited on the IDEs using the same process used in the micro sensor fabrication. Pt sputtering was carried out for 7 seconds, instead of 10 seconds (for the micro sensor fabrication), to avoid a continuous Pt film between the nano-gaps. The sensor was wire-bonded to a dual-line package for testing.

![Figure 47: Fabrication steps of nano-gap sensors: (a) SiO$_2$ grown, (b) fabrication of contact pads, (c) e-beam writing, (d) Au/Cr deposition and lift-off, (e) protection layer coating, (f) In-doped SnO$_2$ coating, and (g) lift-off and wire-bonding.](image-url)
Figure 48: SEM images of PMMA patterns (a) in detail and (b) overview, and images of Au/Cr electrodes (c) in detail and (d) overview.

4.2 Testing of the sensor response

4.2.1 Sensitivity, repeatability and response time

The testing condition are the same as that for the micro-gap sensor testing. Figure 49 shows the testing result of a 200-nm gap sensor. Upon admission of the hydrogen into the chamber, the resistance of the sensor dropped from an initial value of 74 MΩ, to 6.7MΩ in 35 seconds. The resistance change rate is as large as 1.92 MΩ/second. This result clearly shows room temperature hydrogen detection with fast response as expected. After attaining a steady state condition, the chamber pressure was restored to 760 Torr. The sensor signal was recovered after measurement as shown in the graph (Fig. 49).
Figure 49: Resistance variation of the 200-nm gap hydrogen sensor in response to 900 ppm hydrogen at room temperature.

Figure 50 shows the gap effects on the nano-gap sensors. As expected, the sensitivity increased, with the gap size exhibiting the same trend found in the micro-gap sensors (See Fig. 37).
The repeatability has been tested to confirm the sensor performance under dynamic operating conditions as shown in Fig. 51. The device showed recovery at each run, which proved the repeatability of the nano-gap sensors.

Figure 50: Effect of gap size on the sensitivity of the nano-gap sensors.

Figure 51: Multi-circle testing to test the repeatability of the nano-gap sensors in 900 ppm H$_2$ at room temperature.
The fastest response of 35 seconds was observed from the 200 nm gap sensor. It is related to the high electric field, which assists Pt to dissociate the hydrogen as explained in Section 2.3.1. It is postulated that a larger population of electrons transferred to conduction band in a short time interval, thus contributing to the quickly reduced resistance.

4.2.2 Effect of the applied voltage

The testing of the sensor response under various applied voltages was carried out on the nm-gap sensors. Significant changes in the sensor response were observed on the 100-nm gap sensor as shown in Fig. 52.
Figure 52: Effect of applied voltage on the sensor performance (a) resistance change and (b) sensitivity change with applied voltages.

Figure 52 (a) shows the resistance changes with various applied voltages. The response of the sensor varied with the applied voltages. The sensor exhibited the highest initial resistance at the lowest applied voltage (0.4 volt) and decreased with the increasing applied voltage. The calculated sensitivities were shown in Fig. 52 (b). The sensitivity dropped with the applied voltages from 7224 at 0.4 volt to 5 at 10 volts. Similar phenomena was observed on 200-nm gap sensor as shown in Fig 53, though the sensitivity drop of the 200 nm-gap
sensor is not as much as that of the 100-nm gap sensor. For the 500-nm gap and 1000-nm gap sensors, the trend in which the resistance (sensitivity) varies with the change in applied voltages is not obvious, as showed in Fig 54. When the applied voltage changed from 10 volts to 0.4 volt, the resistance of the 100 nm-gap sensor increased sharply, while that of the 500-nm and 1000-nm gap sensors did not change much. The resistances recovered when the applied voltage changed back to 10 volts. In repeated runs, all of the sensors were working in the same way, and the trend was repeatable.

Figure 53: Sensitivity change with applied voltages on a 200 nm-gap sensor.

A focus was placed on the 100-nm gap sensor. Table 2 lists the initial resistances and currents, saturated resistances and currents in H2 and response time of the 100-nm gap sensor at various applied voltages.
Figure 54: Changes of Initial resistance of nano-gap sensors with applied voltages.

Table 2 Sensitivity and response time of 100-nm gap sensors

<table>
<thead>
<tr>
<th>Applied voltage (volt)</th>
<th>0.4</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial resistance (M(\Omega))</td>
<td>83</td>
<td>11</td>
<td>1.3</td>
<td>0.47</td>
<td>0.21</td>
</tr>
<tr>
<td>Initial current (nA)</td>
<td>5</td>
<td>91</td>
<td>1561</td>
<td>10486</td>
<td>48161</td>
</tr>
<tr>
<td>Saturated resistance (K(\Omega))</td>
<td>12</td>
<td>19</td>
<td>34</td>
<td>42</td>
<td>42</td>
</tr>
<tr>
<td>Saturated current ((\mu)A)</td>
<td>33</td>
<td>50</td>
<td>59</td>
<td>119</td>
<td>238</td>
</tr>
<tr>
<td>Response time (Sec.)</td>
<td>7</td>
<td>15</td>
<td>88</td>
<td>217</td>
<td>1048</td>
</tr>
</tbody>
</table>

Based on the data listed in Table 2, I/V curves of the sensor before being exposed to H\(_2\) and in H\(_2\) are shown in Fig 55. In Fig. 55 (a), initial current (I) was as small as 5 nA at 0.4 volt, and increased exponentially. At higher voltages, the current increased linearly. This I/V curve is similar to that of a Schottky diode followed by a pure resistor. This is reasonable because of the presence of Schottky contacts at the electrode/material interfaces due to the different work functions [128-132]. At the low applied voltage, current (I) was controlled by
the Schottky barriers at the electrode/material interfaces. With the increase of the applied voltage, I increased, but was constrained by the resistance of the sensing material showing the linear trend. In Fig. 55 (b), I increased linearly with the applied voltages, which implies the Schottky barriers are weakened with the present of H₂ [72, 74]. To explain this phenomenon, a new conduction model is proposed as shown in Fig 56.

![Figure 55: I/V curves of the 100-nm gap sensor (a) before exposed to H₂ (in Air) and (b) in H₂.](image-url)
Figure 56: A proposed model based on the Schottky diode assumption. The electrode/material interfaces are considered as Schottky diodes and the sensing film (In-doped SnO₂) is considered as a uniform varistor. $V_{\text{Forw}}$, $V_m$ and $V_{\text{Rev}}$ are the potential drop over the left Schottky diode ($D_1$), the sensing material and the right Schottky diode ($D_2$), respectively. $V$ is the applied voltage. $R_b$ is the bulk resistance of In-doped SnO₂. $\rho$ is the resistivity of In-doped SnO₂. $g$ and $A$ are the gap and area of the cross-section, respectively.

In this model, the contacts at the electrode/material interfaces are considered Schottky diodes, and the device is considered to be two Schottky diodes ($D_1$ and $D_2$) connected back-to-back with a series resistance from In-doped SnO₂ in between. When the voltage ($V$) is applied, $D_1$ is forward biased and the potential drop, $V_{\text{Forw}}$, is assumed to be small. $D_2$ is reverse biased, and $V_{\text{Rev}}$ is determined by $R_b$. The governing equations of this model are:
\[ V = V_{\text{Forw}} + V_m + V_{\text{Rev}} \]  \hspace{1cm} (4.1)  \\
\[ I = I_{\text{Forw}} = I_m = I_{\text{Rev}} \]  \hspace{1cm} (4.2)  \\
\[ V_m = \rho \frac{g}{A} I_m \]  \hspace{1cm} (4.3)  \\
\[ I = \frac{V}{R} \]  \hspace{1cm} (4.4)

Assume \( V_b \) is the breakdown voltage of the Schottky diode, the current \( I_{\text{Rev}} \) of D2 could be expressed as:

\[ I_{\text{Rev}} = K_1 \exp[K_2 (V_{\text{Rev}} - V_b)] \quad \text{when } V_{\text{Rev}} > V_b \]  \hspace{1cm} (4.5)  \\
\[ I_{\text{Rev}} = K_3 \quad \text{when } V_{\text{Rev}} < V_b \]  \hspace{1cm} (4.6)

where \( I \) and \( R \) are the total resistance and current, respectively. \( I_{\text{Forw}}, I_m \) and \( I_{\text{Rev}} \) are the current that flow through D1, sensing material and D2, respectively. \( K_1, K_2 \) and \( K_3 \) are constant. \( K_3 \) is assumed to be very small.

Case (I): If the applied voltage is small, such as 0.4 volt, and \( V_{\text{Rev}} < V_b \) (breakdown does not happen in D2), current (I) is constrained to be a very small value (\( K_3 \)), and the initial resistance (\( R_a \)) could be very large regardless the resistance of \( R_b \):

\[ R_a = \frac{V}{K_3} \]  \hspace{1cm} (4.7)
When $H_2$ is introduced, the resistance of the sensing film reduces dramatically. The breakdown of $D_2$ can happen. $I_{\text{rev}}$ increases dramatically with $V_{\text{rev}}$. $V_m$ also becomes larger due to the existence of $R_b$ and the sharp increase of $I$ or $I_{\text{rev}}$. The increase in $V_m$ constrains the $V_{\text{rev}}$ or $I_{\text{rev}}$ to satisfy the governing Equation 4.1 and 4.2. In this case, the current is controlled by both sensing material resistance ($R_b$) and $V_{\text{rev}}$. To simplify the analysis, the forward bias voltage ($V_{\text{Forw}}$) over $D_1$ is ignored and $I_{\text{rev}}$ is rewritten as:

$$I_{\text{rev}} = K(V_{\text{rev}} - V_b)$$  \hspace{1cm} (4.8)

where $K$ is a constant and assumed to be large.

Equation 4.2 becomes:

$$I = \frac{V - V_{\text{rev}}}{\rho \frac{g}{A}} = K(V_{\text{rev}} - V_b)$$  \hspace{1cm} (4.9)

By solving Equation 4.9, $V_{\text{rev}}$ and $I$ are expressed as:

$$V_{\text{rev}} = \frac{V - V_b}{1 + K\rho \left(\frac{g}{A}\right)} + V_b$$  \hspace{1cm} (4.10)
The minimum resistance \( R_g \) in H\(_2\) and sensitivity \( S_1 \) are calculated as:

\[
I = \frac{K}{1 + K\rho\left(\frac{g}{A}\right)}(V - V_b)
\]  

(4.11)

\[
R_g = \frac{V}{I_g} = \frac{V}{K} \frac{1 + K\rho\left(\frac{g}{A}\right)}{V - V_{b-g}} = \frac{V}{V - V_{b-g}}  
\]  

(4.12)

\[
S_1 = \frac{R_a}{R_g} = \frac{\frac{V}{K_3}}{1 + K\rho\left(\frac{g}{A}\right)} \frac{V}{K} \frac{K - V - V_{b-g}}{1 + K\rho\left(\frac{g}{A}\right)}
\]  

(4.13)

where \( \rho_g \) is the resistivity of the sensing material in H\(_2\) and \( V_{b-g} \) is the breakdown voltage of D\(_2\) in H\(_2\).

Due to the very small \( K_3 \) (such as 5 nA at 0.4 volt in the case of the 100-nm gap sensor), the sensitivity would be huge at low voltage.

Case (II): If \( V \) is large enough to make \( V_{Rev} \) larger than \( V_b \) in air, both the current \( (I_a) \) and current in H\(_2\) \( (I_g) \) are governed by Equation 4.9 due to the breakdown of D\(_2\), and the sensitivity is calculated as:
where $\rho_a$ and $\rho_g$ are the resistivity of the sensing material in air and in H$_2$, respectively. $V_{b-a}$ is the breakdown voltage of D$_2$ in air. $V_{b-a}$ is assumed to be larger than $V_{b-g}$ because the introduction of hydrogen can reduce the Schottky barrier at the electrode/material interface [72, 74, 156].

Equation 4.14 shows the effects of both the parameters of IDEs and the applied voltages on the sensitivity. The larger gap ($g$), the larger the sensitivity and the larger applied voltage, the smaller the sensitivity.

The 100 nm-gap sensor showed a huge sensitivity of 7224 and fast response of 7 seconds with an applied voltage of 0.4 volt. At this small voltage, the breakdown did not happen in air (Case (I)) and current ($I_a$) was constrained by the Schottky barriers at the electrode/material interfaces. When H$_2$ was introduced, not only was the resistance of the sensing material reduced, but the height of Schottky barriers was also lowered [72, 74]. The total resistance drop came from both the material and device (interfaces). The extra resistance drop at the interfaces contributed to the high sensitivity and fast response. Under a high voltage, breakdown happened in air and sensitivity was controlled by the material, the geometry of the IDEs and the applied voltage. As discussed above (Case (II)), the sensitivity...
decreases with the applied voltage as shown in Fig. 57. Figure 57 (a) and (b) show the relationship between the sensitivity and the applied voltages obtained by the experiments (the same as Fig. 52 (b)) and by Equation 4.14, respectively.

Figure 57: Sensitivity as a function of applied voltages: (a) experimental result of 100-nm gap sensor and (b) analytical prediction based on equation 4.14.
They exhibit a similar trend where the larger applied voltage, the smaller the sensitivity, which proves the model can explain the effect of the applied voltage on the response of 100 nm-gap sensor. In Fig. 57 (b), the $V_{b-a}$ and $V_{b-g}$ are assumed to be 1 volt and 0.2 volt, respectively.

This model can be applied to micro-gap sensors, though it was developed based on the response of the 100-nm gap sensor. For micro-gap sensors, due to the effect of humidity, the resistance ($R_b$) of the sensing material might be low enough to cause breakdown to happen when the applied voltage is as large as 10 volts (Case (II)). As shown in Equation 4.14, when breakdown happens, the smaller gap ($g$) is responsible for the smaller sensitivity. The comparison of test results of the micro sensors and Equation 4.14 is shown in Fig 58. In Fig. 58, the test results of the micro sensors and the numerical calculation of Equation 4.14 show a similar trend where the sensitivity is increased with the gap size. In the numerical calculation of Equation 4.14, the value of $\rho_a/\rho_g$ is assumed to be $10^5$, considering the highest sensitivity obtained was 70,000 on the 20-μm gap sensor; $V_{Fow}$ and $V_b$ are assumed to be 0.2 volt and 0.5 volt, respectively. $V$ is 10 volts.
Figure 58: Sensitivity as a function of a gap parameter: (a) experimental result of micro sensors and (b) analytical prediction based on equation 4.14, where, \( x = K \rho_a \rho_g g \), the variable \( x \) contains electrode gap \( g \) and the constants \( K \) and \( \rho_g \) for given material and testing conditions.

For the sensors with a larger resistance, such as sensors with a large gap, breakdown will not happen even under the influence of humidity (Case (I)). The sensitivity might be
governed by Equation 4.13. The sensitivity will decrease with an increase of gap (g) size. This could be another reason why the macro sensor showed low sensitivity.
CHAPTER 5 CONCLUSION

In this work, the chemiresistor based hydrogen sensors integrating micro/nanofabricated IDEs (interdigitated electrodes) and In-doped SnO$_2$ nanoparticles were designed and tested. The analysis of the IDEs was carried out based on numerical calculations. Several design guidelines were obtained utilizing the analytical results. Sensor platforms with various electrode geometries from micro-scale to nano-scale were fabricated by MEMS techniques and e-beam lithography. In conjunction with In-doped SnO$_2$ nanoparticles, sensor characteristics were investigated under various conditions. A conduction model of the sensors was developed based on the testing results.

1. According to the potential distribution above IDEs, the intensity of electric field is considerably weakened with an increasing distance from the electrode surface. Most of the current flows through a thin layer near the IDEs surface. Therefore, a thin sensing film is preferred for fast response.

2. Response time is more dependent on chemical reaction on the sensor surface than the diffusion process for thin film hydrogen sensors. For the sensors with sensitivity larger than 100, it is predicted that resistance change of a single outermost layer exposed to hydrogen can induce a total resistance change by one order of magnitude.

3. The response time depends on the electrode gap. A smaller gap contributes to faster response. It is believed that this is due to a high electric field which assists hydrogen dissociation on Pt surface. Parameters such as the gap, finger length and width are closely related to the sensitivity. The smaller gap reduces the sensitivity by reducing the sensing area. Longer finger length enhances the sensitivity by increasing the sensing area. Wider electrode
width shows a higher sensitivity at the electrode/material interfaces and therefore contributes to higher sensitivity.

4. There is a cross-talk between moisture and hydrogen gas in hydrogen sensing. A humidity change can cause a variation of the sensor resistance and a false signal. PMMA coatings could significantly reduce the humidity effects and improve both the sensitivity and response time.

5. Micro sensors exhibited a linear response to concentration from 9 ppm to 900 ppm. The portable hydrogen detection instrument with an LCD and warning system was fabricated by implementing the micro sensors.

6. Nano sensors with 100-nm and 200-nm gap showed fast response at a tuned voltage. This confirms that fast detection hydrogen sensors could be achieved using nano-gap sensors.

7. A conduction model based on Schottky diodes and a pure resistor was developed. According to this model, at a low measuring voltage, the breakdown of the Schottky diode (Schottky barrier at the electrode/material interface) does not happen. The initial current is constrained by the Schottky diode, resulting in a large resistance. When hydrogen is present, breakdown can happen and contribute to a large magnitude of resistance change, resulting in high sensitivity and short response time.

Based on the analysis and experiment, the hydrogen sensors were developed to have high sensitivity ($10^5$), fast response time (10 seconds) and low energy consumption (19 nW) for room temperature hydrogen detection, which would contribute to the safe development of hydrogen energy for various applications.
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