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ABSTRACT

In this research, the integration of the servomechanism control and process control for machining processes has been studied. As enabling strategies for next generation quality control, process monitoring and open architecture machine tools will be implemented on production floor. This trend brings a new method to implement control algorithm in machining processes. Instead of using separate modules for servomechanism control and process control individually, the integrated controller is proposed in this research to simultaneously achieve goals in servomechanism level and the process level.

This research is motivated by the benefits brought by the integration of servomechanism control and process control. Firstly, the integration simplifies the control system design. Secondly, the integration promotes the adoption of process control on production floor. Thirdly, the integration facilitates portability between machine tools. Finally, the integration provides convenience for both the servomechanism and process simulation in virtual machine tool environment.

The servomechanism control proposed in this research is based on error space approach. This approach is suitable for motion control for complex contour. When implement the integration of servomechanism control and process control, two kinds of processes may be encountered. One is the process whose model parameters can be aggregated with the servomechanism states and the tool path does not need real time offset. The other is the process which does not have direct relationship with the servomechanism states and tool path may need to be modified real time during machining. The integration strategies applied in error space are proposed for each case. Different integration strategies would propagate the process control goal
into the motion control scheme such that the integrated control can simultaneously achieve goals of both the servomechanism and the process levels.

Integrated force-contour-position control in turning is used as one example in which the process parameters can be aggregated with the servomechanism states. In this case, the process level aims to minimize cutting force variation while the servomechanism level is to achieve zero contour error. Both force variation and contour error can be represented by the servomechanism states. Then, the integrated control design is formulated as a linear quadratic regulator (LQR) problem in error space. Force variation and contour error are treated as part of performance index to be minimized in the LQR problem. On the other hand, the controller designed by LQR in error space can guarantee the asymptotic tracking stability of the servomechanism for complex contour. Therefore, the integrated controller can implement the process control and the servomechanism control simultaneously.

Cutter deflection compensation for helical end milling processes is used as one example in which the process cannot be directly associated with the servomechanism states. Cutter deflection compensation requires real-time tool path offset to reduce the surface error due to cutter deflection. Therefore, real time interpolation is required to provide reference trajectory for the servomechanism controller. With the real time information about surface error, the servomechanism controller can not only implement motion control for contour requirement, but also compensation for the dimensional error caused by cutter deflection. In other words, the real time interpolator along with the servomechanism controller can achieve the goals of both the servomechanism and process level.

In this study, the cutter deflection in helical end milling processes is analyzed first to illustrate the indirect relationship between cutter deflection and surface accuracy. Cutter
deflection is examined for three kinds of surfaces including straight surface, circular surface, and curved surface. The simulation-based deflection analysis will be used to emulate measurement from sensors and update the real-time interpolator to offset tool path. The controller designed through pole placement in error space can guarantee the robust tracking performance of the updated reference trajectory combining both contour and tool path offset required for deflection compensation. A variety of cutting conditions are simulated to demonstrate the compensation results.

In summary, the process control is integrated with the servomechanism control through either direct servomechanism controller design without tool path modification or servomechanism control with real time interpolation responding to process variation. Therefore, the process control can be implemented as a module within machine tools. Such integration will enhance the penetration of process control on production floor to increase machining productivity and product quality.
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CHAPTER 1 INTRODUCTION

1.1 Background and Motivation

Machining productivity and product quality are essential winning factors for manufacturers facing fierce global competition. The sustaining competitiveness requires high performance machine tools, efficient process planning, and effective quality control. Machine tools and process planning have overseen revolutionary changes brought by rapid development in servomechanism control and information technology. Quality control, however, still utilizes traditional methods, i.e. pre-process Taguchi design method and post-process statistical process control (SPC) [1]. Next generation of quality control requires in-process monitoring and control to eliminate expensive SPC. Although in-process quality control has obvious advantage, its adoption in current industry practice is limited due to lack of process measuring techniques and open architecture machine tools [1, 2]. With the increasing demand on flexibility, adaptability and reconfiguration of manufacturing processes, process monitoring and open architecture machine tools will become indispensible in next generation manufacturing. This trend will enable in-process monitoring and control to increase productivity, improve quality, and relax design constraints [2].

The implementation of process monitoring and open architecture machine tools will improve the productivity of traditional Computer Numerical Control (CNC) machine tools, which usually work on fixed cutting conditions programmed before machining. The cutting conditions in CNC machine tools are typically programmed by operators based on design criterions and operators’ knowledge about cutting processes, and conservative values are usually chosen to avoid cutter breakage or other rare severe situations. Therefore, CNC machine tools do not work at their potentials, and productivity is reduced. The productivity of CNC machine tools
can only be improved by optimizing cutting conditions during machining, which is implemented by sensor-based process control. Due to lack of in-process monitoring and the closed architecture of CNC machine tools, process control is only studied in laboratory settings. The trend of adopting process monitoring and open architecture machine tools will enable process control on production floor.

Although process control is not widely used in industry, tremendous research on process control has been conducted mainly at university research labs. By manipulating process variables (such as feed, speed, depth-of-cut) during machining, process controller can regulate the cutting process (such as cutting forces variation, chip formation, and chatter etc.) to maximize the productivity and quality. Research activities on process control have generated promising results to demonstrate technical and economic advantages of process results. On the other hand, servomechanism control is another research focus in machining control. The goal of servomechanism control is to improve the speed and precision of feed drives to meet demanding requirements of high-speed machining.

Although both process control and servomechanism control are essential to improve outcomes of machining processes, these technologies are not tightly integrated. The separation is partly due to the closed architecture of CNC machine tools which do not provide interface interacting with external controllers for process control. Therefore, the process controller, the module functioning outside the servomechanism controller, sends control signals (such as reference feedrate or depth-of-cut) to the interpolator to regenerate the reference trajectory, which is the input to the servomechanism controller. Such separation will cause problems in reliability due to interactions between subsystems. Given the flexibility offered by open architecture machine tools, users can integrate the process control module with the
servomechanism controller such that the resulting controller can simultaneously regulate both process phenomena and feed drives.

The integration of servomechanism control and process control is motivated by the following reasons. Firstly, the integration simplifies the control system design. Instead of designing two control systems, one integrated control could simultaneously achieve goals of two systems. Secondly, the integration promotes the adoption of process control in industry practice. With the integration, process control becomes a bundled function of machine tools, rather than a module installed separately in machining processes. It will eliminate the extra effort for installation and learning. Thirdly, the integration facilitates portability between different machine tools. Portability is referred to the ability of modules in machining tools to operate on different hardware platforms, and it is one of requirements for open architecture machine tools. Instead of considering portability for two control systems, one integrated system relaxes the design constraints on portability. Four, the integration provides convenience for both servomechanism and process simulation in virtual machine tool environment. Virtual machine tool technology could save time and cost for machine tool builders by utilizing virtual prototyping, and it is essential for modern machine tool development. Virtual machine tool should simulate not only the process phenomena, but also the rigid body motion of the machine tool [3]. The integration simplifies the system composition, and therefore straights out the cause-effect relationship between the controller and the machining process together with feed drive dynamics, which is easier for simulation in the virtual machine tool.

In order to make use of advantage brought by process monitor and open architecture machine tools in the intelligent manufacturing environment, this dissertation research aims to study the integration of servomechanism control and process control for machining processes.
The integration is expected to bundle process control function with machine tools, and simplify the control system design for machining processes. The proposed integration scheme provides a new paradigm for control system design for the forthcoming open architecture machine tools. The ultimate goal is to enhance the penetration of process control as next generation quality control scheme to improve machining productivity and product quality.
1.2 Problem Statement and Research Objectives

The goal for servomechanism control is to reduce the axis position errors and the contour error in machining processes [4]. Error space approach is an effective motion control for complex contour [5], and therefore it is adopted in this study for the servomechanism control. On the other hand, the process control has a variety of goals depending on which process is controlled. In general, the process control is to make full use of production capability of machine tools to improve productivity and quality. Machining processes can be grouped to two categories. One is the process whose model parameters can be aggregated with the servomechanism states and the tool path does not need real time offset. The other is the process which does not have direct relationship with the servomechanism states and the tool path needs to be changed real time during machining. In this study, we aim to combine the error-space-based servomechanism control with process control for these two kinds of processes. Different integration strategies would propagate the process control goal into the servomechanism control design such that the integrated control can simultaneously achieve goals of both the servomechanism and the process levels.

Integrated force-contour-position control in turning is used as one example in which the process parameters can be aggregated with the servomechanism states. In this case, the process level aims to minimize cutting force variation while the servomechanism level is to achieve zero contour error. Both force variation and contour error can be represented by the servomechanism states. Then, the integrated control design is formulated as a linear quadratic regulator (LQR) problem in error space. Force variation and contour error are treated as part of performance index to be minimized in the LQR problem. On the other hand, the controller designed by LQR in error space can guarantee the asymptotic stability of the servomechanism for complex contour.
Therefore, the integrated controller can implement the process control and the servomechanism control simultaneously.

Cutter deflection compensation for helical end milling processes is used as one example in which the process cannot be directly associated with the servomechanism states and real time interpolation is required. In order to compensate for surface error due to cutter deflection, real time interpolation is applied to change the interaction between the cutter and the workpiece. With the real time information about surface error, the servomechanism controller can not only implement motion control for contour requirement, but also compensate for the dimensional error caused by cutter deflection. In other words, the servomechanism controller requires reference trajectory updated by the real time interpolator to achieve the goals of both the servomechanism and process level. In this study, the cutter deflection in helical end milling processes is analyzed first to illustrate the indirect relationship between cutter deflection and surface accuracy. The simulation-based analysis will be used to emulate measurement from sensors. The real time interpolation scheme, considering both part geometry and surface error due to cutter deflection, is developed to offset tool path. The controller designed through pole placement in error space can guarantee the robust tracking performance of the updated reference trajectory combining both contour and tool path offset required for deflection compensation.

In summary, the dissertation aims to study the integration of servomechanism control and process control to simplify control system design for machining processes. Two kinds of processes are addressed for such integration study. One is the process whose model parameters can be aggregated with the servomechanism states directly and the tool path does not require real time offset. The other is the process which does not have direct relationship with the
servomechanism states and the tool path needs real time offset to compensate for the process error. Simulation studies are conducted to demonstrate the effectiveness of proposed solutions.
1.3 **Dissertation Outline**

The dissertation is organized as follows.

Chapter 1 lays out the background and motivation for the research. Literature review in Chapter 2 presents current research in servomechanism control and process control for machining processes to provide the research background and highlight the necessity of the integration. Further, since force control and cutter deflection are two processes to be addressed in this study, research activities in these two areas are also reviewed to illustrate the unique contribution of the proposed research.

In chapter 3, direct integration of servo-contour-force control is formulated through hierarchical optimal control methodology. The aggregation of process (cutting forces) parameters with servomechanism states is built such that the servomechanism controller can simultaneously regulate axis positions, contour, and cutting forces. The simulation studies demonstrate the effectiveness of the proposed integration scheme.

Chapter 4 and chapter 5 address how to integrate servomechanism control and process control for processes which are not directly related to servomechanism states. Helical end mill deflection compensation problem is raised as one example for such case. The resulting controller is expected to provide motion control along with deflection compensation to reduce surface error due to deflection. The controller is designed through two steps. In chapter 4, cutter deflection is analyzed, and the surface error due to deflection is simulated to show indirect relationship between surface accuracy and servomechanism states. Since deflection is compensated by offsetting tool path online, corresponding interpolation scheme is proposed to address both contour requirement and tool path offset. The simulation also serves as to emulate sensor measurements for real time interpolation. In chapter 5, the interpolation scheme is proposed for
three kinds of workpiece surface, including straight surface, circular surface, and the free-form surface. Simulations over a variety of cutting conditions are conducted to demonstrate the compensation performance. Conclusions and suggestions for future work conclude the dissertation in Chapter 6.
CHAPTER 2 LITERATURE REVIEW

2.1 Servomechanism and Process Control

Machine tool controls can be generally classified into three categories including servomechanism control, interpolation, and process control. The servomechanism control is to reduce the axial position errors and the contour errors in machining processes with the existence of adverse disturbances such as friction, backlash, and machining forces, etc [6, 7]. The interpolator is to coordinate multiple axes to maintain a specified tool path and orientation [8]. The process control is the automatic adjustment of process parameters in order to increase operation productivity and part quality. The servomechanism control and the interpolator have been integrated into today’s machine tools, while process control has rarely found application in industry. These functions form a hierarchical structure of machine tools as shown in Figure 1.

![Diagram showing the hierarchical structure of machine tool controls]

**Figure 1 Hierarchical Structure of Machine Tool Controls**

The control of single axes has been well-researched for many decades. Many comprehensive controllers are investigated to reduce in the position errors of each individual axis and consequently the contour error [9-14]. Another approach is to utilize a feedforward controller (such as Zero Phase Tracking Error Control (ZPTEC)) to compensate for the axial
position errors [15-19]. For example, in the ZPTEC technique, feedback and feedforward controllers are utilized to achieve good tracking and zero phase error between the reference and the output. This technique has been applied to complex contours [20] and was extended to time-varying, uncertain systems via the integration of adaptive techniques [21]. The issues involved in servomechanism motion control are reviewed in Ellis and Lorenz [22]. These two approaches intend to reduce contour error indirectly by drive the individual axis errors to zero. On the contrary, cross coupling control intends to reduce the contour error to zero directly [6, 23-25]. In this methodology, an additional algorithm is added to the control architecture that, based on the contour error, calculates offsets for each servomechanism control signal. Typically, cross coupling control design does not take the individual servomechanism controllers into account. In a recent work by Landers and Balakrishnan [26], hierarchical optimal control techniques were utilized to integrate servomechanism and contour control for two-axis motion control systems.

Force control is a commonly applied process control. Constant machining forces can prevent tool breakage and increase productivity. Fixed-gain controllers were used at early work in machining force control [27]. However, the system performance and stability is problematic when there exist variations in processes. As a result, adaptive machining control is required to maintain the performance over a variety of cutting conditions [28]. In the adaptive machining force control methodology, model parameters are estimated on-line and control gains adjusted to maintain stability over a wide range of parameter variations. Although adaptive controllers can address the problems encountered by fixed-gain controllers, the systems are complex to design, and have rare acceptance in industry.

Another popular method is robust machining force control [29] where, given bounds on model parameter variations, robust control techniques are utilized. The robust methodology was
extended in Kim et al. [30], which decreased model uncertainty by directly accounting for known process parameter variations. Other types of machining force control techniques include log transform [31], nonlinear with process compensation [32], neural network [33], and fuzzy logic [34]. A review of model–based techniques is given in Landers et al. [35]. In a recent work by Pandurangan et al. [36], hierarchical optimal control techniques were used to integrate machining force and servomechanism position control in a lathing operation. However, contour control was not incorporated into the methodology and only simple contours were considered.

As shown in Figure 1, the process control is not integrated with machine tools. Such separation will increase the complexity of machine tool control systems, and may affect the reliability. It is intended to design a control system within machine tools to simultaneously achieve goals of process level and the servo level. Such integration will enhance the application of process control in industry to improve the productivity and quality.
2.2 **Cutter Deflection Compensation in End Milling Processes**

Milling is one of the most versatile and widely used machining processes for generating surfaces in a variety of shapes and sizes. Supported and driven from one end, the milling cutter can be easily changed by automatic tool changers, which makes the milling process suitable for automatic mass production. Such cantilever beam like tool holding structure, however, induces the cutter deflection issue which affects the machining accuracy. Due to the importance of the milling process in manufacturing, especially in aerospace industry, it is critical to develop an effective strategy to reduce the geometric error caused by the cutter deflection.

Although the effect of cutter deflection on machining accuracy has been noticed by researchers for a long time, the earliest investigation on cutter deflection began in 1950s [37]. The study result suggested replacing shorter end mills with long end mills. Continuing this research effort, National Twist Drill & Tool Company conducted series of experiments to study the effect of cutter deflection on the accuracy of milled surfaces. Their work led to several strategies to reduce the cutter deflection, such as reducing feeds, using shallow depth of cut, using conventional milling instead of climb milling, etc. These suggestions have been adopted in the later studies on control system designs to avoid excessive cutter deflection.

In early 1980s, DeVor’s group initiated the systematic investigation on cutter deflections [38-42] through computer simulation and experiments. The main objective was to provide CNC part programmers with the optimal process parameters when machining complex parts in aerospace industry, such as airframes. They developed instantaneous cutting force prediction model by combining the geometric analysis of milling processes by Martellotti [43] and empirical force estimation by Tlusty, etc., [44]. The instantaneous model can provide instant cutting force information even during transients, for example, varying radial depth of cut, which
is common in machining airframe structures. These models have been used for predicting cutter deflection in research on deflection compensation.

Many strategies have been proposed to address this issue, and can be categorized to 1) process design approach [45-52]; 2) online adaptive control approach [53-57]; 3) offline tool path compensation approach [52, 58-65].

The process design approach aims to reduce the load applied on the cutter to alleviate the deflection by choosing appropriate cutting conditions. In other words, the accuracy is improved at the cost of lower productivity, which is definitely not preferred in batch manufacturing. Such conservative approach may only be good for the production of a few of parts. Therefore the compensation-based strategy gains more attention in industry. Both online adaptive control and offline tool path compensation belong to this category.

Although online adaptive control approach was proposed as early as 1983 [53], there are only few work reported since then [54, 66]. This is partly due to the requirement for sensors or hardware modifications, which imposes a barrier for adoption in industry. Watanabe first proposed an online compensation method to reduce both the surface location error and the waviness error, which are computed from the measured moments [53]. Although both errors are induced by the deflection, they are reduced by different schemes. The surface error is reduced by controlling the servo program directly to shift the tool path while the waviness error is decreased by modifying the interpolation program to change the feed rate. The reason for applying different strategies is that reducing waviness error requires faster cycle motion and more accurate calculations than shifting the tool path so the servo program based on single precision data cannot meet the requirement while the interpolator can modify the program easily with required accuracy. For both cases, the proportional control is used. The experiment results show that the
proposed geometric adaptive controller can improve the accuracy of the surface for both rough and finish cut. Instead of modifying the servo program or the interpolator to change the relative position of the cutter and the workpiece, Yang and Choi designed a special tool adapter to tilt the cutter [54]. In this way, the control of the adapter is independent with the CNC system. The surface error is estimated by an empirical equation based on the mean and the fluctuation value of the measured cutting force, and the PI controller is applied to control the tool adapter.

Offline tool path compensation was studied in [52, 58-65]. In this approach, the deflection is estimated first according to the cutting force model, and the effect of cutter deflection on surface accuracy is predicted. Based on such estimation, the tool path is modified such that the resulting surface location error due to cutter deflection is still within the tolerance requirement. Although the offline approach allows the less conservative cutting conditions, the performance of this approach mainly depends on the modeling accuracy, which cannot be guaranteed. The literature review indicates inadequate work on the online cutter deflection compensation strategy which can ensure the quality and productivity simultaneously.

The difference between online compensation and offline tool path planning is that the former one is to change the path trajectory in real time based on the measurement of deflection, while the latter is to plan the tool path trajectory before machining according to the prediction of deflection. It can be concluded that, in addition to the compensation strategies for each approach, the effect of the online one relies on the real time measurement while the offline approach relies on the accuracy of the prediction.

In this research, the error space based online compensation approach will be developed and applied to workpiece with different surfaces including the straight surfaces, circular surfaces, and the free form surfaces.
CHAPTER 3 DIRECT AGGREGATION OF THE SERVO-PROCESS CONTROL

3.1 Introduction

From our literature review, the process control and the servomechanism control have not been tightly integrated. Separate controllers are required to control cutting forces, servomechanisms, and contour in machining tools. The resulting system complexity increases system costs and may cause reliability problem due to interactions among different modules. One of the dissertation research goals is to design a single control system to simultaneously control both the process and the servo level.

In this chapter, the process whose variables can be associated with the servomechanism states is addressed. The aggregation between the process and the servomechanism states is integrated in the servomechanism controller design such that the resulting controller can simultaneously achieve goals of the servomechanism control and the process control. Force-position-contour control in turning is used as one example for this type of integration study.

The chapter is organized as follows. The force-position-contour control methodology is presented in section 3.2. In this section, the error-state space approach for the servomechanism control is introduced first. Then the hierarchical optimal control scheme integrating control of force, position, and contour is described. The robustness to parameter variations of the cutting processes is examined in section 3.3. Simulation studies in section 3.4 demonstrate the effectiveness of the controller for a variety of cutting conditions. Section 3.5 concludes the chapter with summaries and conclusions.
3.2 **Force-Position-Contour Control Methodology**

A control methodology that simultaneously regulates forces, position errors, and contour error in machining operations is now presented. A multi-axis machine tool is conceptualized as a hierarchical system (Figure 2). The contour error and machining force are located at the top level, and the servomechanisms are located at the bottom level. While the top level has physical outputs (i.e., contour error and cutting force), it does not contain physical control signals. The bottom level consists of a number of axes whose coordinated motion allows the machine tool to produce complex contours. This level consists of physical outputs (e.g., position, velocity) as well as physical control signals (e.g., voltages, currents). The top-level goals are to maintain zero contour error to ensure quality and a constant machining force to maintain productivity, and the bottom level goal is to maintain zero servomechanism position errors, which indirectly guarantee the performance of quality. Since the top level does not contain physical control signals, the goals of zero contour error and a constant machining force must be realized via the bottom level control signals. Thus, the control methodology presented will propagate the top-level goals to the bottom level where a controller will simultaneously meet the top and bottom-level goals.

![Hierarchical Representation of a Machining Operation for Force-Position-Contour Control](image)

**Figure 2 Hierarchical Representation of a Machining Operation for Force-Position-Contour Control**
3.2.1 Error-state Space Approach

Motion control is a critical component in machining processes especially for parts with complex contours. Precision control of the relative displacement between the cutting tool and the workpiece is essential for achieving high machining accuracy. Simple motion controllers, such as Proportional plus Integral plus Derivative (PID) controllers, can only guarantee zero steady-state error for linear contours. The machining process can be interpreted as a tracking system, in which the cutting tool is controlled to track the desired trajectory. Since the cutting conditions and machining geometry vary for different operations and there also exist disturbances during machining, the robustness of the controller to parameter changes and disturbance is critical for machining quality. In order to realize the required robustness and achieve zero steady-state error, we can use error state space approach [67], which constructs an expanded space including both the system states and tracking errors. The transformation converts the tracking problem into a regulator problem, which aims to drive the states of the error state space to zero. In other words, the controller design is independent of the reference signals, so the robustness to process changes and disturbances can be achieved. In this section, this approach is briefly presented to illustrate how the robustness to reference signals is achieved.

The system state equations are:

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t), \\
y(t) &= Cx(t),
\end{align*}
\]

where \( x(t) \) is an \( n \)-dimensional vector of system states, \( u(t) \) is the system input, \( y(t) \) is the system output. \( A \) is an \( n \times n \) state matrix, \( B \) is an \( n \times 1 \) input matrix, and \( C \) is an \( 1 \times n \) output matrix.

The reference signal can be represented by

\[
\ddot{r}(t) + a_1\dot{r}(t) + a_2r(t) = 0,
\]
and the tracking error is defined as

\[ e(t) = r(t) - y(t). \] (3)

Representing the reference signal by the tracking error and the output, equation (2) can be rewritten as

\[ \dot{e}(t) + a_1\dot{e}(t) + a_2e(t) = -\dot{y}(t) - a_1\dot{y}(t) - a_2y(t) \]

\[ = -C[\ddot{x}(t) + a_1\dot{x}(t) + a_2x(t)]. \] (4)

Defining the error-space state \( \xi \) as

\[ \xi \triangleq \ddot{x}(t) + a_1\dot{x}(t) + a_2x(t), \] (5)

equation (4) is replaced with

\[ \dot{e}(t) + a_1\dot{e}(t) + a_2e(t) = -C\xi(t). \] (6)

The derivative of \( \xi \) can be derived from the state space equation (1) by

\[ \dot{\xi} = \ddot{x}(t) + a_1\dot{x}(t) + a_2\dot{x}(t) \]

\[ = A[\ddot{x}(t) + a_1\dot{x}(t) + a_2x(t)] + B[\ddot{u}(t) + a_1\dot{u}(t) + a_2u(t)]. \] (7)

Defining a dummy control input \( \mu \) in the error space by

\[ \mu(t) = \ddot{u}(t) + a_1\dot{u}(t) + a_2u(t), \] (8)

equation (7) can be rewritten as

\[ \dot{\xi}(t) = A\xi(t) + B\mu(t). \] (9)

If the plant \((A,B)\) is controllable, \( \xi(t) \) can be given arbitrary dynamics, including \( \xi(t) = 0 \) as time gets large, by state feedback. Tracking error states, \( e(t) \) and \( \dot{e}(t) \) and the defined state \( \xi(t) \), form the so called error space which is given by:

\[
\begin{bmatrix}
\dot{e}(t) \\
\dot{e}(t) \\
\dot{\xi}(t)
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 \\
-a_2 & -a_1 & -C \\
0 & 0 & A
\end{bmatrix}
\begin{bmatrix}
e(t) \\
\dot{e}(t) \\
\xi(t)
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
B
\end{bmatrix}\mu(t).
\] (10)
Defining the error space state vector \( x_{es}^T(t) = [e(t) \quad \dot{e}(t) \quad \zeta(t)] \), equation (10) is represented by

\[
\dot{x}_{es} = A_{es}x_{es}(t) + B_{es}\mu(t).
\]

If \([A, B]\) is controllable and matrix \(C\) does not have common factors with \(a_1\) and \(a_2\), \([A_{es}, B_{es}]\) is controllable Consequently, the system can be assigned with desired dynamics by state feedback. This condition is not stringent for servomechanisms used in machining because they are usually approximated as 2\textsuperscript{nd} order system without zeros.

### 3.2.2 Hierarchical Force-Position-Contour Control

The hierarchical optimal force–position–contour control methodology will propagate the top–level goals of zero contour error and a constant machining force to the bottom level via an aggregation relationship between the contour error/machining force and the servomechanism position errors. A single optimal controller will be constructed that is capable of simultaneously addressing three objectives: zero contour error, constant machining force, and zero servomechanism position errors. Therefore, the increased complexity of additional contour and force control algorithms is avoided. The methodology developed below provides an intuitive means for the designer to weight the relative importance of the three objectives.

The state space representation of the servomechanism dynamics is

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t), \\
y(t) &= Hx(t),
\end{align*}
\]

where \(x(t)\) is an \(n\)-dimensional vector of servomechanism states, \(u(t)\) is an \(m\)-dimensional vector of servomechanism inputs, \(y(t)\) is an \(p\)-dimensional vector of servomechanism outputs where \(p\) is
the number of axes, $A$ is an $n \times n$ state matrix, $B$ is an $n \times m$ input matrix, and $H$ is an $p \times n$ output matrix.

Each point on the reference tool path is approximated as a point on a circular arc in the hierarchical optimal control methodology. The controller requires the instantaneous radius of curvature and the instantaneous center of curvature. For linear trajectories, the radius of curvature is infinite. For circular trajectories, the radius of curvature and the instantaneous center of curvature are constant; however, for general trajectories, these parameters will constantly change. Knowing the radius of curvature and the desired linear velocity along the curve, the angular velocity can be calculated. The reference axial positions satisfy

$$\ddot{r}(t) + \omega^2 r(t) = 0,$$

where the value of $\omega$ varies for different trajectories. Note that $\omega = 0$ for linear trajectories, $\omega$ is constant for circular trajectories (assuming a constant velocity interpolator is employed), and $\omega$ is time–varying for complex trajectories. Using the error-space approach in [67] and extending it to MIMO systems, the augmented servomechanism system is

$$\dot{x}_{bot}(t) = A_{bot} x_{bot}(t) + B_{bot} u_{bot}(t) = \begin{bmatrix} E_{bot} & H_{bot} \\ 0_{(n \times 2p)} & A \end{bmatrix} \begin{bmatrix} e(t) \\ \xi(t) \end{bmatrix} + \begin{bmatrix} 0_{(2p \times m)} \\ B \end{bmatrix} u_{bot}(t),$$

where

$$e^T(t) = [e_1(t) \cdots e_p(t) \dot{e}_1(t) \cdots \dot{e}_p(t)],$$

$$\xi(t) = \dot{x}(t) + \omega^2 x(t),$$

$$E_{bot} = \begin{bmatrix} 0_{(p \times p)} & I_p \\ -\omega^2 I_p & 0_{(p \times p)} \end{bmatrix}, \quad H_{bot} = \begin{bmatrix} 0_{(2p \times m)} \\ H \end{bmatrix},$$

$$u_{bot}(t) = \dot{u}(t) + \omega^2 u(t),$$

where

$$21$$
and $p$ is the number of axes, $e(t)$ is a $2p$-dimensional vector of error signals, $e_i(t) = y_i(t) - r_i(t)$, $i = 1, \ldots, p$, $y_i(t)$ is the position of the $i^{th}$ servomechanism, $u_{bott}(t)$ is an $m$-dimensional vector of dummy control signals, $r(t)$ is an $p$-dimensional vector of servomechanism position reference signals, $\xi(t)$ is an $n$-dimensional vector of error space states, $0(i,j)$ is a matrix of zeros with $i$ rows and $j$ columns, and $I_j$ is an identity matrix with $j$ rows and $j$ columns. Equation (14) describes the bottom level dynamics in the hierarchical optimal control methodology.

The next step in the hierarchical control formulation is to determine the top level goals and an aggregation relationship between the goals at the top and bottom levels such that the top-level goals are propagated to the bottom level. Such aggregation is expected to relate the values of the top level to the individual axis errors at the bottom.

One of the goals at the top level is to maintain zero contour error, which is the minimum distance between the actual tool position and the desired tool path. The contour error is related to the individual axis errors and may be expressed as

$$\varepsilon(t) = f[e(t)] = c_1(t) x_{bott}(t),$$

where $c_1(t)$ depends upon the tool path. It is assumed that all axis positions are measurable.
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**Figure 3 Contour Error and Axis Errors**
The other goal at the top level is to maintain a constant cutting force. The cutting force depends on the feed, depth-of-cut and cutting speed, and is related to these parameters by the following nonlinear relation [32]

\[ F(t) = K f^\alpha(t) d^\beta(t) V^\gamma_c(t), \]  

(20)

where \( K \) is the process gain, \( f(t) \) is the feed, \( d(t) \) is the depth of cut, and \( V_c(t) \) is the cutting speed. A reference feed is calculated based on equation (20) to maintain a specified cutting force. This reference feed is then translated into a reference velocity, which is input to the interpolator. The parameters \( K, V_c, \) and \( d \) in equation (20) are nominal values and may change during the cutting processes. The structural vibrations are assumed to be small as compared to the feed, and the cutting tool angles are constant. Also, effects due to tool wear and cutting temperature are assumed to be reflected in the force process gain.

Linearizing equation (20) about the operating conditions, which is allowable maximum cutting forces, yields

\[ \Delta F(t) = \left[ KV_c^\gamma d^\beta f^\alpha \right] \Delta f(t) = \Theta \Delta f(t), \]

(21)

where

\[ \Delta f(t) = f_r(t) - f(t) = g\left[ \dot{e}(t) \right]. \]

(22)

Equation (21) indicates that the force error can be related to the individual axis errors. The aggregation between the force error and the individual axis error derivative can be represented by

\[ \Delta F(t) = \Theta g\left[ \dot{e}(t) \right] = c_2(t) x_{bot}(t). \]

(23)

The contour error and the force error are related to the individual axis errors and their derivatives, and may be expressed through the aggregation relation

\[ x_{top}(t) = \begin{bmatrix} \varepsilon(t) \\ \Delta F(t) \end{bmatrix} = \begin{bmatrix} c_1(t) \\ c_2(t) \end{bmatrix} x_{bot}(t) = C(t)x_{bot}(t). \]

(24)
3.2.2.1 Controller Formulation

Now the goals of the top level have been propagated to the bottom level, where the controller resides. This aggregation needs to be integrated into the controller formulation, so that the controller can control the bottom level directly and the top level indirectly. This problem can be formulated as an optimal tracking control problem [68] where the bottom level seeks to track the top level goals (i.e., zero contour error and constant cutting force). The cost function at the bottom is

\[
J_{\text{bot}} = \frac{1}{2} \left[ C(t_f) x_{\text{bot}}(t_f) - x_r(t_f) \right]^T S_{\text{bot}} \left[ C(t_f) x_{\text{bot}}(t_f) - x_r(t_f) \right] + \int_0^{t_f} L_{\text{bot}}(t) dt, \tag{25}
\]

where

\[
x_r(t_f) = \begin{bmatrix} \varepsilon_r(t_f) \\ \Delta F(t_f) \end{bmatrix}, \tag{26}
\]

\[
L_{\text{bot}}(t) = \frac{1}{2} \begin{bmatrix} C(t) x_{\text{bot}}(t) - x_r(t) \end{bmatrix}^T Q_{\text{bot}} \left[ C(t) x_{\text{bot}}(t) - x_r(t) \right] + u^T_{\text{bot}}(t) R_{\text{bot}} u_{\text{bot}}(t) + x^T_{\text{bot}}(t) Q x_{\text{bot}}(t). \tag{27}
\]

Note that the goals at the top level require \( \varepsilon_r(t) = 0 \) and \( \Delta F_r(t) = 0 \). The first term in equation (25) ensures the goal of the top level is achieved at the final time. The first term in equation (27) ensures the aggregation relationship between the top and bottom levels is met. In effect, this term is used to send commands from the top level to the bottom level to ensure the top level objectives are met. The second term in equation (27) penalizes control usage at the bottom level, where the physical control signals reside. The third term in equation (27) penalizes deviations in the states at the bottom level. In effect, this term is used to ensure the objectives at the bottom level are met. The Hamiltonian at the bottom level is

\[
H_{\text{bot}}(t) = L_{\text{bot}}(t) + \lambda_{\text{bot}}(t) \left[ A_{\text{bot}} x_{\text{bot}}(t) + B_{\text{bot}} u_{\text{bot}}(t) \right], \tag{28}
\]
where the Lagrange multiplier is of the form

$$\lambda_{bot}(t) = P_{bot}(t) x_{bot}(t) + k_{bot}(t).$$

(29)

The optimal control law is found by taking the partial derivative of equation (18) with respect to \( u_{bot}(t) \) and equating to zero

$$u_{bot}(t) = -R_{bot}^{-1} B_{bot}^T \lambda_{bot}(t) = -R_{bot}^{-1} B_{bot}^T [P_{bot}(t) x_{bot}(t) + k_{bot}(t)].$$

(30)

The elements of the matrices \( P_{bot}(t) \) and the vector \( k_{bot}(t) \) are found by solving, respectively, the differential equations

$$\dot{P}_{bot}(t) = -P_{bot}(t) A_{bot} - A_{bot}^T P_{bot}(t) + P_{bot}(t) B_{bot} R_{bot}^{-1} B_{bot}^T P_{bot}(t) - C^T(t) Q_{bot} C(t) - Q,$$

(31)

$$\dot{k}_{bot}(t) = -A_{bot}^T k_{bot}(t) + P_{bot}(t) B_{bot} R_{bot}^{-1} B_{bot}^T k_{bot}(t) + C^T(t) Q_{bot} x_{top}(t).$$

(32)

These differential equations must be solved backward in time. The boundary conditions for equations (21) and (22), respectively, are

$$P_{bot}(t_f) = C^T(t_f) S_{bot} C(t_f),$$

(33)

$$k_{bot}(t_f) = C^T(t_f) S_{bot} x_{top}(t_f).$$

(34)

The matrix \( P_{bot}(t) \) is used for regulation and the vector \( k_{bot}(t) \) is used for tracking. However, the top level objectives are \( \varepsilon_r(t) = 0 \) and \( \Delta F_r(t) = 0 \). Therefore, \( k_{bot}(t_f) = 0 \) and \( k_{bot}(t) \) is unforced and, thus, \( k_{bot}(t) = 0 \). Simulations of equation (31) reveal that the elements of \( P_{bot}(t) \) are constant except near \( t = t_f \). Therefore, the steady–state solution of equation (31) is utilized. This greatly aids the stringent real–time computational demands required by machining processes.

Note that \( u_{bot}(t) \) is a vector of dummy control signals. The physical control signals are found by solving

$$\ddot{u}(t) + \omega^2 u(t) = -R_{bot}^{-1} B_{bot}^T P_{bot}(t) x_{bot}(t).$$

(35)
The tool path parameterization that is utilized in this research is a circular arc. If another curve parameterization were utilized, the differential equation that defines the reference signal, namely equation (13), would be modified. This, in turn, would change the structure of $E_{bot}$ and, hence, the size of $A_{bots}$ as well as the definitions of $\mathbf{g}(t)$ and $\mathbf{u}_{bot}(t)$. The hierarchical optimal control methodology is illustrated in the next section via an application to a two–axis lathe.

**EXAMPLE: TWO–AXIS LATHE**

The hierarchical optimal contour/force control methodology developed in the above section is now applied to a two–axis lathe consisting of two linear orthogonal axes, denoted $x$ and $z$, and a spindle. The $x$ and $z$–axis time constants are denoted $\tau_x$ and $\tau_z$, respectively, and the $x$ and $z$–axis gains are denoted $K_x$ and $K_z$, respectively. The control–oriented system equations of a two–axis servomechanism, assuming the electrical dynamic response is much faster than the mechanical dynamic response [69], are

\begin{align*}
\tau_x \ddot{x}_x (t) + \dot{x}_x (t) &= K_x u_x (t), \\
\tau_z \ddot{x}_z (t) + \dot{x}_z (t) &= K_z u_z (t).
\end{align*}

The state space representation is given by equation (1) where

\begin{align*}
\mathbf{x}^T (t) &= \begin{bmatrix} x_x (t) & x_z (t) & \dot{x}_x (t) & \dot{x}_z (t) \end{bmatrix}, \\
\mathbf{u}^T (t) &= \begin{bmatrix} u_x (t) & u_z (t) \end{bmatrix}, \\
\mathbf{y}^T (t) &= \begin{bmatrix} x_x (t) & x_z (t) \end{bmatrix},
\end{align*}
The augmented servomechanism system is

$$A = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -\frac{1}{\tau_x} & 0 \\ 0 & 0 & 0 & -\frac{1}{\tau_z} \end{bmatrix}, \quad B = \begin{bmatrix} K_x \\ \frac{K_x}{\tau_x} \\ 0 \\ \frac{K_z}{\tau_z} \end{bmatrix}, \quad H = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}. \quad (41)$$

The augmented servomechanism system is

$$\dot{\mathbf{x}}_{bot}(t) = E_{bot} \begin{bmatrix} \mathbf{H}_{bot} \\ \mathbf{A} \end{bmatrix} \begin{bmatrix} \mathbf{e}(t) \\ \xi(t) \end{bmatrix} + \begin{bmatrix} \mathbf{0}_{(4)(2)} \\ \mathbf{B} \end{bmatrix} \mathbf{u}_{bot}(t), \quad (42)$$

where

$$\mathbf{e}(t) = \begin{bmatrix} e_x(t) \\ e_z(t) \\ \dot{e}_x(t) \\ \dot{e}_z(t) \end{bmatrix}, \quad (43)$$

$$e_x(t) = x_x(t) - r_x(t), \quad (44)$$

$$e_z(t) = x_z(t) - r_z(t), \quad (45)$$

$$\xi(t) = \begin{bmatrix} \ddot{x}_x(t) + \omega^2 x_x(t) \\ \ddot{x}_z(t) + \omega^2 x_z(t) \\ \dddot{x}_x(t) + \omega^2 \dot{x}_x(t) + \omega^2 \ddot{x}_x(t) \\ \dddot{x}_z(t) + \omega^2 \dot{x}_z(t) + \omega^2 \ddot{x}_z(t) \end{bmatrix}, \quad (46)$$

$$E_{bot} = \begin{bmatrix} \mathbf{0}_{(2)(2)} & \mathbf{I}_2 \\ -\omega^2 \mathbf{I}_2 & \mathbf{0}_{(2)(2)} \end{bmatrix}, \quad H_{bot} = \begin{bmatrix} \mathbf{0}_{(2)(4)} \\ \mathbf{H} \end{bmatrix}, \quad (47)$$

$$\mathbf{u}_{bot}(t) = \begin{bmatrix} \ddot{u}_x(t) \\ \ddot{u}_z(t) \end{bmatrix} + \omega^2 \begin{bmatrix} u_x(t) \\ u_z(t) \end{bmatrix}. \quad (48)$$

Before applying the control methodology, the controllability is examined to guarantee the stability of the augmented error space system. The controllability matrix for the original states is
which is nonsingular, and the original system is controllable. The controllability matrix for the augmented error space is

\[
\hat{C}_{es} = \begin{bmatrix}
B & AB & A^2B & A^3B \\
K_x/\tau_x & 0 & -K_x/\tau_x^2 & 0 & -K_x/\tau_x^3 \\
0 & 0 & K_z/\tau_z & 0 & -K_z/\tau_z^2 & 0 & -K_z/\tau_z^3 \\
0 & 0 & 0 & -K_x/\tau_x^2 & 0 & -K_x/\tau_x^3 & 0 \\
K_z/\tau_z & 0 & -K_z/\tau_z^2 & 0 & K_z/\tau_z^3 & 0 & -K_z/\tau_z^3 \\
0 & K_z/\tau_z & 0 & -K_z/\tau_z^2 & 0 & K_z/\tau_z^3 & 0 & -K_z/\tau_z^3
\end{bmatrix}
\]

(49)

which is nonsingular, and the original system is controllable. The controllability matrix for the augmented error space is

\[
\hat{C}_{es} = \begin{bmatrix}
B_{bot} & A_{bot}B_{bot} & \cdots & A_{bot}^{n}B_{bot}
\end{bmatrix},
\]

(50)

where

\[
B_{bot} = \begin{bmatrix}
0_{(4)(2)} \\
B
\end{bmatrix} \in \mathbb{R}^{8 \times 2},
\]

(51)

\[
A_{bot} = \begin{bmatrix}
E_{bot} & H_{bot} \\
0_{(4)(4)} & A
\end{bmatrix} \in \mathbb{R}^{8 \times 8}.
\]

(52)

\( \hat{C}_{es} \) is proved to be nonsingular by checking the rank. Therefore, the augmented error space system is controllable and the control signal can take the system from any initial state \( x_{bot}(0) \) to any desired final state \( x_{bot}(t_f) \) in a finite time interval [67]. The controllability check validates the optimal control formulation.

The contour error is given by equation (19) where

\[
c_i(t) = \begin{bmatrix}
c_x(t) \\
c_z(t) \\
0_{(1)(6)}
\end{bmatrix},
\]

(53)

and \( c_x(t) \) and \( c_z(t) \) depend on the tool path. The change in feed is

\[
\Delta f(t) = f_x(t) - f(t) = \frac{60V_x(t)}{N_s} - \frac{60V_z(t)}{N_s} = \frac{60}{N_s} \dot{e}_z(t).
\]

(54)
The spindle speed $N_s$ is assumed to be well regulated via another control scheme. From equation (21)

$$\Delta F(t) = c_z(t)x_{bot}(t) = -\frac{60\Theta(t)}{N_s} \dot{e}_z(t) = \begin{bmatrix} 0_{(1)(3)} & -\frac{60\Theta(t)}{N_s} & 0_{(1)(4)} \end{bmatrix}. \quad (55)$$

The aggregation relation between the top level (i.e., contour error and cutting force) and the bottom level (i.e., servomechanism position errors) is given by equation (24) where

$$C(t) = \begin{bmatrix} c_x(t) & c_z(t) & 0 & 0 & 0_{(1)(4)} \\ 0 & 0 & 0 & -\frac{60\Theta(t)}{N_s} & 0_{(1)(4)} \end{bmatrix}. \quad (56)$$

Applying the hierarchical optimal contour/force control methodology, the physical control signals are found by solving

$$\begin{bmatrix} \ddot{u}_x(t) \\ \ddot{u}_z(t) \end{bmatrix} + \omega^2 \begin{bmatrix} u_x(t) \\ u_z(t) \end{bmatrix} = -R_{bot}^{-1}B_{bot}^r P_{bot}(t)x_{bot}(t). \quad (57)$$
3.3 Robustness to Parameter Variations

The force model given by equation (20) includes model parameters (i.e., $K$, $\alpha$, $\beta$, and $\gamma$) that must be determined empirically and process parameters (i.e., $d$ and $V_c$) that are functions of the machine tool’s linear axis and the spindle motions. The controller derived above assumed no variation in these parameters; however, these parameters naturally vary during a machining operation. For example, the model gain $K$ strongly depends on the tool wear and cutting temperature. Also, the depth–of–cut depends on the part geometry and the cutting speed will change when machining a tapered part if the spindle speed is held constant. When a model parameter varies, monitoring techniques must be used to determine the amount of variation, while process parameter variations may be determined from the part drawing and sensing the machine variables. When there is parameter variation, the linearized relation given by equation (21) is not valid. In this section, controllers are derived for uncertainties in the model gain and in the depth–of–cut.

Variations in Model Parameters and Process Parameters

Simultaneous variations in the force process model gain and the depth–of–cut are now considered. Expanding the force–feed relation given by (21) in a Taylor series expansion about the reference feed ($f_r$), the nominal value of the force process model gain ($K_0$) and the nominal value of the depth–of–cut ($d_0$)

$$
\Delta F(t) \approx \left[ K_0 \alpha f_r \alpha^{-1} d_0^{\alpha} V_c^{\alpha} \right] \Delta f(t) + \left[ f_r \alpha d_0^\beta V_c^\gamma \right] \Delta K(t) \\
+ \left[ K_0 \beta f_r \alpha^{-1} d_0^{\beta-1} V_c^\gamma \right] \Delta d(t) + \left[ \alpha f_r \alpha^{-1} d_0^{\beta} V_c^\gamma \right] \Delta f(t) \Delta K(t) \\
+ \left[ K_0 \alpha \beta f_r \alpha^{-1} d_0^{\beta-1} V_c^\gamma \right] \Delta f(t) \Delta d(t) + \left[ \beta f_r \alpha d_0^{\beta-1} V_c^\gamma \right] \Delta d(t) \Delta K(t) \\
+ \frac{1}{2!} \left[ K_0 \beta (\beta - 1) f_r \alpha^{-2} d_0^{\beta-2} V_c^\gamma \right] \Delta f^2(t) + \frac{1}{2!} \left[ K_0 \alpha (\alpha - 1) f_r \alpha^{-2} d_0^{\beta} V_c^\gamma \right] \Delta d^2(t),
$$

(58)
where $\Delta K(t) = K(t) - K_0$ and $\Delta d(t) = d(t) - d_0$. Assuming that the second order term in $\Delta f(t)$ in equation (58) is negligible

$$
\Delta F(t) = \left[ f_r^a d_0^\beta V_c^\gamma \right] \Delta K(t) - \left[ K_0 \beta g_r^a d_0^\beta V_c^\gamma \right] \Delta d(t) - \frac{1}{2!} \left[ K_0 \beta (\beta - 1) f_r^a d_0^\beta V_c^\gamma \right] \Delta d^2(t) \tag{59}
$$

$$
= \left[ K(t) \alpha f_r^a d_0^\beta V_c^\gamma + K_0 \alpha \beta g_r^a d_0^\beta V_c^\gamma \Delta d(t) \right] \Delta f(t).
$$

The term $-\left[ f_r^a d_0^\beta V_c^\gamma \right] \Delta K(t) - \left[ K_0 \beta g_r^a d_0^\beta V_c^\gamma \right] \Delta d(t) - \frac{1}{2!} \left[ K_0 \beta (\beta - 1) f_r^a d_0^\beta V_c^\gamma \right] \Delta d^2(t)$ again can be regarded as a bias to the top level goal of constant cutting force. The goal propagated from the top level of the hierarchy is $\Delta F_{eff} = 0$ where

$$
\Delta F_{eff}(t) = \Delta F(t) - \left[ f_r^a d_0^\beta V_c^\gamma \right] \Delta K(t) - \left[ K_0 \beta g_r^a d_0^\beta V_c^\gamma \right] \Delta d(t) - \frac{1}{2!} \left[ K_0 \beta (\beta - 1) f_r^a d_0^\beta V_c^\gamma \right] \Delta d^2(t) \tag{60}
$$

$$
= \left[ K(t) \alpha f_r^a d_0^\beta V_c^\gamma + K_0 \alpha \beta g_r^a d_0^\beta V_c^\gamma \Delta d(t) \right] \Delta f(t).
$$

The effective aggregation matrix is

$$
C_{eff}(t) = \begin{bmatrix}
  c_x(t) & c_z(t) & 0 \\
  0 & 0 & -\frac{60 \left( K(t) \alpha f_r^a d_0^\beta V_c^\gamma + K_0 \alpha \beta g_r^a d_0^\beta V_c^\gamma \Delta d(t) \right)}{N_y} \end{bmatrix} \text{ and }
$$

$$
\begin{bmatrix}
  0 \\
  0 \\
  0 \end{bmatrix} \text{ (i)(i)}. \tag{61}
$$

The cost function to minimize at the lower level is given

$$
J_{bot}(t) = \frac{1}{2} \left[ C_{eff}(t) x_{bot}(t_f) - \left[ \Delta F_{eff}(t_f) \right] \right] S_{bot} \left[ C_{eff}(t) x_{bot}(t_f) - \left[ \Delta F_{eff}(t_f) \right] \right] + \int_0^{t_f} L_{bot}(t) dt, \tag{62}
$$

where $C_{eff}$ is given by equation (61). The controller given by equation (57) is implemented where the steady–state solution for $P_{bot}$ is utilized and the controller gains are updated, based on $C_{eff}$, each time the model gain and the depth–of–cut change. The vector $k_{bot}$ is again identically zero
since \( \Delta F_{eff}(t_f) = 0 \). Note that when only the force process model parameter changes equation (59) is reduced to

\[
\Delta F(t) - \left[ f^\alpha_r d^\beta \phi^\alpha_c \right] \Delta K(t) = \left[ K_0 f^\alpha_r d^\beta \phi^\alpha_c \Delta f(t) \right] \Delta f(t) \\
= \left[ K(t) f^\alpha_r d^\beta \phi^\alpha_c \right] \Delta f(t).
\]  

(63)

Similarly, when only the depth-of-cut changes, equation (59) is reduced to

\[
\Delta F(t) - \left[ K_0 f^\alpha_r d^\beta \phi^\alpha_c \right] \Delta d(t) - \frac{1}{2!} \left[ K_0 f^\alpha_r d^\beta \phi^\alpha_c \right] \Delta d^2(t) \\
= \left[ K_0 f^\alpha_r d^\beta \phi^\alpha_c + K_0 \beta f^\alpha_r d^\beta \phi^\alpha_c \Delta d(t) \right] \Delta f(t).
\]  

(64)

Therefore, when there exist uncertainties in the model gain and in the depth–of–cut, the controller should use the performance index, given in equation (62) rather than equation (25), to provide the robustness to process parameter variation.
3.4 Simulation Studies

Simulation studies are now conducted for the four lathing operations. The servomechanism parameters are from a laboratory-grade machine tool [70]: $\tau_x = 0.055$ sec, $\tau_z = 0.056$ sec, $K_x = 3.628 \text{ (mm/s)/}V$, and $K_z = 3.706 \text{ (mm/s)/}V$. The force process is given by $F(t) = 1.17d^{0.877}(t)V^{-0.273}(t)^{0.891}(t)$. This data is based on machining experiments conducted for a steel part using a coated carbide insert ([71]). The maximum power is 10 hp (7.46 kW) and the spindle speed is $N_s = 6000 \text{ rpm}$. Interpolators, described below, generate the reference axis trajectories. A Runge–Kutta fourth order integration routine with a sample period of 0.001 sec is utilized to solve the servomechanism and controller dynamic equations. The control signals are saturated at $\pm 20 \text{ V}$. For all the simulations, the tool starts at rest at the $x$–$z$ coordinate system origin. The $z$–axis reference velocity is

$$\dot{r}_z(t) = \frac{f_r(t)N_s}{60}, \quad (65)$$

where the reference feed is calculated via equation (20) using the reference cutting force. The $x$–axis reference velocity is calculated from the $z$–axis reference velocity and the contour curvature. If the $x$–axis reference velocity is greater than the maximum $x$–axis velocity, the $x$–axis reference velocity is set to this maximum value and the $z$–axis reference velocity is recalculated. Eight simulation case studies are investigated below. Each of the four operations consists of a case study where the force process gain is constant and where the force process gain changes by 0.001 $kN/mm^2$ at each sample period. The weighting matrices, which were determined via trial and error, are chosen as $R_{bot} = \text{diag}[10^{-6}, 10^{-6}]$, $S_{bot} = 0$, $Q_{bot} = \text{diag}[10^7, 10^{-2}]$, and $Q = \text{diag}[10^7, 10^{-2}, 10^{-2}, 10^{-8}, 10^{-8}, 10^{-8}, 10^{-8}, 10^{-8}]$.
Figure 4 Operation I

Operation I
The contour of Operation I (Figure 4) is a straight line with a 2 \text{mm} depth–of–cut along a 20 \text{mm} length–of–cut. This contour has an infinite radius of curvature and, thus, the reference angular velocity is zero. The contour error is

\[ e(t) = e_x(t). \] (66)

Two simulations were performed to illustrate how the hierarchical controller affects contour error and cutting force for straight cuts, and the simulation results are shown in Figure 5 - Figure 8. In Case 1, the force process gain and depth–of–cut are constant; therefore, the aggregation matrix is constant and the steady–state value of \( P_{\text{bot}}(t) \) is calculated only once. In Case 2, the depth–of–cut is constant and the force process gain varies; therefore, the force–feed relation is given by equation (63). Also, the aggregation matrix is not constant and, thus, the steady–state solution of \( P_{\text{bot}}(t) \) is calculated at each sample period. For both cases, the steady–state contour and force errors were zero. Since an exact contour error formulation is utilized, the steady–state contour error was zero and, since the feed was able to track the reference feed, the steady–state force error was zero. Note that the controller was able to track the reference feed even when the reference feed decreased due to the increasing force process gain.
Figure 5 Case 1 (straight line with constant force process gain) simulation results (servo)
Figure 6 Case 1 (straight line with constant force process gain)
simulation results (process)
Figure 7 Case 2 (straight line with variable force process gain) simulation results (servo)
Figure 8 Case 2 (straight line with variable force process gain) simulation results (process)
Figure 9 Operation II

Operation II

The contour of Operation II (Figure 9) comprises three sections. The first and third sections are straight lines with depths–of–cut of 2 mm and 1 mm, respectively and lengths–of–cut of 10 mm. The second section is a taper where the depth–of–cut continuously decreases from 2 mm to 1 mm over a length of 10 mm. The contour in each section has an infinite radius of curvature; thus, the reference angular velocity is zero at each section. The contour error in the first and third section is given by equation (66) and the contour error in the second section is

$$
\epsilon(t) = \frac{10}{\sqrt{1^2 + 10^2}} e_x(t) + \frac{1}{\sqrt{1^2 + 10^2}} e_z(t).
$$

(67)

The simulation results for Cases 3 and 4 are shown in Figure 10 - Figure 13. In Case 3, the force process gain is constant and the depth–of–cut varies during the second section. Therefore, the force–feed relation is given by equation (64) and the steady–state value of \( P_{bot}(t) \) is calculated at each sample period. In Case 4, the force process gain varies and the depth–of–cut varies during the second section. Therefore, the force–feed relation is given by equation (59) and the steady–state value of \( P_{bot}(t) \) is calculated at each sample period. The steady–state contour and force errors are zero in all three sections and for both cases since an exact contour error formulation was utilized and the feed was able to track the reference feed. There is slight contour
error at the transitions between the straight and taper sections due to the discontinuity in the reference velocity at these points and control signal saturation.

Figure 10 Case 3 (taper cut with constant force process gain) simulation results (servo)
Figure 11 Case 3 (taper cut with constant force process gain) simulation results (process)
Figure 12 Case 4 (taper cut with variable force process gain) simulation results (servo)
Figure 13 Case 4 (taper cut with variable force process gain) simulation results (process)
Operation III

The contour of Operation III (Figure 14) comprises three sections. The first and third sections are straight lines with depths–of–cut of 2 mm and 1 mm, respectively and lengths–of–cut of 5 mm and 10 mm, respectively. The second section is a quarter circle with a radius of 1 mm. The contours in the first and third sections have an infinite radius of curvature; thus, the reference angular velocity is zero in these sections. The reference angular velocity in the second section is the tangential reference velocity divided by the radius. The reference angular velocity will constantly vary in this section since the reference feed will vary due to the changing depth–of–cut. The exact contour error is ([25])

$$\varepsilon(t) = \sqrt{\left(\rho \sin \phi(t) + e_x(t)\right)^2 + \left(\rho \cos \phi(t) + e_z(t)\right)^2} - \rho,$$

where the radius of curvature is constant and is the circle radius. The time–varying, nonlinear aggregation relationship is approximated via a Taylor series expansion

$$\varepsilon(t) = \left(\sin \phi(t) + \frac{e_x(t)}{2\rho}\right) e_x(t) + \left(\cos \phi(t) + \frac{e_z(t)}{2\rho}\right) e_z(t)$$

$$= c_x(t) e_x(t) + c_z(t) e_z(t),$$

The simulation results for Cases 5 and 6 are shown in Figure 15-Figure 18. In Case 5, the force process gain is constant and the depth–of–cut varies during the second section. Therefore, the force–feed relation is given by equation (64) and the steady–state value of $P_{b0}(t)$ is calculated at
each sample period. In Case 6, the force process gain and depth-of-cut vary during the second section. Therefore, the force–feed relation is given by equation (59) and the steady-state value of $P_{bot}(t)$ is calculated at each sample period. The steady-state contour and force errors are zero in the first and third sections and for both cases since an exact contour error formulation was utilized and the feed was able to track the reference feed. The contour error magnitude in the second section was less than 2 $\mu m$ and the machining force error went towards zero. The non-zero contour error was due to the approximation in equation (69). The tangent to the contour in this section changes from being solely in the $z$ direction at the beginning of the contour to being solely in the $x$ direction at the end of the contour. As a result, the reference $z$–axis velocity needed to maintain the machining force requires a $x$–axis reference velocity that exceeds its maximum value. Therefore, the $x$–axis reference velocity is set to its maximum value causing the reference $z$–axis velocity to decrease until it reaches zero at the end of the contour. This, in turn, causes the machining force to go towards zero. Again there is slight contour error at the transitions between the straight and circular sections due to the discontinuity in the reference velocity at these points and control signal saturation.
Figure 15 Case 5 (circular cut with constant force process gain) simulation results (servo)
Figure 16 Case 5 (circular cut with constant force process gain) simulation results (process)
Figure 17 Case 6 (circular cut with variable force process gain) simulation results (servo)
Figure 18 Case 6 (circular cut with variable force process gain) simulation results (process)
The contour of Operation IV (Figure 19) comprises three sections. The first and third sections are straight lines with depths–of–cut of 2 \( \text{mm} \) and 1 \( \text{mm} \), respectively and lengths–of–cut of 5 \( \text{mm} \) and 10 \( \text{mm} \), respectively. The second section is a quarter ellipse with a major radius of \( a = 5 \text{ mm} \) and a minor radius of \( b = 1 \text{ mm} \). The contours in first and third sections have an infinite radius of curvature; thus, the reference angular velocity is zero in these sections. The reference angular velocity in the second section is the tangential reference angular velocity divided by the instantaneous radius of curvature. The reference angular velocity will constantly vary in this section since the reference feed will vary due to the changing depth–of–cut. The \( x \) and \( z \)–axis reference positions, respectively, are

\[
\begin{align*}
    r_x(t) &= X_c + b \sin[\phi(t)], \\
    r_z(t) &= Z_c + a \cos[\phi(t)].
\end{align*}
\]

The contour error is

\[
\varepsilon(t) = \sqrt{[s_x(t) - X_{cc}(t)]^2 + [s_z(t) - Z_{cc}(t)]^2} - \rho(t),
\]

and the actual \( x \) and \( z \)–axis positions, respectively, are

\[
\begin{align*}
    s_x(t) &= r_x(t) + e_x(t), \\
    s_z(t) &= r_z(t) + e_z(t),
\end{align*}
\]
The instantaneous radius of curvature and the coordinates of the instantaneous center of curvature, respectively, are

\[
\rho(t) = \frac{a^2 \sin^2[\phi(t)] + b^2 \cos^2[\phi(t)]}{ab}^{1.5},
\]

\[*\]

\[
X_{cc}(t) = X_c + \frac{b^2 - a^2}{b} \sin[\phi(t)],
\]

\[*\]

\[
Z_{cc}(t) = Z_c + \frac{a^2 - b^2}{a} \cos[\phi(t)].
\]

Substituting equations (73) and (74) into equation (72) and expanding the resulting equation by a second order Taylor’s series expansion, the contour error is

\[
e(t) = \left[ \frac{r_x(t) - X_{cc}(t)}{\rho(t)} + \frac{e_x(t)}{2\rho(t)} \right] e_x(t) + \left[ \frac{r_z(t) - Z_{cc}(t)}{\rho(t)} + \frac{e_z(t)}{2\rho(t)} \right] e_z(t)
\]

\[*\]

\[
= c_x(t) e_x(t) + c_z(t) e_z(t).
\]

The simulation results for Cases 7 and 8 are shown in Figure 20-Figure 23. In Case 7, the force process gain is constant and the depth–of–cut varies during the second section. Therefore, the force–feed relation is given by equation (64) and the steady–state value of \(P_{bot}(t)\) is calculated at each sample period. In Case 8, the force process gain and depth–of–cut vary during the second section. Therefore, the force–feed relation is given by equation (59) and the steady–state value of \(P_{bot}(t)\) is calculated at each sample period. The steady–state contour and force errors are zero in the first and third sections and for both cases since an exact contour error formulation was utilized and the feed was able to track the reference feed. The contour error magnitude in the second section was less than 4 \(\mu m\) and the machining force error went towards zero. The non zero contour error was due to the approximation in equation (78). The tangent to the contour in this section changes from being solely in the \(z\) direction at the beginning of the contour to being
solely in the $x$ direction at the end of the contour. As a result, the reference $z$–axis velocity needed to maintain the machining force requires a $x$–axis reference velocity that exceeds its maximum value. Therefore, the $x$–axis reference velocity is set to its maximum value causing the reference $z$–axis velocity to decrease until it reaches zero at the end of the contour. This, in turn, causes the machining force to go towards zero. Again there is slight contour error at the transitions between the straight and elliptical sections due to the discontinuity in the reference velocity at these points and control signal saturation.

Figure 20 Case 7 (elliptical cut with constant force process gain) simulation results (servo)
Figure 21 Case 7 (elliptical cut with constant force process gain) simulation results (process)
Figure 22 Case 8 (elliptical cut with variable force process gain) simulation results (servo)
Figure 23 Case 8 (elliptical cut with variable force process gain) simulation results (process)
3.5 **Summary and Conclusions**

A direct integration of the servomechanism control and the process control was implemented via a hierarchical optimal control methodology. The developed controller can simultaneously regulate servomechanism position errors, contour error, and machining forces. The hierarchy contained two levels: the process level where the machining forces and contour error resided and the servo level where the servomechanism position errors resided. The requirements of a constant machining force and zero contour error were propagated to the bottom level via aggregation relationships between the machining force and contour errors and the servomechanism position errors. An optimal control problem was formulated and solved to construct a control law at the bottom level that simultaneously regulates the machining force, contour error, and servomechanism position errors. The hierarchical optimal control methodology was extended to account for variations in force process model parameters and process parameters.

The hierarchical optimal control methodology was applied to a two–axis lathing operation and simulations of four different operations were conducted to verify the developed methodology. Although the illustrative example was a two–axis lathing operation, the methodology can be applied to most machining operations. The results showed that the controller is able to simultaneously achieve machining force, contour error, and servomechanism position error requirements. Thus, the proposed technique greatly decreases the complexity of the overall control system as separate machining force process and contour controllers are not required. The simulation results showed that the developed methodology could be applied to complex contours where machining force model parameters and process parameters were changing simultaneously.
The hierarchical optimal control methodology presented in this paper provides a systematic strategy to integrate machining force process, contour, and servomechanism position control in machining operations.
CHAPTER 4 HELICAL END MILL DEFLECTION ANALYSIS

4.1 Introduction

In the previous chapter, the integration of control systems at the servo level and the process level is implemented through the parameter aggregation when the process parameters can be related to the servomechanism states directly. In some machining processes, however, such analytical aggregation is not available or difficult to obtain. Therefore, the process control cannot be aggregated in the servomechanism controller. On the other hand, some machining processes require real time modification of the tool path to compensate for the deformation errors between the cutting tool and the workpiece. Alternative servo-process control integration strategy should be developed to handle such case. The cutter deflection compensation in helical end milling is one example.

Cutter deflection is a common problem affecting machining accuracy in end-milling processes. End mills are cantilevered to the spindle through tool holder, and cutting takes place at the periphery of the free end. Although the cantilever beam structure facilitates automatic tool changers with flexibility in tool change, it deteriorates the machining accuracy when the cutter deflects under lateral cutting loads. Such structural feature makes accuracy an important subject in process control of end milling.

Literature review shows that process design and offline tool path offset are two commonly used strategies to improve accuracy in end-milling processes. The process design approach selects conservative machining conditions to avoid excessive deflection. So it is a strategy to improve accuracy at the cost of reducing productivity, which is not an optimal solution for mass production. Offline tool path offset approach, on the other hand, relies on the estimation accuracy of deflection, although it allows aggressive cutting conditions. The
estimation of deflection is based on the modeling of cutting forces, cutter geometry, and the cutting process. Due to the complexity of end milling processes, it is difficult to provide satisfactory deflection estimation. Therefore, the performance of offline tool path offset approach is questionable with the inherent modeling difficulty.

Online tool path offset may become an effective and economic strategy to improve accuracy in end milling. The tool path is offset during cutting according to deflection measurement from sensors. So the compensation effect mainly depends on the sensor performance, which was the obstacle for this approach. With the advances in reliable and economical optical sensors, the bottleneck will be overcome. Therefore, the online tool path offset would be a prospective process control approach to improve accuracy in end milling at no cost of productivity.

This process control, however, cannot be integrated with servomechanism control the same way as the approach introduced in the previous chapter. The difficulty arises from the fact that the surface accuracy error due to deflection cannot be associated with the servomechanism states directly. Recall that the force model used in Chapter 3 is static model which is defined as either maximum or average cutting force within one spindle revolution and is associated with process parameters such as feed $f$ and depth of cut $d$. However, from the following analysis, it will be seen that the surface errors are associated with instantaneous cutting forces which are varying and cannot be modeled as function of process parameters. Due to the unavailability of aggregation relationship between the process and the servomechanism, the approach developed in Chapter 3 cannot be adopted for this case. A new servo-process control integration strategy should be developed. The strategy will be presented by two chapters. In this chapter, the complex impact of deflection on accuracy is analyzed to show the unavailability of aggregation between
surface errors due to cutter deflection and servomechanism states. The analysis will be provided through cutting force modeling, deflection model, and relationship between deflection and surface accuracy errors. Although such analysis is trivial for straight surfaces, milling of curved surfaces is rarely treated, and this void will be filled in this chapter. The analysis results will be used for developing integrated servo-process control for deflection compensation, which will be covered in the next chapter.

The chapter is organized as follows. The instantaneous cutting force model and simulation procedure are presented in section 4.2. Deflection model and resulting surface accuracy in milling of straight surfaces and curved surfaces are examined in section 4.3 and section 4.4, respectively. Section 4.5 concludes the chapter with summaries and conclusions.
4.2 Cutting Force Model

End mills deflect under lateral cutting forces applied at the free end, and excessive deflection will cause defects in machined parts. In order to analyze the impact of deflection on accuracy, we should start from modeling cutting forces in end milling. In this section, the cutting force model is presented, and then, deflection due to cutting forces is modeled by the cantilever beam theory.

In order of sophistication and accuracy, the available cutting force models are classified as the average rigid force with static deflection model, the instantaneous rigid force model, the instantaneous rigid force with static deflection model, the instantaneous force with static deflection feedback model, and the regenerative force with dynamic deflection model ([72]). Based on the relationship between metal removal rate (MRR) and the consumed average power in cutting, the average force model could be used only for rough estimation of deflection since the model is not able to reveal the relationship between deflection and the surface location error. So this model cannot be used in our deflection compensation study which requires such information. Similarly, the instantaneous rigid force model cannot be used either because the model is only used for cutting force prediction without considering deflection. Although the last two models would provide more accurate surface information, we only need a working model to associate the deflection with the surface location error so that we can proceed the online deflection compensation controller design. On the other hand, the online compensation strategy expects to get instantaneous deflection information from sensors rather than estimation from cutting force models. Otherwise, the performance of this strategy will also be problematic by the reliance on modeling accuracy as in the offline tool path offset approach. Therefore, the instantaneous force with static deflection model is used for the simulation study.
Combining the process geometry model developed by Martellotti and the mechanistic model of the end milling process proposed by Tlusty and MacNeil [43, 44, 73], the instantaneous force with static deflection model can predict the instantaneous force system characteristic [42]. As a multi-tooth cutting process, end milling removes metal by engagement of each tooth, and therefore cutting forces are computed from the chip load which is the product of the width of cut and the chip thickness generated from each tooth pass. Chip thickness in end milling can be derived from the process geometry, as an up-milling example shown Figure 24 [74]. Although the chip thickness varies during the cut, the maximum chip thickness is used for cutting force computation. It can be seen from Figure 24 that the maximum chip thickness for each tooth pass can be approximated as

\[ h(\theta) \approx f_t \sin(\theta), \]  

where \( \theta \) is the rotation angle of the engaged tooth, and \( f_t \) is feed per tooth, given by

\[ f_t = \frac{f_r}{N_t \cdot n}, \]  

where \( f_r \) is the feed rate (mm/min), \( N_t \) is the flute number, and \( n \) is the spindle speed (rpm).

Due to the effect of helix angle of end mills, the rotation angle of each cutting point varies along the cutting edge. In order to reduce the influence of the helix angle, the cutter is divided to \( N_z \) number of equally distributed disks, each of which has the height of \( dz = d_a / N_z \) with \( d_a \) is the axial depth of cut (see Figure 25). The rotation angle of the cutting point at the \( j \)th tooth of the \( k \)th disk can be represented by
\[ \theta_{j,k}(t) = \theta(t) + (j-1) \theta_p - \frac{(k-1) \cdot dz \cdot \tan \beta}{R}, \]

where \( \theta(t) \), as the reference angle, is the immersion angle of the leading point of the first tooth defined by the user, \( \theta_p = \frac{2\pi}{N} \) is the pitch angle of a cutter with \( N \) number of teeth, \( \beta \) is the helix angle of the cutter, and \( R \) is the radius of the cutter. Note that the addition operation on the second term in equation (81) conforms to the convention of tooth index in clockwise, and the subtraction operation on the third term in equation (81) indicates that a right hand helical end mill cutter is used.
The cutting forces will be computed on the teeth engaged in cutting. Cutting only occurs when

\[ \frac{\theta_{st}}{\pi} \leq \theta_{j,k}(t) \leq \frac{\theta_{ex}}{\pi}, \]  

(82)

where \( \theta_{st} \) and \( \theta_{ex} \) represent the entry angle and the exit angle, respectively (see Figure 25). During the steady state of cutting, \( \theta_{st} = 0 \) and \( \theta_{ex} = \arccos[(R - d_r)/R] \) are for up-milling; \( \theta_{st} = \arccos[(R - d_r)/R] \) and \( \theta_{ex} = \pi \) are for down-milling. Therefore, the engagement of any point on the cutting edge can be determined by equation (82).

Cutting forces, including the tangential and radial force, are computed on the cutting point of each disk. As seen from Figure 24, the elemental tangential cutting force \( dF_T \) and radial cutting force \( dF_R \) applied at tooth \( j \) on level \( k \) are given by

\[ (dF_T(t))_{j,k} = K_T \cdot dz \cdot h(\theta_{j,k}(t)), \]  

(83)

\[ (dF_R(t))_{j,k} = K_R \cdot (dF_T(t))_{j,k}, \]  

(84)

where \( K_T \) is the specific tangential cutting force and \( K_R \) is the proportionality between the radial and the tangential cutting forces. Both \( K_T \) and \( K_R \) are estimated experimentally. Since the directions of both the tangential and the radial cutting forces change along the cutting edge, these forces are decomposed to the global \( x-y \) coordinates, where the \( x \)-axis is along with the feed direction and the \( y \)-axis is along with the cross-feed direction. The corresponding elemental cutting forces \( (dF_x)_{j,k} \) and \( (dF_y)_{j,k} \) are represented by

\[ (dF_x)_{j,k} = -(dF_T(t))_{j,k} \cdot \cos(\theta_{j,k}(t)) - (dF_R(t))_{j,k} \cdot \sin(\theta_{j,k}(t)), \]  

(85)

\[ (dF_y)_{j,k} = (dF_T(t))_{j,k} \cdot \sin(\theta_{j,k}(t)) - (dF_R(t))_{j,k} \cdot \cos(\theta_{j,k}(t)). \]  

(86)
By summing up cutting forces given in equations (85) and (86), the total cutting forces are given by

\[ F_x = \sum_{j=1}^{N_c} \sum_{k=1}^{N_r} \left( (dF_T(t))_{j,k} \cdot \cos(\theta_{j,k}(t)) - (dF_R(t))_{j,k} \cdot \sin(\theta_{j,k}(t)) \right), \quad (87) \]

\[ F_y = \sum_{j=1}^{N_c} \sum_{k=1}^{N_r} \left( (dF_T(t))_{j,k} \cdot \sin(\theta_{j,k}(t)) - (dF_R(t))_{j,k} \cdot \cos(\theta_{j,k}(t)) \right). \quad (88) \]

Equations (87) and (88) provide instantaneous cutting forces generated by all engaged cutting points. Then, the cutting force profile can be obtained through numerical simulations so that we could gain insights on cutting behavior under different cutting conditions.

In order to gain insights of cutting forces under different cutting conditions, The simulated cutting forces with cutting conditions of up-milling in Table 1 are shown in Figure 26-Figure 33. For case 1, \( K_T = 6.598 \times 10^9 \text{Pa} \) and \( K_R = 0.3 \). For case 2, \( K_T = 5.377 \times 10^9 \text{Pa} \) and \( K_R = 0.408 ([41]) \). Case 1 and Case 2 are same in the cutter geometry, workpiece material and spindle speed while differ in cutting conditions such as the feed rate, the radial and axial depth of cut. Case 1 uses more conservative cutting conditions than Case 2. Such difference can be seen from the magnitude of cutting forces, as shown in Figure 26 and Figure 30. Note that positive \( F_y \) indicates that the direction of \( F_y \) is away from the workpiece according to the schematic of up-milling shown in Figure 24.

Figure 27-Figure 28 and Figure 31-Figure 32 show cutting forces applied on each cutting edge for two cases. Theses plots are useful in analyzing the engagement of cutting edge. For example, Figure 27-Figure 28 show that most of time there is only one cutting edge engaged but at most two cutting edges engaged simultaneously during cutting in Case 1, while Figure 31-Figure 32 indicate different phenomena in Case 2. Either three cutting edges or two cutting edges
simultaneously engage during the cutting. The engagement and cutting force information will be used for further analysis of deflection.

Due to the varying engagement of cutting edges, the instantaneous force center varies as well. Since the finished surface is parallel to the cutter axis, only deflection due to $F_y$ may affect surface accuracy. So only the force center of $F_y$ is considered. The force center is the point along the cutter axis where the resultant $F_y$ produces the same bending moment about the tool holder as the distributed elemental forces on the cutting edges. The force center variations for Case 1 and Case 2 are shown in Figure 29 and Figure 33, respectively. It can be seen that the force center oscillate about the axial elevation at half of axial depth of cut.

<table>
<thead>
<tr>
<th>Table 1 Cutting Conditions For End Milling Numerical Simulation ([41])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cutting Parameters</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>Cutter diameter (mm)</td>
</tr>
<tr>
<td>Number of flutes</td>
</tr>
<tr>
<td>Helix angle (deg)</td>
</tr>
<tr>
<td>Radial depth of cut (mm)</td>
</tr>
<tr>
<td>Axial depth of cut (mm)</td>
</tr>
<tr>
<td>Spindle speed (rpm)</td>
</tr>
<tr>
<td>Feed rate (mm/min)</td>
</tr>
</tbody>
</table>
Figure 26 Total Cutting Forces for Case 1 in Table 1 (Up-milling)

Figure 27 $F_x$ on Each Cutting Edge for Case 1 in Table 1 (Up-milling)
Figure 28 $F_y$ on Each Cutting Edge for Case 1 in Table 1 (Up-milling)

Figure 29 $F_y$ Force Center for Case 1 in Table 1 (Up-milling)
Figure 30 Total Cutting Forces for Case 2 in Table 1 (Up-milling)

Figure 31 $F_x$ on Each Cutting Edge for Case 2 in Table 1 (Up-milling)
In order to evaluate the influence of milling mode on cutting forces, simulations of cutting forces in down-milling (see Figure 34) are conducted as well. All the cutting conditions...
in down-milling are same as those in Table 1 with the exception on the milling mode. Simulation results of total cutting forces and cutting forces on individual cutting edges are shown in from Figure 35 to Figure 42.

**Figure 34 Schematic Diagram of Down-milling**
Figure 35 Cutting Forces for Case 1 in Table 1 (Down-milling)

Figure 36 $F_x$ on Each Cutting Edge for Case 1 in Table 1 (Down-milling)
Figure 37 $F_y$ on Each Cutting Edge for Case 1 in Table 1 (Down-milling)

Figure 38 $F_y$ Force Center for Case 1 in Table 1 (Down-milling)
Figure 39 Cutting Forces for Case 2 in Table 1 (Down-milling)

Figure 40 $F_x$ on Each Cutting Edge for Case 2 in Table 1 (Down-milling)
By comparing $F_y$ under the same cutting conditions for different milling mode, it can be seen that the direction of $F_y$ in down-milling is away from the workpiece while the direction of
$F_y$ in up-milling is towards the workpiece. In addition to the difference in direction, force magnitudes differ as well under same cutting conditions while in different milling modes. Cutting forces in down-milling are greater than those in up-milling. Those differences will have different impacts on the surface location errors, which will be analyzed later.

The following conclusions about instantaneous cutting forces can be drawn from the above simulations:

1. In both up-milling and down-milling, cutting forces are periodic, and increase as the radial and axial depth of cut increase;
2. In both up-milling and down-milling, force center of $F_y$ varies around half of the axial depth of cut;
3. In up-milling, the direction of $F_y$ is towards the workpiece, while in down-milling, the direction of $F_y$ is away from the workpiece.

The simulation friendly force model will be used for deflection analysis in the next section.
4.3 Deflection and Surface Accuracy in Milling of Straight Surfaces

As the most flexible part in the machine tool, the end mill is modeled as a cantilever beam with one end mounted on the spindle and the free end under laterally applied cutting forces. The periphery of end mills generates surfaces which are parallel to the cutter axis. The cutter under cutting load deflects towards or away from the surfaces, and therefore such deflection may cause machining error beyond tolerance. The machining error due to deflection, however, is complex, and does not have direct relationship with deflection ([72]). Therefore, the indirect relationship between deflection and the surface location error should be examined to provide required compensation. In this section, the cutter deflection due to cutting forces is simulated as well as the relationship between the deflection and surface accuracy.

Simulations from the previous section have shown that the magnitude and force center of resultant cutting forces vary during cutting. So end mills can be treated as cantilever beams under varying resultant force at any point rather than at the free end. On the other hand, as mentioned at the previous section, since the machined surface is parallel to the feed direction, only the deflection along the cross feed direction may affect the surface location error. Therefore, only the resultant force along cross-feed direction \(F_y\) will be considered for the analysis of deflection and surface location error.

Figure 43 illustrates an end mill subject to resultant cutting forces \(F_y\) applied at the axial elevation \(z_{F_y}\) which can be determined by

\[
 z_{F_y} = \frac{\sum_{j=1}^{N_j} \sum_{k=1}^{N_k} (dF_y)_{j,k} \cdot (L - z_{j,k})}{F_y}, \tag{89}
\]
where $z_{j,k}$ is the elevation of applied elemental cutting force $(dF_y)_{j,k}$. According to the cantilever beam deflection theory, the cutter deflection $\delta(z)$ at the elevation $z$ can be given by

$$
\delta(z) = \begin{cases} 
\frac{F_y (L-z_{F_y})^2}{6EI} \left( 3(L-z) - (L-z_{F_y}) \right), & 0 < z < z_{F_y}; \\
\frac{F_y (L-z)^2}{6EI} \left( 3(L-z_{F_y}) - (L-z) \right), & z_{F_y} < z < L,
\end{cases}
$$

(90)

Figure 43 Cutter Deflection Under Cross-feed Load

where $F_y$ is the resultant normal force, $z_{F_y}$ is the force center where $F_y$ is applied, $E$ is the modulus of elasticity, $I$ is the area moment of inertia, and $L$ is the effective cutter length. The area moment of inertia $I$ is computed with an equivalent tool diameter which is approximately 80% of the cutter diameter due to effect of flutes [75]. The effective cutter length $L$ is slightly longer than the cutter length measured from the tool holder since it accounts for small deflections of the spindle and machine tool. $L$ is usually obtained experimentally [76].
Note that the validity of using equation (90) to predict the cutter deflection is based on an assumption that cutting forces are static loads. According to [77], a load applied on a flexible structure can be treated as a static one when the lowest natural frequency of the structure is 10 times of the frequency of the applied load, which is \( N_j \) times of spindle rotation frequency. The lowest natural frequency of end mills can be computed by [78]

\[
f_n = \frac{3.52}{2\pi} \sqrt{\frac{EI}{\rho A L^4}},
\]

where \( \rho \) is the mass density and \( A \) is the cross-sectional area of the beam. This assumption of static loads holds for conventional speed milling processes [76].

Next, the effect of cutter deflection on the surface accuracy will be investigated. It is mentioned above that the generated surface is parallel to the feed direction. In other words, only the cutting point whose rotation angle is either zero for up-milling or \( \pi \) for down-milling generates the finished surface. The intermediate surfaces generated by other cutting points will be removed by subsequent cuttings. According to equation (81), the axial location of the surface generation cutting points is given by

\[
z(t) = \begin{cases} 
\frac{R\left[\theta_{j,k}(t)+(j-1)\theta_p\right]}{\tan \beta}, & \text{up-milling;} \\
\frac{R\left[\pi - \theta_{j,k}(t)-(j-1)\theta_p\right]}{\tan \beta}, & \text{down-milling.}
\end{cases}
\]

Then the surface accuracy is evaluated at these cutting points subjected to the instantaneous deflection given by equation (90).

Due to the helix angle of the cutter, surfaces are generated sequentially by cutting points sliding upward from the bottom to the location at axial depth of cut as the cutter rotates. Since cutting forces and corresponding cutter deflection vary, deflection will leave varying imprints on
the surface. Therefore, the surface location accuracy is related to both the location of the cutting point and instantaneous cutter deflection. The cutting forces vary periodically with the frequency $N$, times of the spindle frequency, so do the cutter deflection and surface location accuracy. The surface accuracy is simulated for operations in Table 1.

![Figure 44 Surface Accuracy for Case 1 in Table 1 (Up-milling)](image)

**Figure 44 Surface Accuracy for Case 1 in Table 1 (Up-milling)**

The simulation results of surface accuracy in up-milling are shown in Figure 44 and Figure 45, and results for down-milling are shown in Figure 46 and Figure 47. By comparing the surface accuracy under same conditions in different milling modes, it can be seen that the down-milling generates greater surface location error, which can be explained from the greater cutting force magnitude in down-milling. On the other hand, the surface location errors of two milling modes have different signs which indicate that the cutter deflects differently in these modes. In up-milling, the cutter deflects towards the workpiece, while in down-milling, the cutter deflects away from the workpiece. Since the down-milling is usually used in finishing cut,
the accuracy of down-milling is more important than that of up-milling, the compensation strategy will focus on down-milling operations only.

Figure 45 Surface Accuracy for Case 2 in Table 1 (Up-milling)

Figure 46 Surface Accuracy for Case 1 in Table 1 (Down-milling)
Figure 47 Surface Accuracy for Case 2 in Table 1 (Down-milling)

The surface accuracy for a commonly used milling operation slotting is also simulated since the operation involves both up-milling and down-milling. It is well known that cutting forces in slotting is a constant (see Figure 48), then the cutter deflection keep invariant during cutting. The results are shown in Figure 49 and Figure 50. The results indicate that the cutter deflects towards the up-milling side, and therefore, the surface accuracy errors at two sides are symmetric about the cutter axis.

With the above analysis and simulation results, the following conclusions can be drawn:

1. In up-milling, the cutter deflects towards the workpiece, while in down-milling, the cutter deflects away from the workpiece;
2. Under the same cutting conditions, deflection in down-milling is greater than that in up-milling;
3. The surface accuracy is associated with the locations of cutting points and instantaneous deflection other than maximum or average deflection;
4. Due to the periodicity of cutting forces and corresponding cutter deflection, the surface accuracy variation repeats for every tooth pass.

![Figure 48 Cutting Forces in Slotting](image1)

![Figure 49 Surface Accuracy for Case 1 in Table 1 (Slotting)](image2)
Figure 50 Surface Accuracy for Case 2 in Table 1 (Slotting)
4.4 **Deflection and Surface Accuracy in Milling of Curved Surfaces**

In the case of milling circular or free form surfaces, the non-straight tool path or workpiece curvature cause change in the feed per tooth and cutter engagement conditions [79]. Therefore, such change should be considered to predict cutting forces and corresponding cutter deflection.

In this section, the cutter deflection and surface accuracy in milling of curved surfaces are examined. First, the change of the feed per tooth and the entry angle are investigated for both circular surface milling and free form milling. Then, the cutting forces and corresponding deflection are recomputed for both cases. Finally, surface accuracy is evaluated for two cases.

To facilitate cutting force and location representation, two Cartesian coordinate systems are used. The global Cartesian coordinates with $x$-$y$-$z$ axes are fixed with the origin at either the center of the workpiece or a location as defined. The horizontal $x$-axis and $y$-axis are parallel to the longer and the shorter dimension of the machine tool table, respectively, and the $z$-axis is aligned with the spindle direction which is perpendicular to the $x$-$y$ plane. The Cartesian coordinates $x_F$-$y_N$, axes, denoted the feed and normal directions, respectively, are rotating together with the cutter. The kinematics is usually represented in the global Cartesian coordinates, while the cutting mechanics is studied in the rotating local Cartesian coordinates.

**4.4.1 Milling of Circular Surfaces**

With the Cartesian coordinates defined above, a down-milling of a circular surface is illustrated in Figure 51. The tool path and surfaces before/after machining are located on concentric circles with the center denoted $O_w$. The cutting tool moves along the path with radius as $R_w + R_t - d_r$, where $R_w$ is the workpiece radius before machining, $R_t$ is the cutter radius, and $d_r$ is the radial depth of cut. $O_{f_i}, i=j-1$ and $j$, represent the centers of the cutter at successive instants. The distance between the successive centers is the nominal feed per tooth $f_t$, which is given by
\[ \bar{f}_t = \frac{f_t}{N_t \cdot n}, \]  

(93)

where \( f_t \) is the feedrate (mm/min), \( N_t \) is the flute number, and \( n \) is the spindle speed (rpm) as defined in equation (80).

**Figure 51 Milling of Circular Surfaces**

As shown in Figure 51, the actual feed per tooth \( f_t \), evaluated on the workpiece surface, does not equal to the nominal one \( \bar{f}_t \) due to the effect of workpiece curvature. Since the tool path and the workpiece surface are in concentric circles, the actual feed per tooth \( f_t \) can be found from the process geometry, and \( f_t \) is given by

\[ \frac{f_t}{\bar{f}_t} = \frac{R_w}{R_w + R_t - d_t}. \]  

(94)

In down-milling, the exit angle \( \theta_e = \pi \), and the entry angle \( \theta_s \) can be calculated by applying cosine formula in the triangle formed by \( O_w, O^i_T \), and \( P_{st} \), which is the contact point where the cutter enters the workpiece, and \( \theta_s \) is given by

\[ \theta_s = \pi - \arccos \frac{R_t^2 + (R_t + R_w - d_t)^2 - R_w^2}{2R_t (R_t + R_w - d_t)}. \]  

(95)
Note that both $\phi_s$ and $\phi_e$ are defined from normal direction. Equation (82) should be modified to determine the engagement condition since $\theta_{j,k}(t)$ is the rotation angle defined from the global $y$-axis other than the normal direction $y_N$. The process geometry shows that the normal direction rotates along the tool path at the angular velocity $\Omega$ given by

$$\Omega = \frac{f_r}{R_r + R_w - d_r},$$

(96)

where $f_r$ is the feed rate. Then the rotation angle $\tilde{\theta}_{j,k}(t)$ of cutting point relative to the normal direction is given by

$$\tilde{\theta}_{j,k}(t) = \theta_{j,k}(t) - \Omega t.$$

(97)

Cutting forces, including the tangential and radial force, are modified accordingly:

$$\left( dF_x(t) \right)_{j,k} = K_T \cdot dz \cdot h\left( \tilde{\theta}_{j,k}(t) \right),$$

(98)

$$\left( dF_y(t) \right)_{j,k} = K_R \cdot \left( dF_T(t) \right)_{j,k}. $$

(99)

The engagement condition given in equation (82) should be modified to

$$\theta_s \leq \tilde{\theta}_{j,k}(t) \leq \theta_e.$$

(100)

Since the elemental cutting forces $(dF_x)_{j,k}$ and $(dF_y)_{j,k}$ are components of cutting forces on the fixed global $x$-$y$ axes, equations (85)-(86) and (87)-(88) for straight surface milling are still applicable for circular surface milling. Note that $\tilde{\theta}_{j,k}(t)$ is used to compute tangential and radial cutting forces since $\tilde{\theta}_{j,k}(t)$ is measured in the rotating $x_F$-$y_N$ coordinates, while $\theta_{j,k}(t)$ is used to compute $F_x$ and $F_y$ since $\theta_{j,k}(t)$ is measured in the fixed global $x$-$y$ coordinates.
In addition to the above changes, the direction of deflection which causes surface accuracy error varies as well. In straight surface cutting, surface accuracy is affected only by deflection due to normal force $F_N$ along with $y$-axis which is perpendicular to the feed direction. In circular surface, however, the direction of normal force is rotating together with the cutter center. Normal forces are determined by both $F_x$ and $F_y$ (see Figure 52). Therefore, both $F_x$ and $F_y$ should be considered to evaluate surface accuracy. Accordingly, the deflection given in Equation (90) should be modified as

$$\delta(z) = \begin{cases} 
\frac{F_N (L-z_{F_n})^2}{6EI} \left( 3(L-z)-(L-z_{F_n}) \right), & 0 < z < z_{F_n} \\
\frac{F_N (L-z)^2}{6EI} \left( 3(L-z_{F_n})-(L-z) \right), & z_{F_n} < z < L 
\end{cases},$$

(101)

where $F_N$ is given by

$$F_N = F_x \sin \theta + F_y \cos \theta,$$

(102)

where $\theta$ is the rotation angle of the cutter center measured from the positive $y$-axis, and $\theta$ is given by
\[ \theta_r(t) = \Omega t, \]  

where \( \Omega \) is defined by equation (96).

The axial location of the surface generation cutting points is modified as

\[
z(t) = \begin{cases} 
\frac{R \left[ \theta_{j,k} (t) + \left( j - 1 \right) \theta_p \right]}{\tan \beta}, & \text{up-milling;} \\
\frac{R \left[ \pi - \theta_{j,k} (t) - \left( j - 1 \right) \theta_p \right]}{\tan \beta}, & \text{down-milling.}
\end{cases}
\]  

Then the surface accuracy is evaluated at these cutting points subjected to the instantaneous deflection given by equation (101).

In order to illustrate the difference between circular surface milling and straight surface milling, cutting conditions of Case 2 in Table 1 is used for simulation. The comparison is shown in Figure 53 with the result of the same cutting conditions while for different surfaces. It can be seen that the circular surface milling leads to less deflection. This phenomenon can be explained by force contribution to cutter deflection. In straight surface milling, cutter deflection is due to \( F_y \) which has contribution of both tangential and radial cutting forces. While in circular surface milling, cutter deflection is mainly caused by radial cutting forces which are usually much smaller than tangential cutting forces. The difference between \( F_y \) and \( F_h \) is shown in
In the next section, the more general case, free form surface milling, will be studied.
4.4.2 Milling of Free Form Surfaces

Free form milling is commonly seen in machining of parts in aerospace engineering, such as turbine blades and impellers etc. Until recently, the study of free form surface milling was initiated by Rao et. al in [64], but the surface error defined in [64] is cusp height due to cutter path geometry rather than cutter deflection which is targeted in this research. This section extends the analysis presented in [64] to study the effect of cutter deflection on the surface accuracy in free form surface milling. We will first study the effect of surface curvature on the immersion angle and corresponding engagement condition, then the cutting force and surface accuracy will be simulated according to the engagement condition.

The general curved surface after machining, denoted \([x_S(t), y_S(t)]\), can be described by parametric equations

\[
x_S(t) = f(t), \\
y_S(t) = g(t).
\] (105)
Since the workpiece surface before machining, denoted \([x_w (t), y_w (t)]\), and the tool path, denoted \([x_r (t), y_r (t)]\), are parallel to the surface after machining, and the offset distances are \(d_r\) and \(R_f\), respectively, \([x_w (t), y_w (t)]\) and \([x_r (t), y_r (t)]\) can be represented by

\[
x_w (t) = f(t) - \frac{d_r g'(t)}{\sqrt{[f'(t)]^2 + [g'(t)]^2}},
\]
\[
y_w (t) = g(t) + \frac{d_r f'(t)}{\sqrt{[f'(t)]^2 + [g'(t)]^2}},
\]

and

\[
x_r (t) = f(t) - \frac{R_f g'(t)}{\sqrt{[f'(t)]^2 + [g'(t)]^2}},
\]
\[
y_r (t) = g(t) + \frac{R_f f'(t)}{\sqrt{[f'(t)]^2 + [g'(t)]^2}},
\]

where \(d_r\) is the radial depth of cut, \(R_f\) is the tool radius, \(f'(t)\) and \(g'(t)\) are derivatives of \(f(t)\) and \(g(t)\) with respective to \(t\), respectively. In order to calculate cutting forces, engagement condition and actual feed per tooth should be determined. From previous section on milling of circular surfaces, it is shown that the engagement condition depends on the cutter rotation angle relative to the cross-feed direction \(y_N\), which can be determined from constant angular velocity of the cutter along the tool path. In milling of general curved surfaces, however, the angular velocity along the tool path is no longer constant due to the varying instantaneous radius of curvature. Therefore, the cross-feed direction \(y_N\) should be evaluated instantaneously. Similarly, the actual feed per tooth is also varying along the path due to the variation in instantaneous radius of curvature. As a result, the cross-feed direction \(y_N\) and the instantaneous radius of curvature for curved surfaces should be solved first.
It can be seen from Figure 55 that the cross-feed direction $y_N$ is normal to the surface, the slope of $y_N$ at the instant $t_i$, denoted $k_{y_N}^{i^t}$, satisfies
\[ k_{y_N}^{i^t} \cdot k_{[x_S(t_i), y_S(t_i)]} = -1, \tag{108} \]
where $k_{[x_S(t_i), y_S(t_i)]}$ is the slope of the tangent line at the machined surface $[x_S(t_i), y_S(t_i)]$ at the instant $t_i$, and $k_{[x_S(t_i), y_S(t_i)]}$ is
\[ k_{[x_S(t_i), y_S(t_i)]} = \frac{g'(t_i)}{f''(t_i)}. \tag{109} \]
Therefore, the orientation of $y_N$ relative to $y$ axis, denoted $\theta_N$, can be solved by
\[ \theta_N(t_i) = \begin{cases} \frac{\pi}{2} - \tan^{-1}\frac{g'(t_i)}{f'(t_i)}, & \frac{f'(t_i)}{g'(t_i)} \leq 0; \\ -\tan^{-1}\frac{g'(t_i)}{f'(t_i)} - \frac{\pi}{2}, & \frac{f'(t_i)}{g'(t_i)} > 0. \end{cases} \tag{110} \]
Then the rotation angle $\bar{\theta}_{j,k}(t)$ of cutting point relative to the normal direction is given by
\[ \bar{\theta}_{j,k}(t) = \theta_{j,k}(t) - \theta_N(t). \tag{111} \]
where $\theta_{j,k}(t)$ is the rotation angle relative to $y$ axis.

It can be In order to evaluate the actual feed per tooth, the instantaneous radius of curvature should be known. For the surface given by equation (105), the instantaneous radius of curvature is
\[ R_S(t) = \left[ \frac{(g'(t))^2 + (f'(t))^2}{g'(t)f''(t) - g''(t)f'(t)} \right]^{3/2}. \tag{112} \]
And the actual feedrate $f_t$ can be obtained by solving
\[ \frac{f_t}{f_r} = \frac{R_S(t) + d_t}{R_S(t) + R_r}, \tag{113} \]
where \( \bar{f} \) is the nominal feed per tooth. Similarly, the entry angle

\[
\theta_{st} = \pi - \arccos \frac{R_t^2 + (R_t + R_s(t))^2 - (d_r + R_s(t))^2}{2R_t(R_t + R_s(t))}.
\] (114)

In summary, due to the effect of curvature, the immersion angle, the entry angle, and feed per tooth vary along the tool trajectory. Therefore, cutting forces are no longer periodic as they are for milling of straight surfaces and circular surfaces. Cutting force variation is simulated for the cutting conditions given in Table 2. The workpiece material is 7075-T6 aluminum, and the workpiece geometry is defined by logarithmic spiral

\[
x(t) = a \sin(\theta)e^{i\theta}, \\
y(t) = a \cos(\theta)e^{i\theta},
\] (115)

where \( a=48 \text{ mm} \) and \( b=0.5 \), and \( \theta \) varies from 0 to \( \pi/2 \) measured from \( y \)-axis. The profile of the workpiece is shown in Figure 56.
The specific cutting pressure constants $K_r$ and $K_r$, obtained from cutting experiments in [58], are related to average chip thickness $t_a$ as

$$K_r = 435.9783(t_a)^{-0.3672},$$
$$K_r = 0.2405(t_a)^{-0.1062}.$$  

(116)

The cutting forces along $x$- and $y$-axis, and the direction normal to the workpiece are shown in Figure 57-Figure 59

**Table 2 Cutting Conditions of Free Form Milling [58]**

<table>
<thead>
<tr>
<th>Cutting Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cutter diameter (mm)</td>
<td>10</td>
</tr>
<tr>
<td>Number of flutes</td>
<td>4</td>
</tr>
<tr>
<td>Helix angle (deg)</td>
<td>25</td>
</tr>
<tr>
<td>Radial depth of cut (mm)</td>
<td>2.5</td>
</tr>
<tr>
<td>Axial depth of cut (mm)</td>
<td>15</td>
</tr>
<tr>
<td>Spindle speed (rpm)</td>
<td>900</td>
</tr>
<tr>
<td>Feed rate (mm/min)</td>
<td>108</td>
</tr>
</tbody>
</table>
Figure 57 Cutting Force $F_x$ for Cutting Conditions in Table 2

Figure 58 Cutting Force $F_y$ for Cutting Conditions in Table 2
Figure 59 Cutting Force $F_n$ for Cutting Conditions in Table 2

It can be seen from the above plots that the peak values of these cutting forces are influenced by the curvature of workpiece. Therefore, cutter deflection and corresponding workpiece accuracy will also vary along the tool path. As a representative example, the workpiece accuracy during each tooth pass within one revolution where maximum normal force $F_n$ is displayed in Figure 60. Note that the tooth pass defined here is referred to the duration with which a tooth rotates for a pitch angle. It is obvious that the maximum normal force occurs at the second tooth pass of the revolution. In order to examine the variation of surface accuracy along the elevation during machining, the maximum and minimum surface accuracy are illustrated in Figure 61. The surface error at the height of axial depth of cut varies from 257.6 $\mu m$ to 550.17 $\mu m$, and the error varies from 431.7 $\mu m$ to 926.93 $\mu m$ at the bottom end. Such variation shows the complexity and the non-periodic characteristics in free form milling when compared to milling of straight surfaces and circular surfaces where the surface accuracy repeats for each tooth pass.
Figure 60 Surface Accuracy of Free Form Milling

Figure 61 Minimum and Maximum Surface Accuracy in Free Form Milling
4.5 Summary and Conclusions

This chapter aims to study surface accuracy of helical end milling processes. The analysis of surface accuracy is based on the cutting force model, numerical simulation model for instantaneous cutting force, cutter deflection, and the surface generation condition. The Cutting force model and corresponding numerical simulation procedure are introduced in Section 4.2 along with the cutting force simulation results. Modeled as cantilever beam deflection, cutter deflection is analyzed in Section 4.3 and its effect on surface accuracy is simulated as well. In section 4.3, cutting force, cutter deflection and surface accuracy for milling of curved surfaces are provided. These results will be used to emulate the sensor information of cutter deflection for the design of deflection compensation.
CHAPTER 5 INDIRECT INTEGRATION OF SERVO AND PROCESS CONTROL

5.1 Introduction

In the previous section, helical end mill deflection and its influence on surface accuracy are analyzed and simulated. In practice, the surface accuracy is improved by either process design or offline tool path offset [58]. The advantages and drawbacks of these approaches have been reviewed in chapter 2, and it is concluded that online tool path offset will help improve the accuracy without sacrificing machining productivity. In this chapter, integrated servo-process control is developed to provide online tool path offset for deflection compensation. The strategy of direct integration of servo-process control presented in chapter 3 cannot be applied in this case because of the indirect relationship between deflection and servomechanism states. Cutter deflection is affected by many factors including cutter geometry, process geometry, and materials of cutter and workpiece. Unlike cutting force variation which can be associated with feed rate and depth-of-cut, deflection cannot be aggregated with the servomechanism states directly. Such indirect relationships impose challenges on the integration of the servo-process control. Alternative solution is expected to allow the servomechanism controller to simultaneously regulate axis positions and compensate for the cutter deflection.

Although cutter deflection and surface accuracy cannot be aggregated with servomechanism states as contour error and cutting forces variation, they can be measured through sensors. In open architecture machines tools which support process measuring, the surface accuracy and deflection could be measured by optical sensors or other high resolution proximity sensors. The measurement could be utilized as a media to integrate servomechanism control and deflection compensation. In this simulation-based study, we will use surface
accuracy simulation technique introduced in the previous chapter to emulate the measurement from sensors to discuss the integration approach.

Interpolators are programmed before machining to generate reference points along the tool path according to the part geometry and servomechanism limits such as speed and acceleration. During process control, interpolators are updated with the reference feed or feedrate sent from process controller according to the process variation. The updated interpolation will provide the new reference trajectory for servomechanisms. Therefore, interpolators are important media to implement process control which is not aggregated with the servomechanism control. The process variables are adjusted by updating the interpolator to change the interaction between the cutting tool and the workpiece. So the interpolation scheme considering both part geometry and tool path modification is important to implement combined servo control and process control to account for variations in the process. The interpolation scheme used in chapter 3 only considers contour geometry information since the process control is integrated in servo control and there is no need to offset tool path during machining. For cutter deflection compensation, however, the interpolation scheme should combine both part geometry and real time path offset information to implement the integrated servo-process control.

These reference points are usually generated in interpolators by approximating the trajectory with a series of linear segments or circular arcs, which will cause discontinuities along the path. The discontinuities are undesirable from the view of kinematics and dynamics. First, if acceleration and deceleration are utilized for linear segments and circular segments, it will take longer time to complete the trajectory [5]. Second, the discontinuities may generate high harmonics in the reference trajectory which may excite the natural modes of the machine tool structure [80]. Furthermore, such interpolation cannot provide constant tangential velocity along
the tool path which is required for processes like end milling to achieve constant maximum cutting forces. The interpolation scheme used in chapter 3, on the contrary, can provide constant tangential velocity. On the other hand, the angular velocity profile is required for the implementation of robust motion tracking control based on the error space approach. Furthermore, since only the deflection normal to the feed direction generates surface error, the tool path should be offset along the normal direction, which can be treated as changing the instantaneous radius. Therefore, the tool path offset can be accurately reflected in this interpolation scheme for constant tangential velocity. In this chapter, the interpolation scheme used in chapter 3 will be extended to include the path offset to implement deflection compensation.

The online deflection compensation approach is presented in this chapter. The interpolation scheme for milling of different surfaces is introduced in Section 5.2, followed by compensation strategy in Section 5.3. Simulation studies of milling of three different surfaces are conducted in Section 5.4 through Section 5.5. This chapter is concluded by summaries and conclusions in Section 5.6.
5.2 Interpolation

In this section, interpolation scheme for real time path offset is presented for end milling. The path offset is determined by how much surface error should be compensated. Simulation results in the previous chapter show that cutter deflection imprints varying surface errors along the axial depth of cut. If the tool path is offset to compensate for the minimum surface error, some of the surface will undergo undercuts. On the contrary, if the tool path is offset to compensate for the maximum surface error, some of the surface will undergo overcuts. The decision depends on the machining requirement. If the workpiece is machined by rough cuts, maximum surface error is more concerned for the purpose of productivity as long as the overcuts are still within tolerance requirement. On the other hand, if the workpiece is machined by finish cuts, minimum surface is more concerned for the purpose of product quality. So the quantity of path offset depends on the surface accuracy error and the dimensional tolerance requirement. In this research, a compromise is made for simplicity. Average surface error during a tool pass is used for tool path offset. The tool pass is defined as the period

\[ T = \frac{1}{n \cdot N_i}, \quad (117) \]

where \( n \) is the spindle speed and \( N_i \) is the number of tooth.

The cutter deflection compensation will be implemented for milling of three different surfaces, including straight surfaces, circular surfaces, and free-form surfaces. The interpolation schemes for milling of each surface will be presented to compensate for the average surface error.
Straight Surfaces

Since the generated surface is normal to the feed direction, it is required to offset the tool path in the normal direction to compensate for the error due to deflection. The offset scheme is based on the comparison between surface error and the tolerance requirement. The tool path is only offset along the normal direction opposite to the deflection to minimize the surface error when surface error exceeds the tolerance. Given the constant tangential velocity $V_r$ and the sample period denoted $T$, the axis reference positions $r_x$ and $r_y$ are

\[
\begin{align*}
    r_x(t) &= r_x(t-T) + V_x \cdot T, \\
    r_y(t) &= r_y(t-T) - (\varepsilon(t) - \Delta), & \varepsilon(t) > \Delta, \\
    r_y(t) &= r_y(t-T), & \varepsilon(t) \leq \Delta,
\end{align*}
\]

(118)

where $\varepsilon(t)$ denotes the surface accuracy error, and $\Delta$ is the tolerance. From the deflection analysis in the previous section, it is know that the surface error repeats for each tooth pass. Therefore, $r_y$ is only updated for each tooth pass rather than each interpolation sample period if the surface error is beyond the tolerance. The reference velocity along the normal direction for tool offset is implied to be

\[
V_N(t) = \frac{\varepsilon(t) - \Delta}{T}.
\]

(119)

Circular Surfaces

The interpolator for straight surface utilizes the Cartesian coordinates to provide reference axis positions, while the circular interpolator uses polar coordinates to facilitate the representation of reference points. For circular surfaces, the constant angular velocity is required to maintain the
constant tangential velocity. Therefore, angular increment is constant during each interpolation sample period, and it is given by

\[ \Delta \theta = \frac{V}{R} T. \]  

(120)

If no deflection occurs, the constant radius \( R \) will be maintained. However, the deflection generates surface accuracy error \( \epsilon(t) \) along the radial direction, and the tool path should be offset in the opposite direction. As a result, \( R - \epsilon(t) \) should be used as the radius when the tooth path is offset. Since the surface accuracy error \( \epsilon(t) \) is much smaller than \( R \), the tangential velocity is approximately constant when constant angular increment is used. The reference axis positions are

\[
\begin{align*}
r_x &= X_O + \left( R - \epsilon(t) \right) \cos(\theta(t-1) + \Delta \theta), \\
r_y &= Y_O + \left( R - \epsilon(t) \right) \sin(\theta(t-1) + \Delta \theta),
\end{align*}
\]

(121)

where \((X_O, Y_O)\) is the circle center. Therefore, the circular interpolator without considering deflection generates small errors.

**Free-form Surfaces**

The free-form surface used in the previous section is used as an example since the logarithmic spiral is commonly used form for turbine blades and impellers. The scheme can also be applied for other free-form surface by appropriate coordinate transformations.

In Cartesian coordinates, the surface profile defined by logarithmic spiral is represented by

\[
\begin{align*}
x(t) &= a \sin[\theta(t)] e^{b\theta(t)}, \\
y(t) &= a \cos[\theta(t)] e^{b\theta(t)},
\end{align*}
\]

(122)
where $\theta(t)$ is measured from $y$-axis clockwise to facilitate simulation since the rotation angle of the cutter is defined clockwise by convention. In order to maintain constant tangential velocity, the interpolator for this case should provide varying angular increment since the instantaneous radius varies along the tool path. On the other hand, since the surface error is normal to the tool path, the tool should be offset in the normal direction. The required interpolation scheme should maintain constant tangential velocity and provide necessary tool path offset to compensate for the dimensional error due to cutter deflection.

It is known from the geometry of logarithmic spirals that the arc length $L$ corresponding to each interpolation interval $dt$ is given by

$$L = \int_{0}^{\theta+d\theta} \sqrt{\left(\frac{dx}{d\theta}\right)^2 + \left(\frac{dy}{d\theta}\right)^2} \, d\theta$$

$$= \int_{0}^{\theta+d\theta} \left[ a \left( \cos \theta e^{b\theta} + b \sin \theta e^{b\theta} \right)^2 + a \left( -\sin \theta e^{b\theta} + b \cos \theta e^{b\theta} \right)^2 \right]^{\frac{1}{2}} d\theta$$

$$= \frac{f_r}{a \sqrt{1 + b^2 e^{2b\theta}}} \left( e^{b\theta} - 1 \right)$$

where $f_r$ is the feedrate maintained along the path. Equation (123) shows that the angular increment $d\theta$ can be derived from previous angular position $\theta$ as

$$d\theta = \frac{\ln \left( \frac{f_r \cdot dt}{a \sqrt{1 + b^2 e^{b\theta}}} + 1 \right)}{b}.$$  

Therefore, the interpolation for tool path without deflection is given by

$$x(t) = a \sin \left[ \theta(t-1) + d\theta \right] e^{i \hat{\theta}(t-1)+d\theta}$$

$$y(t) = a \cos \left[ \theta(t-1) + d\theta \right] e^{i \hat{\theta}(t-1)+d\theta}.$$  

When the dimensional error due to cutter deflection is beyond the tolerance requirement, the tool path should be offset along the normal direction which can be represented by the angle
\( \theta_N \) given in equation (110). Assume the tool path should be offset by \( \epsilon(t) \), the interpolation in equation (125) should be modified to

\[
\begin{align*}
x(t) &= a \sin \left[ \theta(t-1) + d \theta \right] e^{b \left[ \theta(t-1) + d \theta \right]} - \delta(t) \cdot \sin \left( \theta_N \right), \\
y(t) &= a \cos \left[ \theta(t-1) + d \theta \right] e^{b \left[ \theta(t-1) + d \theta \right]} - \delta(t) \cdot \cos \left( \theta_N \right).
\end{align*}
\] (126)
5.3 Error Space Motion Control

In Chapter 3, it shows that the error space motion control can drive the individual axis errors to zero. Therefore, this approach is utilized here to achieve zero errors between the axis position and real time modified reference path generated by the interpolator. The control law in Chapter 3 is found by LQR. In this case of cutter deflection, however, no optimal control problem is formulated so alternative state feedback other than LQR should be used to design the error space motion control for the servomechanism control.

The dynamics of the servomechanism system are given by

\[ \tau_x \ddot{x}_x (t) + \dot{x}_x (t) = K_x u_x (t), \] (127)

\[ \tau_z \ddot{x}_z (t) + \dot{x}_z (t) = K_z u_z (t). \] (128)

The state space representation is given by equation (1) where

\[ x^T (t) = [x_x (t) \quad x_z (t) \quad \dot{x}_x (t) \quad \dot{x}_z (t)], \] (129)

\[ u^T (t) = [u_x (t) \quad u_z (t)], \] (130)

\[ y^T (t) = [x_x (t) \quad x_z (t)], \] (131)

\[
A = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -\frac{1}{\tau_x} & 0 \\ 0 & 0 & 0 & -\frac{1}{\tau_z} \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0 \\ \frac{K_x}{\tau_x} \\ 0 \end{bmatrix}, \quad H = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}. \] (132)

The augmented servomechanism system is

\[
\dot{x}_{bot} (t) = \begin{bmatrix} E_{bot} & H_{bot} \\ 0_{(4)(4)} & A \end{bmatrix} \begin{bmatrix} e(t) \\ \dot{e}(t) \end{bmatrix} + \begin{bmatrix} 0_{(4)(2)} \\ B \end{bmatrix} u_{bot} (t),
\] (133)

where
\[ e^T(t) = [e_x(t) \ e_z(t) \ \dot{e}_x(t) \ \dot{e}_z(t)], \]  
\[ e_x(t) = x_x(t) - r_x(t), \]  
\[ e_z(t) = x_z(t) - r_z(t), \]

\[ \xi^T(t) = [\ddot{x}_x(t) + \omega^2 x_x(t) \ \ddot{x}_z(t) + \omega^2 x_z(t) \ \dddot{x}_x(t) + \omega^2 \dot{x}_x(t) \ \dddot{x}_z(t) + \omega^2 \dot{x}_z(t)], \]

\[ E_{bot} = \begin{bmatrix} 0_{(2)(2)} & I_2 \\ -\omega^2 I_2 & 0_{(2)(2)} \end{bmatrix}, \quad H_{bot} = \begin{bmatrix} 0_{(2)(4)} \\ H \end{bmatrix}, \]

\[ u_{bot}(t) = \begin{bmatrix} \ddot{u}_x(t) \\ \ddot{u}_z(t) \end{bmatrix} + \omega^2 \begin{bmatrix} u_x(t) \\ u_z(t) \end{bmatrix}. \]

We know from Section 3.2.2.1 that \( u_{bot}(t) \) in equation (139) can be found by state feedback since the augmented system is controllable. Therefore, the equation (48) for finding physical servomechanism control inputs can be written as

\[ \begin{bmatrix} \ddot{u}_x(t) \\ \ddot{u}_z(t) \end{bmatrix} + \omega^2 \begin{bmatrix} u_x(t) \\ u_z(t) \end{bmatrix} = -Kx_{bot}(t), \]  

where \( K \) can be found by one of state feedback control method, the pole placement technique.
5.4 Simulation Studies

The simulation studies are conducted under a variety of cutting conditions for three kinds of workpiece surface, i.e., workpiece with straight surface, circular surface, and the free form surface. All the case studies are taken from the open literature. These simulation studies are intended to test the compensation effect subject to the variation in the spindle speed, the feedrate, and the radial depth of cut. The servomechanism parameters are from a laboratory–grade machine tool [70]: \( \tau_x = 0.055 \text{ sec} \), \( \tau_z = 0.056 \text{ sec} \), \( K_x = 3.628 \text{ (mm/s)/V} \), and \( K_z = 3.706 \text{ (mm/s)/V} \).

For the convenience of comparison of compensation effects for three kinds of surfaces, all cutting simulations use the same four-fluted high-speed steel end mill with 30° helix angle and 16 mm diameter and aluminum alloy LY12 workpiece. The cutting pressure constants \( K_T \) and \( K_R \) are obtained from cutting tests [79]:

\[
K_T = 578.912 \left( \bar{t}_c \right)^{-0.141} \text{ N/mm}^2, \\
K_R = 0.6576 \left( \bar{t}_c \right)^{-0.0238}.
\]

Interpolators introduced in the previous section generate the reference axis trajectories. A Runge–Kutta fourth order integration routine with a sample period of 0.001 sec is utilized to solve the augmented system (133) in the error space and the control dynamic equation (140). The poles for the simulations are chosen by trial and error, and they are -79±83i, -125±20i, -200±50i, -100, and -210.

5.4.1 Milling of Straight Surfaces

In the simulation studies of straight surface milling, the effect of the interpolation and deflection compensation approach will be evaluated under variation in cutting conditions. It is shown in the previous chapter that the surface accuracy is affected by cutting conditions including the spindle speed, the feed rate, the radial and the axial depth of cut. Since both the radial depth of cut and
the axial depth of cut have influence on the engagement of the cutter, only the radial depth of cut is chosen for simplicity. For the three sets of simulations, the workpiece length is taken as 12.4 mm, and the origin is set as the initial position of the cutter center when cutting begins. The first set of simulations is performed to illustrate the improvement of average surface accuracy under four different feed rates of 25, 35, 50, and 65 mm/min. The other cutting conditions used are $n = 300$ rpm, $d_a = 5$ mm, and $d_r = 15$ mm. The simulation results for $f_r = 25$ mm/min are shown in Figure 62-Figure 64. Note only the tool path and control signals during transient period are plotted to illustrate the transient behavior.

![Figure 62 Tool Path (f_r=25 mm/min)](image-url)
The simulation results for $f_r=35$ mm/min are shown in Figure 65-Figure 67.
Figure 65 Tool Path ($f_r=35$ mm/min)

Figure 66 Average Surface Accuracy Error ($f_r=35$ mm/min)
The simulation results for $f_r=50$ mm/min are shown in Figure 68-Figure 70.
Figure 69 Average Surface Accuracy Error ($f_r=50$ mm/min)

Figure 70 Control Signals ($f_r = 50$ mm/min)

The simulation results for $f_r=65$ mm/min are shown in Figure 71-Figure 73.
Figure 71 Tool Path ($f_r = 65 \text{ mm/min}$)

Figure 72 Average Surface Accuracy Error ($f_r = 65 \text{ mm/min}$)
The second set of simulations is performed to illustrate the improvement of average surface accuracy under four different spindle speeds as 300, 420, 540 and 650 rpm. The other cutting conditions used are $f_t = 40 \text{ mm/min}$, $d_r = 5 \text{ mm}$, and $d_a = 15 \text{ mm}$. The simulation results for $n=300 \text{ rpm}$ are shown in Figure 74-Figure 76.
The simulation results for \( n = 420 \text{ rpm} \) are shown in Figure 77-Figure 79.

**Figure 75** Average Surface Accuracy \((n = 300 \text{ rpm})\)

**Figure 76** Control Signals \((n = 300 \text{ rpm})\)
Figure 77 Tool Path (n = 420 rpm)

Figure 78 Average Surface Accuracy (n = 420 rpm)
For \( n = 540 \) rpm and \( n = 650 \) rpm, the spindle speed is too fast for the servomechanism to shift the tool path since for the compensation is implemented for each tooth pass \( T = 1 / (nN) \). The system is unstable for high spindle speed. This trend can be observed from the oscillation in the results for \( n = 420 \) rpm.

The third set of simulations is performed to illustrate the improvement of average surface accuracy under three different radial depth of cut as 3, 4, 5 and 6 mm. The other cutting conditions used are \( n = 300 \) rpm, \( f_r = 50 \) mm/min, and \( d_u = 15 \) mm. The simulation results for \( d_r = 3 \) mm are shown in Figure 80-Figure 82.
Figure 80 Tool Path (\(d_r = 3\) mm)

Figure 81 Average Surface Accuracy (\(d_r = 3\) mm)
The simulation results for $d_r = 4\text{mm}$ are shown in Figure 83-Figure 85.
The simulation results for $d_r = 5\text{mm}$ are shown in Figure 86-Figure 88.
Figure 86 Tool Path (dr = 5 mm)

Figure 87 Average Surface Accuracy (dr = 5 mm)
Figure 88 Control Signals (dr = 5 mm)

The simulation results for \( d_r = 6 \text{mm} \) are shown in Figure 89-Figure 91.

Figure 89 Tool Path (dr = 6 mm)
Figure 90 Average Surface Accuracy ($d_r = 6$ mm)

Figure 91 Control Signals ($d_r = 6$ mm)
5.4.2 Milling of Circular Surfaces

In the simulation studies of circular surface milling, the effect of the interpolation and deflection compensation approach will be evaluated under variation in cutting conditions including the spindle speed, the feed rate, and the radial depth of cut. For the three sets of simulations, the workpiece radius is taken as 48 mm, and the origin is set as the center of the workpiece for the simplicity of tool path representation. The first set of simulations is performed to illustrate the improvement of average surface accuracy under four different feed rates of 25, 35, 50, and 65 mm/min. The other cutting conditions used are \( n = 300 \) rpm, the workpiece radius \( R_w = 46 \text{mm} \), \( d_r = 5 \text{ mm} \), and \( d_a = 15 \text{ mm} \). The simulation results for \( f_r = 25 \text{ mm/min} \) are shown in Figure 92-Figure 94.

![Figure 92 Tool Path (f_r = 25 mm/min)](image)
The simulation results for $f_r = 35$ mm/min are shown in Figure 95-Figure 97.
Figure 95 Tool Path ($f_r = 35$ mm/min)

Figure 96 Average Surface Accuracy ($f_r = 35$ mm/min)
The simulation results for \( f_r = 50 \text{ mm/min} \) are shown in Figure 98-Figure 100.

Figure 97 Control Signals (\( f_r = 35 \text{ mm/min} \))

Figure 98 Tool Path (\( f_r = 50 \text{ mm/min} \))
The simulation results for $f_r=65$ mm/min are shown in Figure 101-Figure 103.
Figure 101 Tool Path ($f_r = 65$ mm/min)

Surface Accuracy in Circular Milling

Figure 102 Average Surface Accuracy ($f_r = 65$ mm/min)
The second set of simulations is performed to illustrate the improvement of average surface accuracy under four different spindle speeds of 300, 420, 540, and 650 rpm. The other cutting conditions used are $f_r = 40 \text{ mm/min}$, the workpiece radius $R_w = 46 \text{ mm}$, $d_r = 5 \text{ mm}$, and $d_a = 15 \text{ mm}$. The simulation results for $n=300 \text{ rpm}$ are shown in Figure 104-Figure 106.
Figure 104 Tool Path (n = 300 rpm)

Figure 105 Average Surface Accuracy (n = 300 rpm)
Figure 106 Control Signals (n = 300 rpm)

The simulation results for $n=420$ rpm are shown in Figure 107-Figure 109.

Figure 107 Tool Path (n = 420 rpm)
The simulation results for \( n = 540 \) rpm are shown in Figure 110-Figure 112.
Figure 110 Tool Path (n = 540 rpm)

Figure 111 Average Surface Accuracy (n = 540 rpm)
The simulation results for $n=660$ rpm are shown in Figure 113-Figure 115.

**Figure 112 Control Signals (n = 540 rpm)**

**Figure 113 Tool Path (n = 660 rpm)**
The third set of simulations is performed to illustrate the improvement of average surface accuracy under four different radial depth of cut of 3, 4, 5, and 6 mm. The other cutting conditions used are the spindle speed \( n = 300 \text{ rpm} \), the feedrate \( f_r = 50 \text{ mm/min} \), the workpiece
radius $R_w = 48$ mm, the axial depth of cut $d_a = 15$ mm. The simulation results for $d_r = 3$ mm are shown in Figure 116-Figure 118.

![Figure 116 Tool Path (d_r = 3 mm)](image)

**Figure 116 Tool Path (d_r = 3 mm)**

![Figure 117 Average Surface Accuracy (d_r = 3 mm)](image)

**Figure 117 Average Surface Accuracy (d_r = 3 mm)**
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Without Compensation

With Compensation
The simulation results for $d_r = 4 \text{ mm}$ are shown in Figure 119-Figure 121.
The simulation results for $d_r=5 \text{ mm}$ are shown in Figure 122-Figure 124.
Figure 122 Tool Path (dr = 5 mm)

Figure 123 Average Surface Accuracy (dr = 5 mm)
Figure 124 Control Signals (dr = 5 mm)

The simulation results for dr=6 mm are shown in Figure 125-Figure 127.

Figure 125 Tool Path (dr = 6 mm)
Figure 126 Average Surface Accuracy (d_r = 6 mm)
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Figure 127 Control Signals (d_r = 6 mm)
5.4.3 Milling of Free Form Surfaces

In the simulation studies of free form surface milling, the effect of the interpolation and deflection compensation approach will be evaluated under variation in cutting conditions including the spindle speed, the feed rate, and the radial depth of cut. Since the logarithmic spiral curve is widely used in turbine blades and impellers, it is adopted as an example of free form surface. The logarithmic spiral used in the simulation is represented by parametric equations given in equation (115) where $a = 0.048$, $b = 0.5$, and $\theta$ is measured from the positive $y$-axis. The first set of simulations is performed to illustrate the improvement of average surface accuracy under four different feed rates of 25, 35, 50, and 65 mm/min. The other cutting conditions used are $n = 300$ rpm, $d_r = 5$ mm, and $d_a = 15$ mm. The simulation results for $f_r=25$ mm/min are shown in Figure 128-Figure 130.

![Figure 128 Tool Path (f_r = 25 mm/min)](image-url)
Figure 129 Average Surface Accuracy ($f_r = 25$ mm/min)

Figure 130 Control Signals ($f_r = 25$ mm/min)

The simulation results for $f_r=35$ mm/min are shown Figure 131-Figure 133.
Figure 131 Tool Path (\( f_r = 35 \text{ mm/min} \))

Figure 132 Average Surface Accuracy (\( f_r = 35 \text{ mm/min} \))
Figure 133 Control Signals (fr = 35 mm/min)

The simulation results for fr=50 mm/min are shown Figure 134-Figure 136.

Figure 134 Tool Path (fr = 50 mm/min)
Figure 135 Average Surface Accuracy ($f_r = 50$ mm/min)

Figure 136 Control Signals ($f_r = 50$ mm/min)

The simulation results for $f_r=65$ mm/min are shown Figure 137-Figure 139.
Figure 137 Tool Path ($f_r = 65 \text{ mm/min}$)

Figure 138 Average Surface Accuracy ($f_r = 65 \text{ mm/min}$)
The second set of simulations is performed to illustrate the improvement of average surface accuracy under four different spindle speeds of 300, 420, 540, and 650 rpm. The other cutting conditions used are $f_r = 40$ mm/min, $d_r = 5$ mm, and $d_a = 15$ mm. The simulation results for $n=300$ rpm are shown in Figure 140-Figure 142.
Figure 140 Tool Path (n = 300 rpm)

Figure 141 Average Surface Accuracy (n = 300 rpm)
The simulation results for $n=420$ rpm are shown in Figure 143-Figure 145.

![Figure 142 Control Signals (n = 300 rpm)](image)

![Figure 143 Tool Path (n = 420 rpm)](image)
For \( n = 540 \) rpm and \( n = 650 \) rpm, the system is unstable, and the compensation scheme failed. The possible reason is that the spindle speed is too fast for the servomechanism to shift.
the tool path since for the compensation is implemented for each tooth pass \( T = 1/(nN_r) \). This trend can be observed from the oscillation in the results for \( n = 420 \) rpm.

The third set of simulations is performed to illustrate the improvement of average surface accuracy under four different radial depth of cut of 3, 4, 5, and 6 mm. The other cutting conditions used are the spindle speed \( n = 300 \) rpm, the feedrate \( f_r = 50 \) mm/min, and the axial depth of cut \( d_a = 15 \) mm. The simulation results for \( d_r = 3 \) mm are shown in Figure 146-Figure 148.

![Figure 146 Tool Path (d_r = 3 mm)](image-url)
The simulation results for $d_r=4$ mm are shown in Figure 149-Figure 151.
Figure 149 Tool Path (d_r = 4 mm)

Figure 150 Average Surface Accuracy (d_r = 4 mm)
Figure 151 Control Signals (dr = 4 mm)

The simulation results for dr=5 mm are shown in Figure 152-Figure 154.

Figure 152 Tool Path (dr = 5 mm)
Figure 153 Average Surface Accuracy ($d_r = 5$ mm)

Figure 154 Control Signals ($d_r = 5$ mm)

The simulation results for $d_r=6$ mm are shown in Figure 155-Figure 157.
Figure 155 Tool Path (d_r = 6 mm)

Figure 156 Average Surface Accuracy (d_r = 6 mm)
Figure 157 Control Signals (d_r = 6 mm)
5.5 **Summary and Conclusions**

In this chapter, the online cutter deflection compensation in helical end millings is developed as an example of indirect integration of servomechanism and process control. The helical end mill deflection and its effect on surface accuracy cannot be modeled to be associated with the servomechanism states; therefore, the process control cannot be aggregated with the servomechanism control. The indirect integration is achieved through interpolation. The interpolator modifies the reference trajectory according to the process variation, i.e. surface accuracy in this case, and the servomechanism system will track the updated trajectory to implement cutter deflection compensation.

The cutter deflection compensation is studied for three kinds of workpiece surfaces including straight surface, circular surface, and free form surface. The interpolation scheme is developed first for each surface, and simulations are conducted over a variety of cutting conditions to demonstrate the effectiveness. The simulation results show that the cutter deflection can be well compensated at lower spindle speeds which determines the compensation period. The system is unstable for the spindle speeds higher than 500 rpm. This problem can only be solved by using the fast servomechanism which is capable of shifting the tool path as request.
CHAPTER 6 CONCLUSION AND FUTURE WORK

6.1 Summary and Conclusions

The objective of this research was to develop an integrated scheme for achieving process control and servomechanism control simultaneously for machining processes. The integration was investigated for two scenarios. One scenario is for the machining processes whose parameters can be associated with the servomechanism states and the tool path does not need offset during machining. The other scenario is for the machining processes which do not have direct relationship with servomechanism states and the tool path requires real time offset with the process variations. Different integration schemes for the two scenarios were propose.

A hierarchical optimal control was developed to aggregate the process control into the servomechanism control for the first scenario. The process control goal, maintaining maximum constant cutting forces, is propagated to the servomechanism level by aggregating variation in cutting forces and contour error with servomechanism states. Such aggregation is considered in the formation of the hierarchical optimal controller. The resulting controller can simultaneously achieve maximum cutting force, zero contour error, and servomechanism position control. The control performance and the robustness to parameter variations are tested via simulations for turning operations.

For the second scenario, the interpolation scheme is critical for real time tool path offset. Cutter deflection compensation in helical end milling processes is studied as one example for this case. The surface accuracy affected by cutter deflection is complicated, and cannot be associated with servomechanism states directly. Meanwhile, the tool path needs to be offset during machining to compensate for the surface accuracy error due to cutter deflection. Therefore, an effective interpolation scheme is required to generate the reference trajectory for the
servomechanism system. Interpolation schemes for three commonly used surfaces in milling are
developed. The capability of tracking complex trajectory of the servomechanism control
guarantees effective path offset to compensate for the surface error due to cutter deflection. The
simulations are conducted for different cutting conditions.

The ultimate goal of the research is to provide an integrated servomechanism and process
control module which can be bundled with open architecture machine tools. The proposed
integrated servomechanism and process control can be used as a customized control module to
achieve both servomechanism control and process control. With the advantage of interpolation
scheme, motion control robustness and the integration, the proposed controller can be applied in
the following machining processes:

(1) The process model can be represented by servomechanism states;
(2) The machining process requires constant tangential velocity;
(3) The tool path offset needs to be perpendicular to the part contour.
6.2 Future Work

As there exist various machining processes, it is impossible and impractical to generate a unified integrated servomechanism and process control scheme. It is encouraged to develop customer specific control strategy to make full use of the flexibility brought by open architecture machine tools. In order to enhance the integration of process control and the servomechanism control, the following future work is recommended:

1) Experimental studies should be conducted to demonstrate the practical effectiveness of the proposed methods;

2) To facilitate the controller design, an appropriate process dynamics model should be investigated under various cutting conditions. For instance, the integrated servo-process controller design for cutter deflection adopts trial-and-error approach to select the pole locations through simulations. The availability of the process dynamics model would provide rational recommendation for the pole locations;

3) Other servomechanism control approach should be studied for the integration with process control. The servomechanism control along with the interpolation scheme addressed in this research is suitable for machining processes requiring constant contour velocity. Other servomechanism control strategies should also be studied to enhance the integration of various process control and servomechanism control.
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