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ABSTRACT

Around the world, the energy over consumption issue has been one of the key socio-economic and political challenges, which has drastically worsened over the last few years. Over the years engineers and environmentalists have proposed several approaches to improve energy efficiency. One is to reduce energy demand by improving consumption habits and a second approach is to introduce the use of a "greener" concept by using biomaterials in a diverse and more efficient manner in engineering construction to create energy efficient environments. This work will investigate the effects of using "green" stabilized earth materials to provide and enhance thermal regulation for indoor environments. This effects can be compared to what skin does to regulate body temperature in humans, animals, and plants. On this effort the thermal behavior of several biomaterials will be analyzed using a computational tool in order to test the mechanical properties of biomaterials and also several geometry configurations to minimize the energy needed for heating and cooling an environment. In this research a localized radial basis function (LRBF) meshless method, developed by the Computational Mechanics Lab (CML) at the University of Central Florida, has been implemented to test several wall geometrical configuration using known biomaterials such as clay. The advantage of using the LRBF meshless method in this particular research is based in the accuracy of the numerical method and also because it decreases computation time regardless of model complexity geometry without the need of mesh generation. This research
includes a complete description of the LRBF meshless method, as well as a quantification of cooling methods that have been used by past civilizations and recent construction standards but have not been validated on scientific basis. Results are presented which will demonstrate the effectiveness of using integrated sheets of biomaterials in engineering construction to increase energy efficiency in indoor environments.
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CHAPTER 1
INTRODUCTION

The concept of energy efficient indoor environments (EEIE) has been used by past civilizations, especially in arid territories, to help them protecting against harsh climate conditions. However there was not any quantification or scientific method used by these civilizations to design EEIE. It is the intent of this research to give a scientific validation using a computational tool to evaluate the heat transfer and to prove the concept using biomaterial to improve energy efficiency. Also in the analysis it is desire to see if the use of biomaterials minimizes temperature fluctuations in indoor environments. A notorious example of this process is the evaporation from skin of sweat generated by the thermoregulatory system of the body to provide cooling in such a biological system.

Traditional numerical techniques such as the finite element method (FEM) [1] and the finite volume method (FVM) [2] have been proposed to solve multiphysics problem, such as the one we have in hand, but they require significant effort when it comes to the generation of structured point distribution or so-called mesh. Mesh generation in these methods is very tie consuming and often the mesh has to be adapted to the solution. The work presented in this effort proposes the use of a LRBF meshless method to solve the heat transfer interaction in the designing of EEIE using biomaterials. Although the use of this method has been kept at the research level, its validity has been demonstrated in several applications including solid mechanics [1], fluid dynamics [2], and heat transfer [3, 4, 5].
Specially, this research implements the LRBF meshless method to analyze the heat transfer between biomaterials, engineering construction materials, and indoor environment taking into account all the different heat transfer modes. The following research report will detail the implementation of the LRBF meshless method and verification of this approach, as well as demonstrate its effectiveness in the designing of EEIE.

In order to understand the benefits of using the LRBF methods and biomaterials in the designing of EEIE, a reasonable understanding of the numerical method implemented and biomaterials is needed. Therefore, Chapters 2 and 3 provides a through discussion of the history and relevant background information in the LBRF meshless method and the used biomaterials in construction. Chapter 2 is devoted to providing an explanation of different biomaterial properties and how they can be used as engineering construction materials. This particular Chapter will illustrate and bring to light the goals of using biomaterials as construction materials for the designing of EEIE and also will highlight the latest research and development made on this field. In the same fashion, Chapter 3 will introduce the theory behind the LRBF Meshless Method, which as it has been mentioned has advantages over several methods which has been used in commercial software packages. It is intended that these two first chapters are detailed enough so that the remainder of this work may be followed by discussing specific applications and scenarios where RLBF Meshless Method can be used to solve the heat transfer problem in the designing of EEIE using biomaterials. Following this background information, the specific details to solve the problem in hand will be presented in Chapter 4. This Chapter in particular is divided into several appropriate sections to discuss the methodology used to solve the coupled heat transfer problem and to
specify the configurations that will be used for this research. Chapter 4 will also provide information and data for initial testing to be used to simulate several scenarios of EEIE. After this description of the research methodology, the problem is quantified by presentation of several example scenarios in Chapter 5. These examples demonstrate the application of these techniques within the context of solving the coupled heat transfer problem using the LRBF Meshless Method. These examples include a comparison of different earth-based, organic, and standard materials to understand how EEIE can be designed with the use of the LRBF Meshless Method. This report then concludes with a thorough discussion of the observations and findings of this research effort in Chapter 6, including final remarks regarding avenues of exploration for future research within the field.
Stabilized or rammed earth is used since prehistoric times as the dominant construction material, particularly in arid countries. Its history as a construction material is much longer than that of fired clay bricks. As much as the research community would like to take the ownership of the discovery of stabilized earth in so far as the thermal regulation is concerned, the evolutionary knowledge of humans points out that all past civilizations used earthen elements either overlain by coconut palm leaves or reinforced by straw or husk [6, 7, 8, 9]. A cursory look at the earth constructions throughout the world humbles the engineering community with regard to the extent it continues to be accepted by the local communities. However, much of the earth-based construction appears to suffer from lack of scientific basis. The vast number of structures made of stabilized earth wall in almost all continent, and the use of leaves, either integrated within or layered on top, has not attracted the attention of every research community thus far.

Apart from the obvious advantages of mud blocks, natural and environmentally sustainable materials and low cost, earth-enclosed environments offer remarkable stability in temperatures. In climates with hot days and cold nights, temperatures inside earth houses varied only by 4°C; in the concrete house, the variation was 16°C [10]. Researchers worldwide reported similar results [6, 11]. Anecdotal evidence presented by one researcher indicates that
temperatures inside a ‘mud’ house remained fairly constant at 25ºC with the exterior air temperatures varying from 14ºC to 35ºC; the interior air temperature of a concrete building with the same exterior condition varied from 22ºC to 40ºC.

In the face of such convincing anecdotal evidence, literature is surprisingly scanty when it comes to formal scientific studies on the heat transfer and transport in stabilized soils, and practically non-existent in the area of reverse-engineering soil materials to fulfill desired thermal regulation. Figure 2.1 shows a typical example of how earth-based and organic materials are layered together to fulfill desired thermal regulation and to improve the design of energy efficient indoor environments (EEIE).

\[
\begin{align*}
T_{\text{sun}} & \quad \text{Temperature of the sun} \\
T_{\text{conv}} & \quad \text{Convective Temperature} \\
T_{\infty} & \quad \text{Deep Space Temperature} \\
h & \quad \text{Heat Transfer Coefficient} \\
\sigma & \quad \text{Stephan-Boltzmann Constant}
\end{align*}
\]

Figure 2.1: Layered combination of earth-based and organic materials under typical ambient cycling conditions
Soil sciences have seen rapid growth in understanding thermal properties of soils in an agronomical context; however, geotechnical studies of the heat flow through engineered soils are very few. The few studies reported on thermal regulation of stabilized earthen wall attempted to develop correlations between density and thermal conductivity [7, 12]. Heat conduction in soils is generally viewed as dependent on particle-to-particle contact and the formation of water bridges [13, 14]. Increase of thermal conductivity with increasing bulk density is attributed to a greater contact between primary particles, which increases the continuity of the solid phase. The effect of soil bulk density appears to be more pronounced at high water contents [15].

2.1 Plant leaves and human skin as thermoregulatory systems

In contrast to stabilized earth materials, plant leaves and animal skin were thoroughly studied for their thermoregulatory properties. Both human body and plant leaves share a common principle of cooling. Evaporation from leaves and perspirations from human body, both of which require energy, cause cooling to these biological systems. Sensible heat loss and evaporative heat loss are the most important processes in the regulation of leaf temperature, and the ratio of the two is called Bowen ratio [16, 17]. Plant systems with very high Bowen ratios conserve water but have to endure very high leaf temperatures in order to maintain a sufficient temperature gradient between the leaf and the air. When Bowen ratios approach zero, heat dissipation is due mostly to evaporative heat lost such as in the case of lawns on a relatively still day. Evaporation rates for entire canopies can be calculated using
measurements of the Bowen ratio, net incident radiation, the heat loss from the soil, and the gradients in temperature and water vapor concentration above the canopy [18]. Plant physiology has progressed to advanced stages of using these theoretical concepts, often in the context of agronomy; however, plant systems incorporated in cementitious construction materials were not researched from such basic principles. Instead, mechanical properties of the plant-integrated materials, and deterioration of plant tissues, occupied the attention of construction engineers. Excellent examples are development of lightweight cement boards using coconut coir [19], deterioration of coconut leaf thatches under natural and accelerated environmental conditions [20], thermal degradation of banana and coconut fibers [21], and hydration characteristics of cement-bonded composites made from rattan cane and coconut husk [22].

Sweat rates through perspiring glands and the associated changes in skin temperature are well addressed in literature related to applied physiology and environmental medicine. Out of the vast literature on this theme, it is found that the studies relating sweat rate and skin temperature in hot climates to be especially relevant to the proposed research. As an example, the exponential relationships proposed between the mean sweat rate and mean skin temperature in heat budgets of cattle [23], provide important tools to explore analogies between animal skin and plant leaves, and set the stage for conceptualization and design of Geodermis (System of soils and plan-based materials that provide thermal regulation for indoor environments). Figure 2.2 shows the concept behind Geodermis and also illustrates some examples of how earth-based and plant-based layered materials can be employed for the designing of energy efficient environment.
In the case of humans, the conditions required to initiate sweating in terms of environmental temperature [24], and the influence of the rate of change in temperature of sweating [25] provides some of the earliest concepts on the role of human skin as a thermoregulatory system. Since these earlier studies, applied physiology has seen predictive formulae and equations relating sweat lost to specific work loads, climates, clothing ensembles, and fluctuating
thermal conditions [26, 27]. The literature is advanced enough that solutions now exist even for such specific problems as relating heat loss through skin during underwater work and water exercises [28, 29]. Recent studies have gone so far as to attempt mechanical models of skin providing insights on how the stratum corneum, the outermost layer of the skin, provides the body with a physiologically essential barrier to unregulated water loss and the influx of exogenous substances. It is interesting from a construction-engineering standpoint how the stratum corneum displays both mechanical cohesion as well as thermal integrity at the same time.
CHAPTER 3
LRBF MESHLESS METHOD

While finite element methods (FEM) and finite volume methods (FVM) have been developed to a mature stage such that they are now utilized routinely to model complex multiphysics problems, the both require significant effort in mesh generation. Meshless methods are a relative newcomer to the field of computational methods and have recently attracted much interest as they offer the hope of reducing the effort devoted to model preparation [30, 31, 32, 33, 1, 34, 35]. The approach find its origin in classical spectral or pseudo-spectral methods [36, 37, 38, 39, 40, 41] that are based on global orthogonal functions such as Legendre or Chebyshev polynomials requiring a regular nodal point distribution. In contrast, meshless methods use a nodal or point distribution that is not required to be uniform or regular due to the fact that most such techniques rely on global radial-basis functions (RBF) [42, 43, 44, 45]. RBF have proved to be quite successful in their application to a series of global meshless methods [46, 47, 48, 49, 50, 51], however, these techniques can also be computationally intensive. Recently, the localized meshless method [52, 53, 54] have been proposed to address many of the issues posed by global meshless methods. A LRBF collocation method based on the Hardy Multiquadrics RBF [45] has been developed using polynomial-augmented RBF [55, 56, 3, 57, 58] employed for the expansion of the problem variables. The formulation provides substantial computational saving over traditional meshless methods and mitigates the issues of oscillative derivative fields around large gradient areas.
The LRBF meshless method will be employed in this study as the method of choice for solving the field problem in hand that arises as result of a designed geometrical configuration and thermal property distribution of a composite wall. First a domain will be defined using typical standards for the construction of composite walls and then thermal effects due to conduction, natural convection and forced convection will be quantified by solving the problem using the LRBF approach.

### 3.1 LRBF Meshless Formulation

To begin the meshless formulation, a set of data centers ($NC$) is defined over a region composed of a domain and a boundary. The region containing the data centers is composed of boundary points ($NB$) and inside points ($NI$). Figure 3.1 shows how typically internal points and boundary points are distributed in a defined domain and its boundary.

![Figure 3.1: Collocation of Boundary Points and Internal Points over a defined Region](image)
The main difference between boundary points and the internal points is that the generalized boundary conditions equation is applied at the first, while the governing equation is applied at the last. The following relation shows how the expansion over a group of influence points, $N$, is found

$$
\phi(x) = \sum_{j=1}^{N} \alpha_j \chi_j(x) + \sum_{j=1}^{NP} \chi_{j+N}P_j(x) \tag{3.1}
$$

where in the first term of Equation 3.1 $N$ is the total number of points in the domain, $\alpha$ are the expansion coefficients for $\phi$, and $\chi(x)$ is a predefined expansion function. Furthermore, a similar expression appears in the second term of Equation 3.1 which is a similar expansion performed over $NP$ number of polynomial function, $P_j(x)$, which guarantees that constant and linear fields can be retrieved exactly. Equation 3.1 assumes a global collocation, which, has been stated as a non ideal method. Therefore, instead assuming a global collocation the domain can be separated into small regions called local topologies meaning that instead of solving over the entire domain, the problem is solved by applying the basis function only to local topologies. Equation 3.1 is reformulated to solve for an interpolated field having the following form

$$
\phi(x) = \sum_{j=1}^{NF} \alpha_j \chi_j(x) + \sum_{j=1}^{NP} \chi_{j+NF}P_j(x) \tag{3.2}
$$

where $NF$ is the number of points in a given local topology. Figure 3.2 shows a typical representation of a topology. By looking at the local topology represented by $\Omega_i$, it can be seen in this particular topology for the given data center $NF$ is equal to five.
The Helmholtz potential $\phi$ in this particular case is illustrated and the same form is directly generalized for all other field variables. The NF expansion functions may be written in terms of radial-basis interpolation functions, in particular from the family of the so-called Inverse Hardy Multiquadrics\[45\], where $n=1$ and it has the following form

$$
\chi_j(x) = \frac{1}{\sqrt{r_j^2(x) + c^2}}
$$

(3.3)

where $r_j(x)$ is the Euclidean distance evaluated by

$$
r_j(x) = \| x - x_j \| 
$$

(3.4)

and $c$ is a shape parameter. For a specific expansion over a specific set of data centers, smoother derivative fields are retrieved using a large value for the shape parameter. However, as it can be seen in Equation 3.3, increasing $c$ will cause the function to become flatter. This type of behavior will caused the function to become ill-conditioned and the system will
become singular. Because of this, a simple optimization search is employed to determine a specific value for the shape parameter $c$ that is used in each expansion over the different local topologies that cover the entire field. Therefore, $c$ cannot be a constant over the entire field, instead it takes on a different value in every local topology such ill-conditioning of the data center collocation matrix is avoided. In the literature\cite{48, 51, 59, 60} it is found that the best interpolation is achieved when the conditioning number of the system oscillates between $10^{10}$ and $10^{12}$. Also it is important to noticed that the optimization of the $c$ is crucial when complex geometry in is analyzed to obtain accurate interpolation behavior.

This approach reduces the burden of the more common interpolation methods by expanding the field variable locally around each data center to obtain its derivatives, which are used in the explicit time-marching schemes already described. Selecting an influence region or a localized topology of expansion around each data center is easily accomplished by a circular search around each data center. The real advantage of the localized collocation approach is capitalized in the way the derivatives at the center of the topology are calculated.

The collocation of the known field variable $\phi$ at the points within the localized topology, lead to the following expression in matrix-vector form

$$\{\phi\} = [G] \{\alpha\}$$  \hspace{1cm} (3.5)

Equation 3.5is a simplified version of Equation 3.2 which needs to be solved for the expansion coefficients $\alpha$

$$\{\alpha\} = [G]^{-1} \{\phi\}$$  \hspace{1cm} (3.6)

where $[G]^{-1}$ and $[\phi]$ are composed by
The interest of the LRFB method is based in the development of the weight representing a particular derivative at the data center. Therefore the localized expansion equation can be expressed such that it estimates field variable derivatives at the data center

\[
\phi(x_c) = \sum_{j=1}^{N} \alpha_j \chi_j(x_c) + \sum_{j=1}^{NP} \chi_{j+N} P_j(x_c)
\]  

(3.8)

where \(x_c\) is the data center of the topology, resulting in the matrix-vector form

\[
\phi(x_c) = \{\chi(x_c)\}^T \{\alpha\}
\]

(3.9)
where the vector \( \{L_c\} \) is composed by

\[
\phi(x_c) = \{\chi(x_c)\}^T [G]^{-1} \{\phi\}
\]

Equation 3.10 can be used to interpolate any data center lying in the region of interest. The fact that field variables and their derivative can be estimated by simpler inner products of vectors by using the localized collocation method makes this approach an attractive option. Another feature of this method is that the memory functions of this approach are minimal, as no global collocation matrix is allocated, and only very small vectors are stored for every one of the data centers.

### 3.2 Virtual RBF Finite Difference Collocation

Conventional finite difference collocation techniques involve truncating the Taylor series expansion to approximate a given derivative at a specific location within a field. The finite difference formulations can therefore be directly applied to any regular point distribution when the surrounding nodes are properly located within the bounds of the approximation. However, this technique has a limitation in that it requires a regular, defined distribution of nodes, something that is not possible for an unstructured, meshless domain. By utilizing some of the concepts of Localized Radial Basis collocation, the standard finite difference formulation can be extended to non-regular node distributions and be made into a meshless technique. The first step to formulating the Virtual RBF Finite Difference technique is to understand the concepts behind native finite differencing. As already stated, the underlying
concept is to truncate the Taylor series representation of the derivatives at a given location to produce approximate values that can be evaluated with acceptable error.

3.3 Smoothing Scheme using Moving Least Squares

When formulating direct derivative expansion vectors within each topology, care must be taken since odd one-sided derivatives tend to oscillate towards areas of large gradients, like in recirculating zones, corners and impingent planes. There’s an effective method consisting of the application of moving least-squares smoothing or MLSS over the data center topology to approximate the derivative value at the data center. This MLSS application can be extended to be formulated in the same form a value at the data center can retrieved by a simple inner product of a vector that can be prebuilt and stored and the vector of field variable values in the topology. Consider the following topology around the data center $x_c$ [figure]

On this particular case a field $\phi(x)$ using $NP$ polynomials $P_j(x)$ may be formulated such that

$$\phi(x) = \sum_{j=1}^{NP} \alpha_j P_j(x)$$  \hspace{1cm} (3.11)

Using a least squares minimization process the expansion coefficients are found over all the influence points $NF$ yielding to

$$\sum_{j=1}^{NP} \alpha_j \left[ \sum_{k=1}^{NF} P_i(x_k) P_j(x_k) \right] = \sum_{k=1}^{NF} P_i(x_k) \phi(x_k)$$  \hspace{1cm} (3.12)

or in matrix vector form
\[ [c]_{NPxNP} \{ \alpha \}_{NPx1} = [P]_{NPxNF} \{ \phi \}_{NFx1} \]  \hspace{1cm} (3.13)

so the expansion coefficients are

\[ \{ \alpha \}_{NPx1} = [C]_{NPxNF}^{-1} [P]_{NPxNF} \{ \phi \}_{NFx1} \]  \hspace{1cm} (3.14)

where the least-squares coefficient matrix \([C]_{NPxNP}\) of elements \([C]\) is

\[ C_{ij} = \sum_{k=1}^{NF} P_i(x_k) P_j(x_k) \]  \hspace{1cm} (3.15)

and after expansions and reductions, the least-squares operator vector is built explicitly as

\[ \{ L_{ls} \}_{1xNF}^T = \{ L P_c \}_{1xNP}^T [C]_{NPxNP}^{-1} [P]_{NPxNF} \]  \hspace{1cm} (3.16)

This smoothing scheme is performed over the same topology as the localized RBF collocation. Least-squares operator vectors can be prebuilt at the same preprocessing stage as the topology generation, shape parameter optimization, and RBF collocation. The moving least-squares smoothing scheme is implemented to approximate the convective derivatives of the momentum and energy equation to add stability to the iteration process.
CHAPTER 4
METHODOLOGY

4.1 Formulation of Governing Equations

The Navier-Stokes equations govern the transient incompressible fluid flow. The equations in non-conservative form showing the conservation of linear momentum, mass and energy, assuming the fluid is Newtonian, are shown as follows

\[ \nabla \cdot \vec{V} = 0 \]  \hspace{1cm} (4.1)

\[ \rho \frac{\partial \vec{V}}{\partial t} + \rho (\vec{V} \cdot \nabla) \vec{V} = -\nabla p_t + \mu \nabla^2 \vec{V} + \rho \vec{g} + \rho \vec{f} \]  \hspace{1cm} (4.2)

\[ \rho c \frac{\partial T}{\partial t} + \rho c (\vec{V} \cdot \nabla) T = k \nabla^2 T + \Phi \]  \hspace{1cm} (4.3)

where, \( \vec{V} \) is the flow vector, \( \rho \) is the bulk density of the flow, \( p_t \) is the pressure field, \( \mu \) is the absolute fluid viscosity, \( \vec{g} \) is the gravitational acceleration field, \( \vec{f} \) is the specific body force, \( c \) is the fluid specific heat, \( T \) is the field temperature, \( k \) is the fluid thermal conductivity, and \( \Phi \) is the nonlinear dissipation term. These terms are all functions of space \((x)\) and time \((t)\) in a fixed domain \( \Omega \) surrounded by a closed boundary \( \Gamma \). For simpler notation, the explicit space-time dependency of each dependent variable has been omitted. There are also certain variations on the above-mentioned equations. If the flow is buoyancy-driven, the pressure field \( p_t \) in Equation 4.2 can be expanded in terms of hydrostatic pressure \( p_h \) and the motion pressure \( p \) as \( p_t = p_h + p \). The hydrostatic pressure gradient can be expanded as
well by hydrostatic consideration, in terms of the gravitational field and the density at rest
as $\nabla p_h = \rho_o \vec{g}$ resulting in the following momentum equation

$$\rho \frac{\partial \vec{V}}{\partial t} + \rho (\vec{V} \cdot \nabla) \vec{V} = -\nabla p + \mu \nabla^2 \vec{V} + \vec{g} (\rho - \rho_o) + \rho \vec{f}$$  \hspace{1cm} (4.4)

The gravitational term from the previous resulting equation can be simplified by Boussinesq approximation

$$(\rho - \rho_o) = \rho \beta (T_o - T)$$  \hspace{1cm} (4.5)

Here, $\beta$ is thermal expansion coefficient of the fluid and $T_o$ is the temperature of the fluid at rest, or the reference temperature.

It has been proven that this approximation works when dealing with natural-convective flows when the temperature variation, $(T_o-T)$ is less than $1/\beta$. It can also be demonstrated that for ideal gases and a constant value for incompressible liquids, $\beta = 1/T$. The momentum equation results as follows after using Boussinesq approximation

$$\rho \frac{\partial \vec{V}}{\partial t} + \rho (\vec{V} \cdot \nabla) \vec{V} = -\nabla p + \mu \nabla^2 \vec{V} + \rho \vec{g} \beta (T_o - T) + \rho \vec{f}$$  \hspace{1cm} (4.6)

Since the equations on the Navier-Stokes set are coupled, when solving them using Boussinesq approximations, they must be solved simultaneously. For iterative solution algorithm for the fluid set in Equations 4.1, 4.2, and 4.3 a formulation must ensure coupled satisfaction of all the equations at convergence. The pressure-correction [61] or velocity-correction [62] schemes can also be used to arrive at an iterative solution algorithm. Here shown, the velocity-correction scheme is adopted. First an initial velocity condition that satisfies the continuity equation is proposed such that
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\[
\n\nabla \cdot \vec{V}^{(0)} = 0 \quad (4.7)
\]

And then, from the Navier-Stokes, the estimation of a new velocity field \( \vec{V}^{(*)} \) may be estimated by positioning the space operators at the current time step by

\[
\rho \frac{\partial \vec{V}^{(*)}}{\partial t} = -\nabla p^{(k)} + \mu \nabla^2 \vec{V}^{(k)} + \rho (\vec{V}^{(k)} \cdot \nabla) \vec{V}^{(k)} + \rho \beta \gamma (T - T^{(k)}) + \rho f \quad (4.8)
\]

The equation proposed above can be advance using a backward-difference approximation of the time derivative in a single or multistep scheme. From here, the new velocity can determined from the boundaries by setting the conditions of the form

\[
\partial \frac{\partial \vec{V}^{(*)}}{\partial t} + \eta \frac{\partial \vec{V}^{(*)}}{\partial \eta} + \gamma \vec{V}^{(*)} = \sigma \quad (4.9)
\]

Equation 4.9 is the solution of Equation 4.8 but is does not satisfies the continuity equation. However, it can be accomplished if the velocity field is updated with a velocity variation field as

\[
\vec{V}^{(k+1)} = \vec{V}^{(*)} + \delta \vec{V} \quad (4.10)
\]

Also for irrotational velocity fields, a potential can be proposed using a Helmholtz correction potential of the form

\[
\nabla \Phi \equiv -\delta \vec{V} \quad (4.11)
\]

It can also be shown that a Poisson equation can be used, if the velocity field is required to satisfy continuity such that
\[ \nabla^2 \Phi = \nabla \hat{V}^{(*)} \] (4.12)

And it can be solved by converting it into a diffusion equation using artificial diffusivity

\[ \frac{1}{\alpha_\Phi} \frac{\partial \Phi}{\partial t} = \nabla^2 \Phi - \nabla \cdot \hat{V}^{(*)} \] (4.13)

Using convergence, this last equation can be artificially stepped until convergence using fractional time-stepping starting from the Helmholtz potential field and by imposing a complete set of homogeneous boundary conditions. After applying boundary conditions, the velocity field is updated and forced to satisfy continuity such that

\[ \hat{V}^{(k+1)} = \hat{V}^{(*)} - \nabla \Phi \] (4.14)

To update the pressure field, the divergence of the momentum equation is taken and by applying the continuity equation the following expression is derived

\[ \nabla^2 p^{(k+1)} = \rho \nabla \cdot \left[ \hat{g} \beta (T_o - T^{(k)}) + \hat{f} - (\hat{V}^{(k+1)} \cdot \nabla) \hat{V}^{(k+1)} \right] \] (4.15)

This equation can be solved by converting it into a diffusion equation using artificial diffusivity to arrive at an expression of the form

\[ \frac{1}{\alpha_p} \frac{\partial p}{\partial t} = \nabla^2 p - \rho \nabla \cdot \left[ \hat{g} \beta (T_o - T^{(k)}) + \hat{f} - (\hat{V}^{(k+1)} \cdot \nabla) \hat{V}^{(k+1)} \right] \] (4.16)

Using the same fractional time-stepping for the momentum equation starting from a pressure field \(p_k\) obtained at the previous real time step and by imposing a proper and complete set of boundary conditions generalized derived from Navier-Stokes equation, this
equation can be artificially stepped until convergence. The proposed equation has the following form

\[ \eta \frac{\partial p^{(k+1)}}{\partial n} + \gamma p^{(k+1)} = \sigma \]  \hspace{1cm} (4.17)

With the updated velocity field, the temperature field can be solved from Equation 4.3 using an explicit scheme such that

\[ \rho c \frac{\partial T^{(k+1)}}{\partial t} = k \nabla^2 T^{(k)} - \rho c (\vec{V}^{(k+1)} \cdot \nabla) T^{(k)} + \Phi^{(k+1)} \]  \hspace{1cm} (4.18)

Equation 4.18 can be marched in time using the same fractional time-stepping scheme used for the momentum equation starting from an initial temperature field and imposing boundary conditions.

These set equations can be iterated within each time step for time-accurate solution or can be stepped once through the domain if only steady-state solutions are needed.

### 4.2 Formulation of Boundary Conditions

Once the governing equations have been stated, the next step is to establish and define the right set of boundary conditions for the problem in hand. As it was observed in the last section, the set of differential equations to solve the problem in hand are fully coupled. Therefore boundary conditions to solve for all the fields need to be formulated. The following are typical boundaries used to solve these equation.

- **Boundary conditions for \( \vec{V} \)
  1. Inlet (Prescribed Velocity) \( \vec{V} = \hat{V} \)
2. Slip Wall \( \hat{V} = 0 \)

3. Outlet \( \phi = 0 \)

- Boundary conditions for \( \phi \)
  1. Inlet (Prescribed Velocity) \( \frac{\partial \phi}{\partial n} = \hat{V} \)
  2. Slip Wall \( \frac{\partial \phi}{\partial n} = 0 \)
  3. Outlet \( \phi = 0 \)

- Boundary conditions for \( p \)
  
  1. Inlet \( \frac{\partial p}{\partial n} = [\mu(\nabla^2 \hat{V}) - \rho \frac{\partial \hat{V}}{\partial t} + \rho \vec{g} \beta (T_o - T) + \rho \vec{f}] \cdot \hat{n} \)
  
  2. Wall \( \frac{\partial p}{\partial n} = [\mu(\nabla^2 \hat{V}) - \rho \frac{\partial \hat{V}}{\partial t} - \rho (\vec{V} \cdot \nabla) \hat{V} + \rho \vec{g} \beta (T_o - T) + \rho \vec{f}] \cdot \hat{n} \)
  
  3. Outlet \( p = \hat{p} \)

- Boundary conditions for \( T \)
  
  1. Forced \( T = \hat{T} \)
  
  2. Natural \( k \frac{\partial T}{\partial n} = -\hat{q} \)
  
  3. Convective \( k \frac{\partial T}{\partial n} = -h(T - T_{ref}) \)
  
  4. Outlet \( \frac{\partial T}{\partial t} + V_n \frac{\partial T}{\partial n} = 0 \)

Where, \( \hat{V}, \hat{p}, \hat{T}, \hat{q}, \) and \( h \) are prescribed values to initialize the problem. \( \hat{V}_n \) is the normal velocity and the derivative with respect to the outward-drawn normal is prescribed by \( \partial/\partial n \). Using the Helmholtz decomposition approach over the standard pressure-correction scheme gives more stability since the domain is being solved for the pressure field in each iteration instead of simply doing a correction.
4.3 Environment modeling

Having develop the concepts underlying the LRBF methods, governing equations, and boundary conditions, it is now appropriate to demonstrate the ability of the mentioned techniques to properly represent a EEIE and solved the heat transfer problem. Figure 4.1 provides the representation of the domain where it can clearly been that is composed by two regions. The first region is given by the insulation wall, which will be one of the parameters that will be change for each scenario. Three different materials will be used to look at the variations of temperature within time. Also is important to notice that there will be an applied heat flux in the outside wall which will quantify the effects of convective and radiation heat transfer. Is also important to mention that the heat transfer from the outside wall to the room is purely governed by conduction.

![Figure 4.1: EEIE Representation](image)
The heat flux to be applied to the insulation wall on the outside will be an average of the heat transfer due to convection and radiation. It will be quantify from 100 $W/m^2$ to 1000 $W/m^2$ in an period of 5 hours.

The second region is modeled as an empty room where air will be circulating. The mentioned room will have one air inlet, which will be the analogy of having an air conditioning inlet where the temperature will be kept constant at 75 F during the whole process. The mass flow rate given for a standard process with the given conditions and it is found in the literature [63] to be 0.221 kg/s. Also an air outlet will be modeled as a pressure outlet where the air is assumed to be discharged to the atmosphere in order to have air circulation to maintain a comfortable temperature inside the room. As already mentioned on this particular region there are interesting effects happening due to natural and force convection.

As it was mentioned in the formulation of the governing equations, a natural convection flow field is a self sustained flow drive by the presence of a temperature gradient as opposed to forced convection flow where external means are used to provide the flow. Due to this temperature difference, the density field is not uniform and buoyancy will induce a flow current due to the gravitational field and the variation in the density field. Because of the small mass flow and the big scale of the room, the problem in hand will be dominated by natural convection instead of forced convection.

The RLBF meshless method as already mentioned is a robust method and it has been tested [3] against commercial software for different scenarios where natural and forced convection is present giving not only accurate results but also reducing computational time for these type of strong coupled problems.
Figure 4.2 shows a 2D representation of the problem field with the regions previously described. It also shows standard dimensions for the construction of the insulation wall, inlets, and outlets. This particular geometry will be used to solve the problem by using the RLBF meshless and the governing equations.

![Figure 4.2: 2D Representation of EEIE](image)

Due to all the physical effect mentioned before, it is expected to have air circulation. Also depending on the thermal conductivity of each different material used, a different thermal profile will be developed. The purpose at the end of the day is to calculate an average temperature inside the room at each time step to see the fluctuations of air depending on the material used for each simulation. The following section will resume the results after quantifying all the result obtained.
CHAPTER 5

RESULTS

The previous chapter has shown the development of the problem in hand focusing in the implementation of LRMF meshless method and the theory behind the use of biomaterials as thermoregulatory construction materials. After describing in detail the entire process of the developing and modeling the environment of our study, this chapter will now present the quantification of the results. These results are obtained using the configuration well described in the previous chapter. The quantification of the results will illustrate the benefits of using different configuration of materials when designing EEIE. As it was mentioned before the analysis will be marching in time for 5 hours. During these 5 hours a variable heat flux due to convective and radiation heat transfer will be imposed in the insulations wall. For the insulation wall three different materials have been selected to demonstrate the effects of using a diversity of materials will improve the insulation due to the different values of thermal conductivity in each scenario. For this particular study the selected materials are dry clay, granite, gravel concrete, concrete, and carbon steel. all the physical properties of these materials have been taken at ambient temperature. These results also provide date needed for several important comparisons, including material selection when designing EEIE and temperature fluctuations which will determine power consumption on these type of environments. The clay example shows the real applicability of this research in a real life application since the quantification of these results will determine its performance
and advantage not only as a construction material but also as a thermoregulatory organic material.

After applying the respective boundary conditions to the model, the results are presented in marching in time. Figure 5.1 shows the temperature profile and the velocity vectors after 1.25 hours.

![Temperature contours and velocity vectors after 1.25 hours](image)

Figure 5.1: Temperature contours and velocity vectors after 1.25 hours

On these preliminary result it can clearly be seen that after 1.25 hours the average temperature where the clay was used as the insulation material the average temperature is less than in the other materials. Also as it was expected the airflow is buoyancy driven
and natural convection dominates over the force convection imposed at the inlet. Figure 5.2 shows the results at 2.5 hours.

![Temperature Contours and Velocity Vectors](image)

**Figure 5.2:** Temperature contours and velocity vectors after 2.5 hours

On this particular figure it is observed that still the average temperature is less that in the other model but also it can be seen that due to the high conductive of the carbon steel, the average temperature starts to rise at a much bigger rate when comparing to the other two scenarios. It is also concluded that from this point on the average temperature will be out of the “comfort zone” which is lies between 291 K and 305K. From this point on the
result will be only presented for the dry clay and the concrete since the carbon steel failed to meet the requirements of the design.

As the heat flux keeps on increasing due to convective and radiation effects, Figure 5.3 still shows that the average temperature in the clay environment is less than in the concrete environment. Also is noticed that the fluctuations of temperature are less in the clay environment, which will increase energy efficiency in real world construction applications.

![Temperature Contours and Velocity Vectors](image)

Figure 5.3: Temperature contours and velocity vectors after 3.75 hours

After 5 hours when the heat flux reaches its peak value of $1000\, W/m^2$, which represents a very hot day in Florida, it can be still observed in Figure 5.4 that the average temperature in the clay environment is less than in the concrete environment. At this point there is a clear indication that the clay environment has a better performance than the concrete environment when it comes to maintaining fewer fluctuations of temperature.
Figure 5.4: Temperature contours and velocity vectors after 5 hours

Table 5.1 shows the values of average temperature in 5 hours. Again these values will show that Clay is not only a great construction material but also it has the advantage to improve cooling effects under convective and radiation effects. Its behavior is very stable in time and does not fluctuate as much as in the case of the concrete environment. Also it is noticed that the carbon steel is out of the desired range but was included in the analysis in order to quantify the effects on these types of metal materials.

<table>
<thead>
<tr>
<th>Material</th>
<th>1 hour</th>
<th>2 hours</th>
<th>3 hours</th>
<th>4 hours</th>
<th>5 hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clay</td>
<td>298.84</td>
<td>298.79</td>
<td>298.62</td>
<td>298.63</td>
<td>298.62</td>
</tr>
<tr>
<td>Concrete</td>
<td>298.94</td>
<td>298.88</td>
<td>298.81</td>
<td>298.82</td>
<td>298.96</td>
</tr>
<tr>
<td>Concrete/Gravel</td>
<td>299.05</td>
<td>299.15</td>
<td>299.65</td>
<td>300.82</td>
<td>302.22</td>
</tr>
<tr>
<td>Granite</td>
<td>299.12</td>
<td>299.25</td>
<td>300.92</td>
<td>302.25</td>
<td>205.26</td>
</tr>
<tr>
<td>Carbon Steel</td>
<td>300.38</td>
<td>301.97</td>
<td>304</td>
<td>306</td>
<td>308</td>
</tr>
</tbody>
</table>
Lastly, Figure 5.5 shows the fluctuations of the average temperature in all the environments with time. This plot shows that even if the values for the clay environment and the concrete are very close, the fluctuations of temperature are less in the clay, which at the end improve energy efficiency. Due to the large value of thermal conductivity, the carbon steel failed to be included in the possible list of materials that can be used in the designing of EEIE.

![Temperature fluctuation with time](image_url)

**Figure 5.5: Temperature Fluctuations**
CHAPTER 6
CONCLUSIONS AND FUTURE WORK

In conclusion, this thesis has introduced the use of RLBF meshless method in the designing
of EIEE. This technique has already been proven and used successfully in many applications
and has been proved to predict average temperature fluctuation and also to test the thermal
efficiency in the designing of EIEE. As it was explained the fluid flow is modeled as an incomp-
ressible buoyancy driven solve thorough the Boussinesq approximation. After developing
the corresponding governing equations and applying the correct boundary conditions, the
solver predicted that out the diverse selection of material dry clay is the best option to solve
the efficiency problem in EIEE. Dry clay provided the least amount of fluctuations through
the time of the analysis, which will drastically reduce the amount of power consumption
in large periods of time. This work has provided preliminary results on the designing
of EIEE using a two-dimensional geometrical configuration, which leave the door open
to new applications and future development. Future wok might introduce the extension
from a two-dimensional to a three-dimensional geometrical configuration. Lastly, with the
present availability of manufacturing custom materials, a new application could be found
in the area of shape and material properties optimization by applying existing optimization
methods such as genetic algorithms. In the same fashion as the RLBF meshless method was
implemented, a systematic computational optimization study could be conducted based on
objective functions aimed at arriving at composites of renewable earth-based materials that
mimic the properties and thermal regulation mechanisms of biological skin tissue. To solve this type of problem the domain material composition and geometrical configuration can be automatically adjusted until a targeted transient temperature distribution is achieved within the enclosed space. By using an optimization process, new material can be reverse engineer to provide nearly perfect thermal regulators.
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