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ABSTRACT

Solid Oxide Fuel Cells (SOFCs) are considered suitable for alternative energy solutions due to advantages such as high efficiency, fuel flexibility, tolerance to impurities, and potential for combined cycle operations. One of the main operating constraints of SOFCs is fuel starvation, which can occur under fluctuating power demands. It leads to voltage loss and detrimental effects on cell integrity and longevity. In addition, reformer based SOFCs require sufficient steam for fuel reforming to avoid carbon deposition and catalyst degradation. Steam to carbon ratio (STCR) is an index indicating availability of the steam in the reformer. This work takes a holistic approach to address the aforementioned concerns in SOFCs, in an attempt to enhance applicability and adaptability of such systems. To this end, we revisit prior investigation on the invariant properties of SOFC systems, that led to prediction of fuel utilization $U$ and $STCR$ in the absence of intrusive and expensive sensing. This work provides further insight into the reasons behind certain SOFC variables being invariant with respect to operating conditions. The work extends the idea of invariant properties to different fuel and reformer types.

In SOFCs, transient control is essential for $U$, especially if the fuel cell is to be operated in a dynamic load-following mode at high fuel utilization. In this research, we formulate a generalized abstraction of this transient control problem. We show that a multi-variable
systems approach can be adopted to address this issue in both time and frequency domains, which leads to input shaping. Simulations show the effectiveness of the approach through good disturbance rejection. The work further integrates the aforementioned transient control research with system level control design for SOFC systems hybridized with storage elements. As opposed to earlier works where centralized robust controllers were of interest, here, separate controllers for the fuel cell and storage have been the primary emphasis. Thus, the proposed approach acts as a bridge between existing centralized controls for single fuel cells to decentralized control for power networks consisting of multiple elements. As a first attempt, decentralized control is demonstrated in a SOFC ultra-capacitor hybrid system. The challenge of this approach lies in the absence of direct and explicit communication between individual controllers. The controllers are designed based on a simple, yet effective principle of conservation of energy. Simulations as well as experimental results are presented to demonstrate the validity of these designs.
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1.1 Literature Review

Solid Oxide Fuel Cells (SOFC) are high temperature (800° – 1000°C) energy conversion devices that allow internal reforming and sustain on-board fuel reforming by promoting rapid reaction kinetics with non-precious metals. SOFCs produce high quality by-product heat for co-generation or for use in a bottoming cycle [4, 5]. Moreover, they offer numerous benefits such as working with a wide range of fuels, immunity to pollution and impurities in fuels, relatively high efficiency, and potential to replace large-scale power plants as a nominee for small-scale power generation [6]. However, Long response time and poor load following capability seems to be the most bothersome obstacles to restrict extensive application of SOFCs [7]. These issues are mostly caused by fuel starvation which could occur while SOFC is subjected to a sudden change in power demand (see details in [8] and references therein).

Fuel starvation is mainly caused by the lags introduced by the fuel supply system and the reformer [9, 10, 11, 12, 13]. The phenomenon adversely affects cell durability through anode oxidation [13] and reversal of cell potential, leading to catalyst corrosion [14]. To address these issues, authors in [9] develop various reference governors by using a model predictive approach. Similarly, researchers in [15] address the same problems by using a linear
compensator to modify the target fuel flow. While both methods reduce the susceptibility to fuel starvation, they are both model dependent. Furthermore, both methods have an adverse effect on the load following capability of the SOFC. To improve load following, authors of [16] develop a control method based on constant utilization operation, as well as a control structure to keep the combustor temperature within acceptable range.

Constant fuel utilization ($U$) is the primary mode of operation of SOFCs [17, 18, 19, 9]. Hydrogen starvation in SOFCs can be prevented by limiting the fluctuations in fuel utilization from a set-point value under transient power demands. The target fuel utilization is typically chosen between 80% to 90% for high efficiency [20, 21, 22, 23]. Other operating modes include constant fuel supply operation [18] and constant voltage operation [24]. In the constant fuel utilization mode, the fuel flow is varied to maintain $U$ at a set-point ($\approx 85\%$). This approach is particularly favored since $U$ is a direct indicator of hydrogen starvation. One method to maintain constant $U$ is to vary fuel flow rate assuming $U$ is measured [25, 17]. While this is acceptable in simulation based studies, in practice measuring $U$ requires several species-specific concentration sensors that are avoided due to cost and reliability considerations [26]. Observer designs are possible; however, they can be computationally intensive, and rely on accurate mathematical models [27, 28, 29]. Another method is to use an analytical equation relating $U$, fuel flow, and current draw in steady-state. The equation is used to manipulate fuel flow based on current demand. Prior work done in [3] proposes a current regulation method to attenuate the aforementioned fluctuations in utilization. More details of this
method and discussions on the importance of fuel utilization in SOFC systems can be found in [1, 3, 8] and references therein.

It is noteworthy that while works on transient control in SOFCs is limited in the literature, a significant proportion of research done on the transient control of fuel cells is devoted to Polymer Electrolyte Membrane (PEM) fuel cells where oxygen starvation poses similar issues [30, 31, 32, 33, 12]. Existing methods of mitigation include use of reference governors [32, 34], or Model Predictive Control (MPC) [35, 12]. Moreover, Authors in [31] indicated that with a feedback control of the air-compressor-motor voltage, the oxygen level could be maintained in the cathode. Alternatively, Espiari et al. [36], has investigated the effect of temperature variations during transients within different fuel cell parts. Furthermore, in [33], authors have employed a fuel regulation method to limit the hydrogen fed into the cell through changing the internal resistance of the membrane to control the power output of the PEMFC.

Even though oxygen starvation in PEMs and hydrogen starvation in SOFCs have some similarities such as excessive voltage drop, the two fuel cells are inherently different mandating different approaches for addressing these starvation phenomena. Most importantly, the fuel supply to SOFC anode is a gas mixture containing several species with varying and unknown concentrations due to fuel flexibility and internal reforming reactions. In contrast, in PEMs the fuel is pure hydrogen only, and air supply has a fixed and known amount of oxygen. This is an important reason why model-based control of SOFCs poses a major challenge but is more tractable for PEMs.
On the other hand, some researchers have focused on the modeling of SOFC from dynamics and control’s perspective. To name a few, Das et al. [1] has proposed a comprehensive control-oriented model for SOFC system. A similar work was done by [13] where a two-dimensional dynamic model was created for an actual SOFC system in which the effect of several parameters including fuel utilization and fuel flow delays were investigated. A comprehensive review of solid oxide fuel cell Dynamic models can be found in [37, 38, 39] and references therein.

Simultaneously preventing hydrogen starvation and improving load following can be achieved by hybridizing the SOFC with an energy storage device such as battery or capacitor [40, 41]. Authors in [42] have utilized the idea of hybridizing the PEMFC with supercapacitors for automotive applications. Similarly, in [43], the concept of hybrid power sources is introduced in which PEMFC is nominated as the main source and batteries or supercapacitors as auxiliary power source. Furthermore, Payman in [44] has used a flatness-based nonlinear control approach to control a hybrid system of fuel cell and super-capacitor bank. In this regard, authors in [45] outlined an adaptive controller for active power sharing in the hybrid system of fuel cell and batteries. Their control strategy is based on adjusting the setpoint of the output current of the fuel cell according to the voltage of the battery. Similar works can be found at [46, 47, 48].

Despite all advantages, fairly fewer researchers have worked on hybridization of SOFC to improve load following capabilities. In [49], a novel control scheme for improving the operation of SOFC/battery hybrid was introduced which included a supervisory controller
which seizes all operation modes. Another case in point is the control strategies developed by Allag et al. [3] which included a Lyapunov-based nonlinear controller and a standard $H_{\infty}$ robust controller. Additionally, authors developed an adaptive controller for a hybrid SOFC system in [50]. A supervisory controller for a SOFC ultra-capacitor hybrid, based on fuzzy logic was also designed in [51].

The works mentioned above can be categorized as centralized power management schemes where sensed information is directed toward a central processor that commands all components of the system. While centralized control is easier to develop, practical issues can arise in scaling-up to bigger networks. When posed as an optimization problem, high dimensions is an issue for current micro-controllers as the number of energy resources in the network increases [34]. Also, in case the central controller encounters any malfunction, the entire network is influenced. Furthermore, if the network topology is subject to change, a central controller may need to be reprogrammed. Hence, the idea of decentralized power management is worth exploring, where information processing takes place in component-level controllers that have little or no communication between each other. While the idea of decentralized control of SOFC appears in [52], it interprets decoupled PID loops within the SOFC controller as decentralized control. In contrast, our work considers decentralization for power management in a network consisting of the SOFC and an ultra-capacitor.

In recent years, there has been growing interest in distributed control in the context of large scale networked systems. For such systems, the constraints posed by implementation, cost and reliability should be given their due importance. The size and the complexity of
such systems necessitate decentralized control. An elaborate description of such systems can be found in [53]. The main difficulties are dimensionality, information structure constraints, uncertainty, and delay. In this regard, decentralized stabilization of interconnected dynamical systems appears in [54, 55]. Decentralized control with specific emphasis on power grids appears in [56, 57], where the authors address robust stability of large-scale power systems. On the other hand, operation of such large scale systems is also expected to be fault tolerant and reliable. To this end, the issue of cascaded tripping in power networks is addressed via a decentralized architecture in [58]. In [59], a novel decentralized fault tolerant control structure was developed using droop control. Also, a multi-agent based decentralized control using a novel optimization framework was proposed in [60] to mitigate cascaded failures in power system.

SOFC is deemed a fitting candidate for distributed generation in grids due to its many advantages [61, 62]. In this regard, authors in [63] attempt to improve grid-application of SOFCs through control design and suitable power conditioning systems. In addition, active power filters are proposed in [41] to improve the power quality as well as to mitigate any adverse grid impact of stationary SOFC systems. With the over-arching goal of developing a decentralized control paradigm for SOFC systems in a power network, we attempt to formulate a simpler problem as a first step. We design decentralized control for a hybrid SOFC ultra-capacitor system. Two separate controllers are proposed, one for the SOFC and the other for the ultra-capacitor, that have no communication between each other. The former operates the fuel cell in a load-following mode, while attenuating transient fluctuations
in the fuel utilization. The latter allows the ultra-capacitor to be used as an energy buffer. The novelty of this work lies in the energy conservation based mechanism that is incorporated in the SOFC controller. It anticipates the deficit or excess energy of the capacitor based on the SOFC’s transient response history, without communicating with the ultra-capacitor. The capacitor control, in turn, imparts robustness to the performance of the decentralized system by either dissipating excess energy or regulating the load voltage. Together, synergistic power management is realized.

1.2 Background

![SOFC System Diagram](image)

Figure 1.1: Schematic Diagram of SOFC System [1]

In this work, we consider a tubular SOFC which is essentially constructed by three major parts i.e. the steam reformer, the fuel cell stack and the combustor. In the model presented here, primary fuel is chosen to be Methane with a molar flow rate of \( \dot{N}_f \). However, the methodology and approach used here can be employed for other fuels and system configurations. The system is illustrated in Fig.1.1. The reformer produces a hydrogen-rich
gas which is supplied to the anode of the fuel cell. Electrochemical reactions occurring at the anode due to current draw results in a steam-rich gas mixture at its exit. A known fraction $k$ of the anode exhaust is recirculated through the reformer into a mixing chamber where fuel is added. The mixing of the two fluid streams and pressurization is achieved in the gas mixer using an ejector or a recirculating fuel pump [64]. The steam reforming process occurring in the reformer catalyst bed is an endothermic process. The energy required to sustain the process is supplied from two sources, namely, the combustor exhaust that is passed through the reformer, and the aforementioned recirculated anode flow, as shown in Fig.1.1. The remaining anode exhaust is mixed with the cathode exhaust in the combustion chamber. The combustor also serves to preheat the cathode air which has a molar flow rate of $\dot{N}_{\text{air}}$. The tubular construction of each cell causes the air to first enter the cell through the air supply tube and then reverse its direction to enter the cathode chamber.

1.2.1 Reformer Model

In this section, we first, review the model we have used for the reformer and stack from the electrochemical standpoint briefly. More details about this model can be found in [1]. For steam reforming of methane we consider a packed-bed tubular reformer with nickel-alumina catalyst [65]. A schematic diagram of the steam reformer is shown in Fig.1.2. The exhaust, reformate and recirculated flows are modeled using gas control volumes and the catalyst bed is modeled as a solid volume. The details of the heat transfer characteristics of the system can be found in [13] and is not repeated here. Instead, we emphasize on the
reformer reaction kinetics and the mass transfer phenomena in light of the analyses presented in the following sections. As discussed earlier, the three main reactions that simultaneously occur during steam reforming of methane are, [25], [66]:

\[
\begin{align*}
(1) & \quad CH_4 + H_2O & \leftrightarrow CO + 3H_2 \\
(II) & \quad CO + H_2O & \leftrightarrow CO_2 + H_2 \\
(III) & \quad CH_4 + 2H_2O & \leftrightarrow CO_2 + 4H_2
\end{align*}
\] (1.1)

From Fig.1.1, the mass balance equations for \( CH_4, \ CO, \ CO_2, H_2 \) and \( H_2O \) can be written as follows:

\[
\begin{align*}
N_r \dot{X}_{1,r} &= k \dot{N}_a X_{1,a} - \dot{N}_{in} X_{1,r} + R_{1,r} + \dot{N}_f \\
N_r \dot{X}_{2,r} &= k \dot{N}_a X_{2,a} - \dot{N}_{in} X_{2,r} + R_{2,r} \\
N_r \dot{X}_{3,r} &= k \dot{N}_a X_{3,a} - \dot{N}_{in} X_{3,r} + R_{3,r} \\
N_r \dot{X}_{4,r} &= k \dot{N}_a X_{4,a} - \dot{N}_{in} X_{4,r} + R_{4,r} \\
N_r \dot{X}_{5,r} &= k \dot{N}_a X_{5,a} - \dot{N}_{in} X_{5,r} + R_{5,r}
\end{align*}
\] (1.2)

where \( N_r = P_r V_r / R_u T_r \).

Figure 1.2: Schematic diagram of tubular steam reformer [1]
Note that the reformer inlet and exit flows shown in Fig.1.1 do not contain $O_2$ and $N_2$. Hence $\chi_{6,r} = \chi_{7,r} = 0$. From Eq.(1.1), we express $\mathcal{R}_{j,r}, j = 1, 2, \cdots, 5,$ in terms of the reaction rates $r_I, r_{II}$ and $r_{III}$ as follows

$$\begin{align*}
\mathbf{R}_r &= \mathbf{G} \mathbf{r}, \quad \mathbf{R}_r = 
\begin{bmatrix}
\mathcal{R}_{1,r} \\
\mathcal{R}_{2,r} \\
\mathcal{R}_{3,r} \\
\mathcal{R}_{4,r} \\
\mathcal{R}_{5,r}
\end{bmatrix}, \\
\mathbf{r} &= 
\begin{bmatrix}
r_I \\
r_{II} \\
r_{III}
\end{bmatrix}, \\
\mathbf{G} &= 
\begin{bmatrix}
-1 & 0 & -1 \\
1 & -1 & 0 \\
0 & 1 & 1 \\
3 & 1 & 4 \\
-1 & -1 & -2
\end{bmatrix}
\end{align*}
(1.3)$$

Since $\mathbf{G}$ has a rank of 2, therefore there are only two independent reaction rates among $\mathcal{R}_{j,r}, j = 1, 2, \cdots, 5$. Considering the rate of formation of $CH_4$ and $CO$ in the reformer to be independent, we can write

$$\begin{align*}
\mathcal{R}_{3,r} &= -\mathcal{R}_{1,r} - \mathcal{R}_{2,r} \\
\mathcal{R}_{4,r} &= -4\mathcal{R}_{1,r} - \mathcal{R}_{2,r} \\
\mathcal{R}_{5,r} &= 2\mathcal{R}_{1,r} + \mathcal{R}_{2,r}
\end{align*}
(1.4)$$
and rewrite Eq.(1.2) as follows:

\[
\begin{align*}
N_r \dot{X}_{1,r} &= k \dot{N}_o \chi_{1,a} - \dot{N}_{in} \chi_{1,r} + R_{1,r} + \dot{N}_f \\
N_r \dot{X}_{2,r} &= k \dot{N}_o \chi_{2,a} - \dot{N}_{in} \chi_{2,r} + R_{2,r} \\
N_r \dot{X}_{3,r} &= k \dot{N}_o \chi_{3,a} - \dot{N}_{in} \chi_{3,r} - R_{1,r} - R_{2,r} \\
N_r \dot{X}_{4,r} &= k \dot{N}_o \chi_{4,a} - \dot{N}_{in} \chi_{4,r} - 4R_{1,r} - R_{2,r} \\
N_r \dot{X}_{5,r} &= k \dot{N}_o \chi_{5,a} - \dot{N}_{in} \chi_{5,r} + 2R_{1,r} + R_{2,r}
\end{align*}
\]

(1.5)

From Eq.(1.5) we deduce

\[
\dot{N}_{in} = k \dot{N}_o + \dot{N}_f + \sum_{j=1}^{7} R_{j,r} \quad \Rightarrow \quad \dot{N}_{in} = k \dot{N}_o + \dot{N}_f - 2R_{1,r}
\]

(1.6)

The models of internal reforming reaction rates \( r_I, r_{II} \) and \( r_{III} \) can be found in [1].

1.2.2 SOFC Model

We assume our system to be comprised of \( N_{cell} \) tubular Solid Oxide Fuel Cells, connected in series. A schematic diagram of an individual cell is shown in Fig 1.3. The anode, cathode and feed air flows are modeled using gas control volumes. The air feed tube and the electrolyte are modeled as solid volumes. Details of the heat transfer model and voltage computations can be found in [13] and is not repeated here. As in the previous section, we emphasize on the fuel cell chemical kinetics and mass transfer phenomena.
Figure 1.3: Schematic diagram of tubular SOFC [1]

**Anode control volume:** The following chemical and electro-chemical reactions occur simultaneously in the anode control volume:

\[
\begin{align*}
(I) & \quad CH_4 + H_2O & \leftrightarrow & \quad CO + 3H_2 \\
(II) & \quad CO + H_2O & \leftrightarrow & \quad CO_2 + H_2 \\
(III) & \quad CH_4 + 2H_2O & \leftrightarrow & \quad CO_2 + 4H_2 \\
(IV) & \quad H_2 + O^{2-} & \rightarrow & \quad H_2O + 2e
\end{align*}
\] (1.7)

Steam reforming, represented by reactions I, II and III, occur in the anode due to high temperatures and the presence of nickel catalyst. The primary electrochemical process is steam generation from \(H_2\), described by reaction IV. Simultaneous electrochemical conversion of \(CO\) to \(CO_2\) in the anode is also possible. However, this electro-chemical reaction is ignored since its reaction rate is much slower in presence of reactions II and IV, as indicated in [67] and references therein.
From Fig.1.1, the mass balance equations for $CH_4$, $CO$, $CO_2$, $H_2$ and $H_2O$ can be written as

\[
\begin{align*}
N_a \dot{X}_{1,a} &= -\dot{N}_o X_{1,a} + \dot{N}_{in} X_{1,r} + R_{1,a} \\
N_a \dot{X}_{2,a} &= -\dot{N}_o X_{2,a} + \dot{N}_{in} X_{2,r} + R_{2,a} \\
N_a \dot{X}_{3,a} &= -\dot{N}_o X_{3,a} + \dot{N}_{in} X_{3,r} + R_{3,a} \\
N_a \dot{X}_{4,a} &= -\dot{N}_o X_{4,a} + \dot{N}_{in} X_{4,r} + R_{4,a} - r_e \\
N_a \dot{X}_{5,a} &= -\dot{N}_o X_{5,a} + \dot{N}_{in} X_{5,r} + R_{5,a} + r_e
\end{align*}
\]  

(1.8)

where $N_a = P_a V_a / R_a T_a$ and $r_e$ is the rate of electrochemical reaction given by

\[
r_e = \frac{i N_{cell}}{nF}
\]  

(1.9)

Since current $i$ can be measured, the rate of electrochemical reaction $r_e$ is considered known.

As with the reformate control volume, the anode inlet and exit flows do not contain $O_2$ and $N_2$. Therefore, $X_{6,a} = X_{7,a} = 0$. From Eq.(1.7), we express $R_{j,a}$, $j = 1, 2, \cdots, 5$, in terms of the reaction rates $r_I$, $r_{II}$ and $r_{III}$ as follows

\[
\mathbf{R}_a = \mathbf{G} \mathbf{r} + r_e [0 \ 0 \ 0 \ -1 \ 1]^T
\]  

(1.10)

where $\mathbf{R}_a = [R_{1,a} \ R_{2,a} \ R_{3,a} \ R_{4,a} \ R_{5,a}]^T$, and $\mathbf{G}$ and $\mathbf{r}$ are given in Eq.(1.3). Since $\mathbf{G}$ has a rank of 2 and $r_e$ is known, therefore there are only two independent reaction rates among
\( R_{j,a}, j = 1, 2, \cdots, 5. \) Considering \( R_{1,a} \) and \( R_{2,a} \) to be independent, we can write

\[
R_{3,a} = -R_{1,a} - R_{2,a},
\]

\[
R_{4,a} = -4R_{1,a} - R_{2,a} - r_e,
\]

\[
R_{5,a} = 2R_{1,a} + R_{2,a} + r_e
\]

and rewrite Eq.(1.8) as

\[
\begin{align*}
N_a \dot{X}_{1,a} &= -\dot{N}_o X_{1,a} + \dot{N}_{in} X_{1,r} + R_{1,a} \\
N_a \dot{X}_{2,a} &= -\dot{N}_o X_{2,a} + \dot{N}_{in} X_{2,r} + R_{2,a} \\
N_a \dot{X}_{3,a} &= -\dot{N}_o X_{3,a} + \dot{N}_{in} X_{3,r} - R_{1,a} - R_{2,a} \\
N_a \dot{X}_{4,a} &= -\dot{N}_o X_{4,a} + \dot{N}_{in} X_{4,r} - 4R_{1,a} - R_{2,a} - r_e \\
N_a \dot{X}_{5,a} &= -\dot{N}_o X_{5,a} + \dot{N}_{in} X_{5,r} + 2R_{1,a} + R_{2,a} + r_e
\end{align*}
\]

From Eq.(1.12) we deduce that

\[
\dot{N}_o = \dot{N}_{in} + \sum_{j=1}^{7} R_{j,a} \quad \Rightarrow \quad \dot{N}_o = \dot{N}_{in} - 2R_{1,a}
\]

**Cathode control volume:** Ionization of \( O_2 \) in the cathode control volume occurs through the reaction

\[
0.5O_2 + 2e \rightarrow O^{2-}
\]
with the reaction rate as given in Eq.(1.9). Considering the mole fractions of \( N_2 \) and \( O_2 \) in air to be 0.79 and 0.21 respectively, the mass balance equations of the cathode control volume can be written from Eqs.(1.9) and (1.14) as follows:

\[
\begin{align*}
N_c \dot{X}_{6,c} &= 0.79 \dot{N}_{\text{air}} - \left( \dot{N}_{\text{air}} - 0.5 r_e \right) X_{6,c} \\
N_c \dot{X}_{7,c} &= 0.21 \dot{N}_{\text{air}} - \left( \dot{N}_{\text{air}} - 0.5 r_e \right) X_{7,c} - 0.5 r_e X_{j,c} \\
X_{j,c} &= 0, \quad j = 1, 2, \ldots, 5
\end{align*}
\] (1.15)

More details about the other features of this model can be found in [1, 3].

1.2.3 Fuel Utilization \( U \)

Fuel utilization \( U \) is mathematically defined as, [13, 21, 20]:

\[
U \triangleq 1 - \frac{\dot{N}_o (4 X_{1,a} + X_{2,a} + X_{4,a})}{\dot{N}_{\text{in}} (4 X_{1,r} + X_{2,r} + X_{4,r})}
\] (1.16)

where, \( X_{1,a}, X_{2,a}, X_{4,a} \) and \( X_{1,r}, X_{2,r}, X_{4,r} \) are the molar concentrations of \( CH_4 \), \( CO \) and \( H_2 \) in the anode and the reformer respectively and \( \dot{N}_o \) and \( \dot{N}_{\text{in}} \) are shown in Fig.1.1. Eq.(1.16) is based on the observation that a \( CH_4 \) and a \( CO \) molecule can yield at most four molecules and one molecule of \( H_2 \) respectively, as indicated by reactions I, II and III in Eq.(1.7).

Having done some algebra [3, 2], the steady-state utilization \( U_{ss} \) is obtained as [3]

\[
U_{ss} = \frac{1 - k}{\left( 4 n F \dot{N}_f / i_{fc} N_{\text{cell}} \right) - k}
\] (1.17)
Note that Eq. (1.17) is independent of the reaction rates $R_{1,r}$, $R_{2,r}$, $R_{1,a}$, $R_{2,a}$ and the flow rates $\dot{N}_{in}$, $\dot{N}_{a}$. Equation (1.17) is valid in steady-state and is invariant with respect to variations in operating temperature, operating pressure, mass of reforming catalyst, air flow rate and operating Steam-to-Carbon ratio [1]). Thus, Eq. (1.17) represents an invariant relationship between steady-state fuel utilization $U_{ss}$, fuel cell current $i_{fc}$, and fuel flow rate $\dot{N}_{f}$. Given a target $U_{ss}$, it can be used to determine $\dot{N}_{f}$ if $i_{fc}$ is known and vice-versa [3].

The invariant property can serve as an open-loop control for constant utilization operation. However, it is a steady-state property and hydrogen starvation must be prevented even during transient operation. Typically, $U$ must be around an optimal value ($\approx 85\%$) within narrow limits ($\pm 5\%$) even under significant power fluctuations. The limitation of using the invariant property alone in an open-loop control is demonstrated in simulations presented in the following sections where instantaneous changes in power demand are applied through step-changes in current demand $i_{fc,d}$.

### 1.2.4 Addressing Transient Performance Using Invariant Property

To demonstrate the SOFC’s vulnerability to current draw without proper control, a simulation result is depicted in Fig. 1.4. Here, we have considered a tubular SOFC model, with 50 cells connected in series, each cell having a length of $251 cm$, fuel flow of $7 \times 10^{-4}$ moles/s and a current draw of $10 A$ for $t < 150 s$. Using these values, $U$ will be approximately $85\%$. It is shown that fuel cell is not even able to endure a $1A$ increase in current load due to hydrogen starvation. This result shows the importance of a proper con-
trol as fuel cell performance can be easily disturbed facing small perturbations [2].

To address this issue, we refer to [3] in which this transient issue was discussed in details; however, to demonstrate the motivation for this work, we review how this problem was solved in [3] briefly.

\[
\dot{N}_{f,d} = \frac{i_{fc,d} N_{cell}}{4 n F U_{ss}} [1 - (1 - U_{ss}) k] \tag{1.18}
\]

Note that as is shown in Fig.1.1, the Fuel Supply System (FSS) provides fuel flow \( \dot{N}_f \) in response to the demand \( \dot{N}_{f,d} \), and Eq.(1.18) ensures that at steady-state \( U = U_{ss} \). However, during transience, due to the lag associated with the FSS, \( \dot{N}_{f,d} \neq \dot{N}_f \). This results in fluctuations in \( U \) around \( U_{ss} \). Large changes in \( i_{fc,d} \) can result in hydrogen starvation (\( U \to 100\% \)). This is illustrated through simulation results shown in Fig. 1.6(a1-d1). To address this issue, we propose the current regulation method by reversing Eq.(1.18) to calculate the
regulated current based on the actual fuel flow, $\dot{N}_f$, given by

$$i_{fc} = \frac{4nF U_{ss} \dot{N}_f}{N_{cell}} \frac{1}{[1 - (1 - U_{ss})k]}$$  \hspace{1cm} (1.19)

This current regulation approach as well as lags associated with fuel flow are illustrated in Fig.1.5 with the switch position labeled CR.

In comparison, the open-loop (i.e. unregulated current) approach corresponds to the switch position OL. The proposed current regulation method has similarities with existing model-based approaches for PEMFC and SOFC systems using current filter or load governor, [30, 32, 29]. Note that CR assumes no knowledge of the dynamic characteristics of the FSS. Improvement in transient response of $U$ in CR over OL is depicted in Fig.1.6. Details of the simulations and the model can be found in [3, 1]. As shown, CR allows significantly greater fluctuations in load compared to OL, Figs.1.6(a1) and (a2), before the onset of fuel starvation, Figs.1.6(c1) and (c2).
However, this approach also creates a disparity between $i_{fc,d}$ and $i_{fc}$ during transients (see Fig.1.6(a2)). This implies that while current regulation protects the fuel cell from fuel starvation due to power fluctuations, it results in a disparity between the demanded and delivered power during transients. This disparity amounts to deficient load-following, that is addressed by hybridizing the fuel cell with an ultra-capacitor.

### 1.3 Motivation

In many cases, it is needed to design the control inputs such that the output is independent of one of the exogenous inputs. Specifically, this is the case for SOFCs in which the actual fuel flow rate is governed by power demand, which is an exogenous input. Therefore, we want to design the control input, namely the current draw from the fuel cell, in a way that $U$ undergoes minimum transient fluctuations in the presence of load transients.
One could argue that this could be done by sensing the molar fractions of different species in different locations inside the cell; In other words, measuring $U$ at any instant and then designing the controls accordingly. Granted this option is possible, it requires too much intrinsic sensing within the cell which can be very expensive as well as difficult to implement. Furthermore, estimating $U$ is another possibility through which a control scheme can be developed. Yet, that requires a comprehensive model, and state estimator performance would be largely governed by the accuracy of the plant model, which is very approximate in this case. Hence, the challenge and also the novelty of this work is to control the transients of the output while no instantaneous information of the system is provided but the steady state information.

As is shown in Fig.1.6, the transient response of the system is within an acceptable range even though not much information was provided except the steady state equation of the fuel utilization (output). This observation prompted us to think whether this method could be generalized to other cases where the transient control is needed for plants for which not much information is provided. Further discussion and details on this problem can be found in chapter 3.

On the other hand, when it comes to SOFC hybrid networks, the concept of decentralized control is fairly novel in the domain of power grids and control systems. The novelty of this work lies within the simplicity and practicality of the energy conservation method which is the essence of the developed controllers here. Moreover, lack of any communication between controllers enables the control scheme to be scaled up to a much broader network
1.4 Contributions and Objectives

The objectives and contributions of this work can be summarized as follows:

1. Propose a novel method for perfect transient control for a multivariable system for which sensing or estimation is not available.

2. Prove the invariance of a general parameter under steady-state condition whose monitoring is vital to the health of reformer.

3. Develop a decentralized control scheme for hybrid power network consisting a single SOFC and an Ultra-capacitor.

4. Develop separate controllers for FC side an UC side without any direct communication.

5. Verify the developed controllers in simulations.

6. Verify the developed controllers on an experimental test-stand.

1.5 Dissertation Overview

In this Dissertation, after discussing some preliminaries and reviewing the existing works related to the subject in Chapter 1, in Chapter 2, we introduce \textit{STCR} and \textit{STCB} that are highly important to be monitored to guarantee a safe operation in the reformer.
Then, we prove some facts about those parameters and outline their importance in the safe operation of the SOFC System. Consequently, in Chapter 3, we initially present a review of output controllability criteria which potentially could be related to the problem which we have formulated and discussed later on in this chapter. Then, we focus on the transient control of $U$ as a theoretical problem. We show through both analysis and simulations that a generalized abstraction of the transient control problem in SOFCs is possible. The main idea is that in a multi-input single output system, under certain conditions, it is possible to achieve complete isolation of the output from exogenous input(s) by shaping control inputs, even if the plant is largely unknown or partially known and the output variable itself is not measurable. Such a generalized problem can be posed for non-linear time-varying systems and also for linear time invariant systems. For the latter category of systems, we derive analytical conditions under which the problem is solvable. We also show how these conditions are somewhat satisfied by the fuel cell system, and consequently yield acceptable transient control of $U$ even though the SOFC system is non-linear and time-varying. On the other hand, a brief review of decentralized control and the motivation of this work will be presented in Chapter 4. Then, it will be followed by a concise description of the fuel cell model and its hybridization with ultra-capacitor is presented. Then, the theory and concept of decentralized approach which we have employed will be explained. Next, separate local controllers for each fuel side and ultra-capacitor side will be introduced. A conservation of energy based controller for fuel cell side and two separate controllers for the ultra-capacitor side will be outlined. The first FC side controller leads into gradual over-charging of the
ultra-capacitor which mandates energy dissipation to adjust the UC state of charge. On the other hand, out of two proposed controllers for UC side, one uses a PWM circuit to dissipate extra energy, and the other uses voltage modulation to tailor the capacitor’s stored energy. In the latter approach, the FC observes the manipulated voltage and interprets that information to gradually decrease uncertainties over time. Following to the theoretical discussion, the experimental results are presented as well to verify the proposed controllers’ performance.

Finally, the document is concluded with a summary of what has been done throughout the entire research we have conducted in chapter 5. Thereafter, the references are provided.
2.1 Chapter Overview

In order to avoid carbon deposition and catalyst degradation, reformer needs to access sufficient steam to carry on the reforming reaction. Steam to carbon ratio ($\text{STCR}$) is an index indicating availability of the steam in the reformer. In this chapter, we first define a new variable called steam to carbon balance ($\text{STCB}$) based on $\text{STCR}$, and show that for steam reformer based SOFCs which utilize Methane as the main fuel, the steady-state $\text{STCB}$ is invariant with respect to internal flow rates, reaction rates, temperatures and pressures. It is shown that $\text{STCB}$ is only dependent on the input fuel flow rate and current draw through simple algebraic relationships. Using invariant relationships, the steady-state fuel utilization and $\text{STCB}$ can be maintained at a target value and its transient fluctuations can be attenuated.

\footnote{The contents of this chapter have been previously published [68]}
2.2 Analysis of Steady-State Steam to Carbon Balance

2.2.1 Definition and Significance of STCR

Carbon deposition which is a common issue in SOFCs [37, 38], can be jeopardizing the health of catalysts in both reformer and anode [69]. Many works has been done by researchers to address this issue. While some have developed control strategies that are sensitive with respect to carbon deposition [70], Others have focused on different types of fuels other than \(H_2\) [71, 72]. Another case in point is to control the carbon deposition using \(STCR\). While \(U\) is a vital parameter determining the health of fuel cell, Steam-To-Carbon-Ratio \((STCR)\) plays similar role in the reformer. The effect of \(STCR\) on the performance of SOFC has been experimentally investigated in [73]. On the other hand, \(STCR\) seems to be a rather complicated variable to control. With the aid of simulation, authors in [74] have shown that several fuel cell variables have significant effect of the \(STCR\). Moreover, it was observed that there are considerable nonlinearities between the \(STCR\) and certain variables including inlet fuel pressure and system pressure [74]. Therefore, to ensure having sufficient steam to react with Carbon atoms preventing deposition, steam to carbon ratio (STCR) is defined as follows:

\[
STCR \triangleq \frac{\text{Net amount of Steam at the Inlet of SR}}{\text{Net amount of Carbon Atoms at the Inlet of SR}} \quad (2.1)
\]
Therefore, Referring to Fig. 1.1 and Eq. (2.1), for a Methane based steam reformer, \( STCR \) is defined as

\[
STCR = \frac{k\dot{N}_o x_{5,a} + \dot{N}_{st} x_{st}}{N_f + k\dot{N}_o x_{1,a} + k\dot{N}_o x_{2,a}}
\]  

As is indicated by Eq. (2.2)[1], \( STCR \) is the ratio of the concentration of steam molecules to that of carbon atoms at the inlet of the reformer. It is noteworthy that \( STCR \) is an important factor in determining the health of the reformer. Similarly, fuel utilization \( U \) can be used as an index of the health of the fuel cell stack. Therefore, while it is highly important to maintain \( U \) within limits, it is equally important to monitor \( STCR \) to guarantee the performance of the reformer.

Based on Eq. (1.1), it is evident that the stoichiometric quantity of steam required for reforming 1 mole of \( CH_4 \) and \( CO \) is 2 moles and 1 mole, respectively. With this observation, for a Methane based SR, authors in [1] defined a new variable called steam to carbon balance (STCB) as follows:

\[
STCB = k\dot{N}_o x_{5,a} + \dot{N}_{st} x_{st} - (2\dot{N}_f + 2k\dot{N}_o x_{1,a} + k\dot{N}_o x_{2,a})
\]

\[
= k\dot{N}_o (x_{5,a} - 2x_{1,a} - x_{2,a}) + \dot{N}_{st} x_{st} - 2\dot{N}_f
\]  

Essentially, \( STCB \) represents the total amount of steam provided to the reformer, subtracted by the total amount of steam potentially consumed by both fuel and recirculated flow. Similar to \( STCR \), all the calculations for the \( STCB \) are taking place at the inlet of reformer. With that being said, one can conclude that a positive value of \( STCB \) is desirable to prevent...
carbon deposition [1].

Moreover, based on Eqs.(2.2),(2.3), it can be inferred that while the STCR is dependent on the reaction rates, the STCB is defined such that it is independent of reaction rates. For instance, a higher reaction rate for consumption of more hydrocarbons in anode will lead into production of more steam and that will keep the balance of steam and carbons the same. This independence from reaction rates, enables STCB as an “Invariant Property”, whereas STCR does not show the same quality. Therefore, STCB can replace STCR as a measure to monitor the health of the reformer. In the following discussion, we will prove that Steady-State STCB is an “Invariant Property”. we rewrite Eq.(2.3) using the following coordinate transformations:

\[
STCB = k\dot{N}_o\xi_a - 2\dot{N}_f, \quad \xi_r = \chi_{5, r} - 2\chi_{1, r} - \chi_{2, r} \\
\xi_a = \chi_{5, a} - 2\chi_{1, a} - \chi_{2, a}
\]  

Using Eqs.(1.5), (1.12) and (2.4), \(\xi_r\) and \(\xi_a\) can be expressed as

\[
N_r\dot{\xi}_r = -\dot{N}_{in}\xi_r + k\dot{N}_o\xi_a - 2\dot{N}_f, \quad N_a\dot{\xi}_a = \dot{N}_{in}\xi_r - \dot{N}_o\xi_a + \frac{iN_{cell}}{nF}
\]

From Eq.(2.5), we obtain the following steady-state expression for STCB which is invariant with respect to temperatures, pressures, and reaction rates.

\[
STCB_{ss} = \frac{1}{k - 1} \left(2\dot{N}_f - \frac{kiN_{cell}}{nF}\right)
\]
2.2.2 General Steady-State Expression of STCB for SR-SOFC System

In this section, we perform some matrix analysis on STCB which was similarly applied on \( U \) in [75, 68]. We first, introduce the conservation of mass for an individual species in a generic gas control volume, denoted by subscript \( g \), can be derived from first principles as:

\[
\frac{d}{dt} (N_{g}X_{j,g}) = \dot{N}_{en}X_{j,en} - \dot{N}_{ex}X_{j,g} + R_{j,g}
\]  

(2.7)

where, \( j = 1, 2, 3, ... \) represents individual species in the gas flow. \( R_{j,g} \) is the net rate of formation of species \( j \) in mol/s due to all chemical reactions in the control volume. The subscripts \( en \) and \( ex \) denote the streams entering and exiting the control volume respectively. It is assumed that the stream leaving the control volume and the control volume itself have the same composition \( X_{j,g}, j = 1, 2, 3, ... \). The conservation of mass equation for the gas mixture is obtained from Eq.(2.7),

\[
\frac{d}{dt} (N_{g}X_{g}) = \dot{N}_{en}X_{en} - \dot{N}_{ex}X_{g} + R_{g}
\]

(2.8)

where,

\[
X_{g} = [X_{1,g} \ X_{2,g} \ X_{3,g} \ \cdots]^{T}, \ X_{en} = [X_{1,en} \ X_{2,en} \ X_{3,en} \ \cdots]^{T}, \ R_{g} = [R_{1,g} \ R_{2,g} \ R_{3,g} \ \cdots]^{T}
\]

(2.9)

In Eq.(2.9), it is noted that the indices 1, 2, 3, ..., represent individual species in the gas flow and hence the same sequence is used to present species molar fractions in vectors \( X_{g} \) and
On the other hand, to represent \( STCB \) in a matrix form, we define a \( Q \) matrix such that

\[
STCB = k\dot{N}_o Q^T X_o + \dot{N}_{st} Q^T X_{st} + \dot{N}_f Q^T X_f
\] (2.10)

where for the case of Methane-based SR, \( Q \) can be found as

\[
Q^T = [-2 \quad -1 \quad 0 \quad 0 \quad 1]
\] (2.11)

By definition, \( Q \) is a column vector containing the net available steam subtracted by the potential steam consumed by Carbon atoms. Next, we attempt to obtain the steady-state \( STCB \) by focusing on the mass balance of the reformer and Anode control volumes. The mass balance of the available steam in the gas control volume can be found by pre-multiplying Eq.(2.8) with \( Q^T \). This results in an equation for the conservation of mass of \( Available Steam \) as follows,

\[
\dot{N}_g Q^T X_g + N_g Q^T \dot{X}_g = \dot{N}_{en} Q^T X_{en} - \dot{N}_{ex} Q^T X_g + Q^T R_g
\] (2.12)

Considering steady-state conditions, the left hand side of Eq.(2.12) goes to zero, giving

\[
0 = \dot{N}_{en} Q^T X_{en} - \dot{N}_{ex} Q^T X_g + Q^T R_g
\] (2.13)

Next Eq.(2.13) will be applied for SR and anode control volumes and then in conjunction with Eq.(2.10) will yield an expression for the steady-state \( STCB \).

As was mentioned before, considering the SR control volume, there are three inlet flows, the
pre-reformed fuel $\dot{N}_f$ with species concentrations $X_f$ which is considered known, steam $\dot{N}_{st}$ with concentrations $X_{st}$ where the entries of this vector are zero excepting for the entry corresponding to concentration of steam which is 1, and $k\dot{N}_o$ with concentrations $X_o$. Applying Eq.(2.13) for SR control volume gives:

$$0 = \dot{N}_f Q^T X_f + \dot{N}_{st} Q^T X_{st} + k\dot{N}_o Q^T X_o - \dot{N}_{in} Q^T X_{in} + Q^T R_{SR} \quad (2.14)$$

where $R_{SR}$ represents a column vector containing rate of formation of each species through steam reforming reactions. We next make the following observation. The chemical reactions in the SR do not change the total steam available in the gas mixture, they only change the form from higher hydrocarbons to lower hydrocarbons and hydrogen molecules. Hence, assuming $Q$ is formulated correctly, $Q^T R_{SR} = 0$. This simplifies Eq.(2.14) to,

$$0 = \dot{N}_f Q^T X_f + k\dot{N}_o Q^T X_o + \dot{N}_{st} Q^T X_{st} - \dot{N}_{in} Q^T X_{in} \quad (2.15)$$

When applying Eq.(2.13) to the anode, $R_g = R_a$ will be a column vector containing the rates of formation of all species. The reactions include both the electrochemical reaction Eq.(1.7) and internal steam-reforming reactions. Hence

$$R_g = R_a = R_{a,SR} + R_{a,e} \Rightarrow Q^T R_g = Q^T R_a = Q^T R_{a,SR} + Q^T R_{a,e} = Q^T R_{a,e} = \tau_e \quad (2.16)$$
where $R_{u,SR}$ and $R_{u,e}$ contain the rates of internal steam reforming reactions and electrochemical reactions respectively. Eq. (2.16) is valid because the only chemical reaction that affects total steam in the flow is the electrochemical reaction. Equation (2.13) thus reduces to

$$0 = \dot{N}_{in}Q^T X_{in} - \dot{N}_{o}Q^T X_{o} + r_e$$

(2.17)

From Eqs. (1.9), (2.15), (2.17) and Eq. (2.10), the steady-state $STC B$ is expressed as

$$STC B_{ss} = \frac{1}{1-k}[\dot{N}_f Q^T X_f + \dot{N}_st Q^T X_{st} + \frac{ki N_{cell}}{nF}]$$

(2.18)

Note that in Eq. (2.18), $i$, $\dot{N}_f$, $\dot{N}_st$ are inputs and $N_{cell}$, $n$, $F$, $k$ and $X_f$ are known quantities. Hence, if the vector $Q$ can be obtained, then one can predict $STC B_{ss}$ for any set of input conditions for an SR-SOFC system without knowledge of the rates of reforming reactions, internal flow rates, temperatures and pressures.

2.3 Control of Fuel Cell Using Invariant Property

2.3.1 Control Scheme Via $STC B_{ss}$

Transient Control of SOFC system based on the constant $U$ has been previously discussed in section 1.2.4. Similar to that discussion, $STC B_{ss}$ expression can replace the $U_{ss}$ to regulate the current based on the fuel rate $\dot{N}_f$ and $STC B_{ss}$. In other words:

$$\dot{N}_f = g_{IR}(STC B_{ss})i_{fc}$$

(2.19)
where for the Methane-based SR-SOFC system, Eq.(2.19) translates into:

\[
\dot{N}_f = \frac{1}{2}[(k - 1)STCB_{ss} + k_i \frac{N_{cell}}{nF}]
\]  

(2.20)

Inverting Eq.(2.20) will yield the expression for the shaped FC current draw which guarantees operation at a pre-specified \(STCB_{ss}\) value. Simulation results demonstrated in Fig.2.1 shows how the SOFC system behaves under the \(STCB\)-based current regulation approach.

![Figure 2.1: Simulation Results for STCB-Based Current Regulation Approach](image)

Comparing Fig.2.1 and Fig.2.2 (a)-(c) which depicts simulation results using \(U_{ss}\)-based current regulation, it can be deduced that system looks more stable using \(U_{ss}\)-based current regulation. In other words, while \(STCB\) and \(STCR\) look completely under control in both approaches, \(U\) seems to be not very stable in the \(STCB\)-based approach. This observation can be attributed the the nonlinear nature of the \(U\) which mandates a proper control scheme to make it under control. Thus, the \(U_{ss}\) approach which was briefly discussed in section 1.2.4, and extensively discussed in [3] is a better control scheme compared to the \(STCB\)-based method.
2.4 Performance Criteria for the Reformer and Fuel Cell Stack

2.4.1 STCR and STCB at the Stack

Before going into further details, one could raise the same concern of the possibility of carbon deposition inside the stack (anode). That is to say, how can we guarantee that there is enough steam to prevent carbon deposition inside the anode as the same species exist in the anode as well. To respond, we define the \( \text{STCR} \) at the anode as follows:

\[
\text{STCR}_a \triangleq \frac{\text{Net amount of Steam at the Inlet of Anode}}{\text{Net amount of Carbon Atoms at the Inlet of Anode}}
\]  

(2.21)

Please note that while the major content of \( CH_4 \) and \( CO \) has been consumed in the SR, in addition to the steam that is fed to the stack by the SR exhaust flow, the electrochemical reaction is constantly producing steam which is favorable from the \( \text{STCR} \) and \( \text{STCB} \) standpoint. Therefore, for a Methane based steam reformer, \( \text{STCR} \) at the anode is defined as

\[
\text{STCR}_a = \frac{\dot{N}_i n \chi_{5,r} + r_e \chi_{st}}{\dot{N}_i n \chi_{1,r} + \dot{N}_i n \chi_{2,r}}
\]  

(2.22)

Similarly, \( \text{STCB} \) at the anode can be defined as:

\[
\text{STCB}_a = \dot{N}_i n \chi_{5,r} + r_e \chi_{st} - 2\dot{N}_i n \chi_{1,r} - \dot{N}_i n \chi_{2,r}
\]  

(2.23)

It can be predicted based on Eqs.(2.22), and (2.23) that there is a considerable margin of safety in the anode with respect to \( \text{STCR} \) and \( \text{STCB} \). Convincingly, the Simulation
results depicted in Fig.2.2 demonstrate that for a Methane-based SR with no external steam injection, the necessity of monitoring $STCB$ in the SR is much more compared to that of the stack as for even a small step change in current draw, $STCB_{SR}$ falls below zero which is detrimental to the health of the SR.

![Figure 2.2: Comparison of STCR and STCB for Both Reformer and Stack](image)

2.4.2 Performance Challenges

As is mentioned in section 1.2.4, $U_{ss}$ expression is employed to shape the current based on the actual fuel flow, given a fixed $U_{ss}$ value. This way, while operating at constant steady state fuel utilization, the fluctuations of the $U$ is minimized and the health of the fuel cell stack is guaranteed during even significant transients. However, to make sure the reformer is also operating in the safe region, it is vital to ensure STCB lies within the acceptable range.
First, given the control strategy detailed at section 1.2.4, to ensure constant $U_{ss}$, the following needs to be satisfied:

$$U_{ss} = \frac{1 - k}{(nF\hat{N}_f P^T X_f / i\hat{N}_{cell}) - k}$$  \hspace{1cm} (2.24)

In other words, since $n, F, k,$ and $\hat{N}_{cell}$ are all constants, to maintain a fixed $U_{ss}$,

$$\dot{N}_f P^T X_f / iD = C_1 = \text{const.}$$  \hspace{1cm} (2.25)

where $D = \hat{N}_{cell}/nF$ is a constant. On the other hand, referring to Eq.(2.18), assuming no external steam feeding, to keep a fixed $STCB_{ss}$,

$$\dot{N}_f Q^T X_f + \dot{N}_st Q^T X_st + kiD = C_2 = \text{const.}$$  \hspace{1cm} (2.26)

Therefore, simplifying Eq.(2.26) using Eq.(2.25),

$$\dot{N}_f Q^T X_f + \frac{k}{C_1} \dot{N}_f P^T X_f + \dot{N}_st Q^T X_st = C_2 = \text{const.}$$  \hspace{1cm} (2.27)

Since all the components in the Eq.(2.27) are constant except $\dot{N}_f$, and $\dot{N}_st$, it is evident that Eq.(2.27) cannot hold true. Therefore, with the current control methodology that keeps $U_{ss}$ at a fixed value, $STCB_{ss}$ cannot be fixed. Therefore, the challenge is to find a way that can guarantee the healthy performance of both reformer and Stack at the same time.
2.4.3 Healthy Performance Criteria

Referring to Fig.2.2(b), and(e), it can be seen that the $STCB_{SR}$ and $U$ behave in the opposite manners. That is, increasing one leads into decreasing the other and vice versa; thus, controlling both at the same time can serve as conflicting objectives. Another observation is that the critical condition where $STCB_{SR}$ falls and $U$ rises happens as a consequence of increasing the current draw from the FC. Both of these observations can be justified by looking at our control methodology. That is, since the current regulation method described in Sec. 1.2.4 is based on delaying the current drawn from the fuel cell based on the actual fuel flow, this will first cause the fuel flow to increase and with some further lag, the current produced by FC will also increase. Therefore, any change in the current demand will first affect the fuel flow, and subsequently, that will be reflected in the actual current produced in the FC. For instance, referring to Fig.2.2(b), (d) and(e), a current step change from 10 to 15A will first cause increasing fuel flow in the reformer. That will make $STCB$ to fall, and $U$ to rise because the added fuel has not broken into hydrogen yet; however, the increase in current draw means more electricity must be generated and consequently, more steam will be generated that will be recirculated back to the reformer and make the $STCB$ to back up. Furthermore, more steam and more fuel in the reformer means more hydrogen is fed into the anode and that will make $U$ to fall back to its steady state value again.

In order to improve the response of the system during the transients, one could argue that further lagging the current draw from the fuel cell can decrease transient overshoot and
undershoot and be eventually favorable. Fig. 2.3 demonstrates the simulation results for the previous system using a first order filter with a time constant of $\tau = 2s$ acting upon current.

Figure 2.3: Simulation Results for $U$-Based Current Regulation Approach with Lagged Current

However, the filter on the current turned out to have an adverse effect on the system as it not only increased the type of the system to the second order, it increased amount of undershoot and overshoot of both $STCB$ and $U$ due to slow response of the system.

To address the challenge expressed in the preceding section, our objective is to make sure $STCB_{ss} \geq 0$ at all time. Granted, this does not guarantee the $STCB$ not crossing 0 at all, yet, that issue can be easily solved using an external steam injection into the reformer during the transients. Therefore, for a Methane-based steam reformer with no external steam feed we have:

$$STCB_{ss} \geq 0 \Rightarrow \dot{N}_f \leq k \left( \frac{iN_{cell}}{2nF} \right)$$ \quad (2.28)

On the other hand, we have

$$U_{ss} \geq 0 \Rightarrow \dot{N}_f \geq k \left( \frac{iN_{cell}}{4nF} \right)$$ \quad (2.29)
Combining Eqs. (2.28), (2.29), and $0 < U_{ss} < 1$ will construct a set of linear inequalities which is solved in a prior publication [1] from another perspective. In [1], the focus of others was fuel optimization whereas here, the focus is ensuring a healthy performance for both SR and stack. Referring to [1], it is concluded that to ensure $STCB_{ss} \geq 0$ and $U_{ss} = Const.$, it is necessary to have the following condition satisfied:

$$k \geq \frac{1}{1 + U_{ss}} \quad (2.30)$$

That is to say, the recirculation ratio $k$ needs to be tuned based on the $U_{ss}$ to have a safe performance. This condition will guarantee a positive steady state $STCB$ without the aid of any external steam feeding.

### 2.5 Chapter Summary

In this chapter, it was shown that in order to avoid carbon deposition in the reformer of SOFC systems, it is vital to maintain $STCR$ at a certain level. Therefore, using the concept of conservation of potential steam, $STCB$ was introduced and proved to be invariant with respect to majority of operating conditions. Moreover, a general analysis was performed to obtain the steady state expression of $STCB$ which is valid for all types of reformer based SOFCs. It was shown through simulations that the problem of carbon deposition does not exist in anode due to electrochemical reaction. Furthermore, a control scheme using the $STCB_{ss}$ expression was outlined and compared to the aforementioned utilization based
control strategy. Finally, the conditions guaranteeing simultaneous safe operation of SOFC stack and reformer were discussed.
CHAPTER 3
TRANSIENT CONTROL IN MULTIVARIABLE SYSTEMS
WITH APPLICATION IN SOFC

3.1 Chapter Overview

Controlling the transient response of variables for which sensing or accurate estimation is not feasible, and a detailed plant model is also largely unavailable, poses significant challenges. It is a situation that is true in solid oxide fuel cells. In SOFCs, transient control is essential for fuel utilization, especially if the fuel cell is to be operated in a dynamic load-following mode at high fuel utilization. The objective is to design the control input(s) such that it isolates the output (fuel utilization in this case) from measurable disturbances, while the plant itself maybe largely unknown. The features assumed known are the output’s functional dependence on states which is essentially the output definition, and the steady-state equation relating the multiple inputs and the output of interest. Simulations have shown good disturbance rejection in fuel utilization through input shaping. This idea is abstracted to linear multi-variable systems to provide conditions when this approach is applicable. The analysis is carried out in time-domain as well as in frequency domain (through singular value

\footnote{The contents of this chapter have been previously published [76].}
analysis). The type of output variables that are amenable to transient control using this approach is derived through analysis. It is shown that the fuel utilization, although inherently nonlinear within the nonlinear dynamics of the fuel cell, has some similarities with the linear abstraction that leads to the observed transient control.

3.2 Output Controllability

3.2.1 What is Output Controllability?

In the control theory, controllability is a common concept which is usually defined as the ability of a system to reach any desired state starting from any initial state within a finite period of time [77]. However, in many engineering applications, it is needed to direct the output toward some desired value. In fact, having control over the output of the system has a significant importance if not more than the states. Reviewing the literature, it is shown that no obvious connection can be verified between state controllability and output controllability [78, 79].

For a LTI (Linear Time Invariant) system with constant coefficients, controllability can be defined as follows:

**Definition 2.1:** A dynamic system

\[ X(t) = AX(t) + Bu(t), \quad y(t) = CX(t) \]  

(3.1)

where, \( A \in \mathbb{R}^{n \times n}, \ B \in \mathbb{R}^{n \times m}, \ C \in \mathbb{R}^{p \times n} \), is called controllable if for any initial state \( X(0) \) and any vector \( X_1 \in \mathbb{R}^n \), there exists a finite time \( t_1 \) and control \( u(t) \in \mathbb{R}^n, t \in [0, t_1] \) such
that \( X(t_1) = X_1[80] \).

In order to verify the controllability of a system, it is conventional to construct the following matrix

\[
C_0 = \begin{bmatrix} B & AB & A^2B & \cdots & A^{n-1}B \end{bmatrix}
\]

(3.2)

It can be mathematically proved that the dynamic system 3.1 is controllable if and only if rank of \( C_0 = n \) [80, 77].

On the other hand, the concept of “Output Controllability” was first introduced by Brockett in [81] as “Reproducibility” of the system. By definition, reproducibility refers to the capability of a system to reach some desired output [81]. In this regard, many different forms of reproducibility has been defined and discussed on such as functional reproducibility which refers to the ability of a system to generate some particular time functions; asymptotic reproducibility which is related to the likelihood of reaching a specified behavior over time; and point-wise reproducibility which implies the possibility of approaching some pre-specified value of the output subspace at some point in time [81].

In general, the output controllability means that the system’s output can be directed regardless of its state [82]. According to Brockett, the least restrictive form of reproducibility is called pointwise reproducibility which is defined as follows:

**Definition 2.2:** The homogenous response from an initial state \( \alpha \) is called pointwise reproducible if for any \( \beta > 0 \) and a finite time \( \tau > 0 \) there exists a \( \delta(\beta, \tau) \) such that corresponding
to each output \( y \) for which

\[
\|y - CX(\alpha, 0, t)\|_n < \delta(\beta, \tau)
\]  \tag{3.3}

there exists a control \( \|u\| < \beta \) that mandates \( CX(\alpha, u, t) = y(t) \) for at least one value of \( t \in [0, \tau] \).

In fact, this is not very restrictive condition as many dynamic systems possess this property and yet, are not “controllable” in practice [81]. Analogous to state controllability, output controllability for the LTI systems can be also defined as follows:

**Definition 2.3:** The dynamic system 3.1 is called output controllable or pointwise reproducible if for any initial output \( y(0) \) and any vector \( y_1 \in \mathbb{R}^p \), there exists a finite time \( t_1 \) and control \( u_1(t) \in \mathbb{R}^m, t \in [0, t_1] \) such that transfers the output from \( y(0) \) to \( y_1 = y(t_1) \)[80].

Similarly, a simple test for verifying output controllability can be obtained by constructing the following matrix

\[
oC = \begin{bmatrix} CB & CAB & CA^2B & \cdots & CA^{n-1}B \end{bmatrix} \tag{3.4}
\]

It is mathematically proved that the dynamic system 3.1 is output controllable if and only if rank of \( oC = p \) [80].

It is noteworthy that the state controllability is dependent on linear differential equation of states; whereas the output controllability is not only dependent on differential equation of states, it also is related to the algebraic output equation [80].
3.2.2 Functional Output Controllability

Generally speaking, the functional output controllability is related to the ability of a system to direct its output toward any arbitrary curve over any period of time, regardless of its states. That is, if it is given a desired output $y_d(t), t \geq 0$, there exists some $t_1$ and a control $u_t, t \geq 0$ such that it mandates $y(t) = y_d(t)$ for any $t \geq t_1$ [82].

Mathematically speaking, functional output controllability, i.e. reproducibility can be defined as follows:

**Definition 2.4:** The homogenous response from an initial state $\alpha$ is called functionally reproducible if for any $\beta > 0$ and a finite time $\tau > 0$ there exists a $\delta(\beta, \tau)$ such that corresponding to each output $y$ for which

$$\|y - CX(\alpha, 0, t)\|_n < \delta(\beta, \tau)$$

(3.5)

there exists a control $\|u\| < \beta$ that mandates $CX(\alpha, u, t) = y(t)$ for all values of $t \in [0, \tau]$ [81].

In general, functional reproducibility is a local property as in the above definition, the behavior of the dynamic system in the vicinity of the desired solution is investigated.
3.2.2.1 Functional Output Controllability in LTI systems

The following theorem which is introduced and proved in [81] expresses the condition for functional reproducibility or functional output controllability.

**Theorem 2.1:** Consider the LTI system 3.1 for which all the assumptions for $A$, $B$, and $C$ hold true; All homogeneous responses of this system are functionally reproducible if and only if the $pn \times (2mn - m)$ matrix

\[
M_n = \begin{bmatrix}
CB & CAB & CA^2B & \cdots & CA^{n-1}B & CA^nB & \cdots & CA^{2n-1}B \\
0 & CB & CAB & \cdots & CA^{n-2}B & CA^{n-1}B & \cdots & CA^{2n-2}B \\
0 & 0 & CB & \cdots & CA^{n-3}B & CA^{n-2}B & \cdots & CA^{2n-3}B \\
& & & & \vdots & & & & \vdots \\
0 & 0 & 0 & \cdots & CB & CAB & \cdots & CA^{n-1}B
\end{bmatrix}
\]  

is of rank $pn$ [81].

Similarly, in [82], the following condition is introduced as the necessary and sufficient condition for functional output controllability.

\[
\text{rank} \begin{bmatrix}
C \\
CA & CB \\
CA^2 & CAB & CB \\
& \vdots & \cdots & \ddots \\
CA^n & CA^{n-1}B & \cdots & CAB & CB
\end{bmatrix} = (n + 1)p
\]
In the frequency domain, it is shown by Brockett in [81] that \( C(I_s - A)^{-1}B \) is of rank \( p \) if and only if \( M_n \) is of rank \( pn \). Analogously, if

\[
\begin{bmatrix}
sI - A & B \\ C & 0
\end{bmatrix}
\]

is of rank \( p \), then the system \((A, B, C)\) is functionally output controllable [82].

**Proposition:** Consider the following singular system

\[
E\dot{X}(t) = AX(t) + Bu(t), \quad y(t) = CX(t)
\]

where \( E \in \mathbb{R}^{n \times n} \). This singular system is functional output controllable if and only if

\[
\begin{bmatrix}
sE - A & B \\ C & 0
\end{bmatrix}
\]

is of rank \( p \) \([82]\).

### 3.2.3 Steady-State Output Controllability

By definition, for system 3.1, if a control vector \( U \) is provided such that

\[
\lim_{t \to \infty} y(t) = \delta
\]

or rank of \( C(sE - A)^{-1}B = p \) [82].
where $\delta$ is a $p \times 1$ output vector, and $\delta_i$ is a given constant, then this problem is called constant steady-state output controllability of LTI systems [78, 80].

**Definition 2.5:** An LTI system like 3.1 is claimed to be steady-state output controllable if an input vector $U(s)$ where $u_i(s) = \frac{k_i}{s}$ can be found that generates a constant desired output vector $\delta$[78, 80].

Clearly, a mandatory pre-condition for constant steady-state output controllability of the system is stability of the system [80].

**Proposition:** A stable system like 3.1 is constant steady-state output controllable if and only if [80]

\[
\text{rank} \begin{bmatrix} A & B \\ C & 0 \end{bmatrix} = n + \min[m, p] \tag{3.12}
\]

### 3.2.4 Output Controllability in Nonlinear Systems

Brockett in [81] has established a method for checking the reproducibility of nonlinear systems by testing its linear terms under some specific conditions.

Consider $A, B$ and $C$ matrices similar to system 3.1; and consider $A$ is Hurwitz. Let $M(a)$ denote the point set $\{X(t), U(t): |X(t)| < a, |U(t)| < a\}$. Consider the following nonlinear system

\[
\dot{X}(t) = AX(t) + BU(t) + BR(X(t), U(t)) \\
y(t) = CX(t) \tag{3.13}
\]

where $R(X(t), U(t))$ and its partial derivatives with respect to the components of $X(t)$ and $U(t)$ are continuous in $N(a)$ and disappear when $X(t)$ and $U(t)$ disappear. Then, the
following theorem can be proved.

**Theorem 2.2:** Consider the system 3.13 with the given assumptions on all its components. Therefore, there exists a $\beta > 0$ such that any homogeneous response of the form $CX(\eta, 0, t)$ with $|\eta| < \beta$ is i) pointwise, or ii) functionally reproducible if all the homogeneous responses of the linearized system

$$
\dot{X}(t) = AX(t) + BU(t) \\
y(t) = CX(t)
$$

(3.14)

are i) pointwise, or ii) functionally reproducible [81].

3.3 A Generalized Transient Control Problem

From the pre-outlined transient control problem of Solid Oxide Fuel Cells in section 1.3, a generalized transient control problem can be formulated for multi-input single output (MISO) systems. This generalized problem statement is as follows: Consider a nonlinear and non-autonomous MISO system described as,

$$
\dot{X} = f(X, t, u, w), \quad y = h(X, t, u, w)
$$

(3.15)

where, $X$ is the state vector, $y$ is the output, $u$ is the vector of control inputs and $w$ is the vector of disturbance/exogenous inputs. Let us assume that at steady-state,

$$
y_{ss} = g(u_{ss}, w_{ss})
$$

(3.16)
where the subscript \(ss\) denotes steady-state. Further, let us assume that the following are true:

1. The functions \(h(X, t, u, w)\) and \(g(u_{ss}, w_{ss})\) are known but knowledge of \(f(X, t, u, w)\) is “incomplete”.

**Note:** The exact implication of “incomplete” knowledge of the plant will be clarified in the problem statements in the following sections.

2. \(X\) and \(y\) are not measurable, but the exogenous inputs \(w\) are measurable.

Then, under what additional condition(s), can we design the control inputs \(u = q(w)\) such that \(\lim_{t \to \infty} y(t) = \delta\), where \(\delta\) is a desired/target value of \(y\)?

The above problem corresponds closely to the fuel utilization control problem in SOFCs, where \(X\) corresponds to the states and \(y\) corresponds to \(U\), whose functional form is known as well. Also, \(\dot{N}_{in}, \dot{N}_{a}, N_r, N_a\), are functions of time, making the system non-autonomous. \(\dot{N}_f\) is the exogeneous input and \(i_{fe}\), which is shaped based on \(\dot{N}_f\) using Eq.(1.19), is the control input. Eq.(1.17) corresponds to the function \(g(u_{ss}, w_{ss})\), assumed known. Also, \(\delta\) corresponds to the target \(U_{ss}\). We first formulate the problem for a linear time invariant(LTI) MISO system.

### 3.4 Problem Formulation for an LTI-MISO System

Consider the following LTI-MISO system

\[
\dot{X} = AX + B(u + w), \quad y = CX
\]  

(3.17)
where \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{n \times n} \), \( C \in \mathbb{R}^{1 \times n} \). Also let \( u \in \mathbb{R}^{n \times 1} \) and \( w \in \mathbb{R}^{n \times 1} \) represent the vectors containing the control inputs and disturbance inputs respectively. Following to Eq.(3.17), the steady-state input/output relation is therefore

\[
\dot{X}_{ss} = 0 = AX_{ss} + B(u_{ss} + w_{ss})
\]

\[
\Rightarrow X_{ss} = -A^{-1}B(u_{ss} + w_{ss})
\]

\[
\Rightarrow y_{ss} = CX_{ss} = -CA^{-1}B(u_{ss} + w_{ss})
\]

Next, we make the following assumptions that are parallel to those for the generalized non-linear time-varying case:

1. \( B \) and \( C \) matrices are known but \( A \) is unknown.

2. \( A \) is Hurwitz which can be inferred based on an overall physical knowledge of the system.

3. \( B \) is invertible.

4. There are \( m < n \) disturbance inputs in \( w \) and \( (n - m) \geq 1 \) control inputs in \( u \). This implies that the sum of \( L_0 \) “norms” of \( u \) and \( w \) is \( n \), which essentially means a total of \( n \) inputs.

5. \( CA^{-1}B \) is known.

Note: Knowing \( C \), \( B \) and Eq.(3.18) does not imply the knowledge of \( A \).

6. \( X \) and \( y \) are not measurable, but the exogenous inputs \( w \) are measurable.
Note that the set of assumptions above now clearly defines what we mean by incomplete knowledge of \( f(X, t, u, w) \) in assumption 1 of the generalized case, but this definition is only applicable for LTI-MISO systems. The question we ask is, can we design \( u = q(w) \) such that \( \lim_{t \to \infty} y(t) = \delta \) where \( \delta \) is a desired/target value? To this end, we give the following theorem:

THEOREM 1: Consider the LTI system given in Eq. (3.17) for which all the above assumptions are valid. If \( y \) is such that \( CA^{-1} \) and \( C \) are linearly dependent, then by using Eq. (3.18) with

\[
\delta = -CA^{-1}B(u + w)
\]  

(3.19)

we can completely eliminate the effect of \( w \) on \( y \) and ensure \( \lim_{t \to \infty} y(t) = \delta \) for any transients in \( w \).

Proof: First, we observe that since \( C, B \) and \( CA^{-1}B \) are known and \( B \) is invertible, \( CA^{-1} \) can be determined from the given information. Hence we can verify if \( C \) and \( CA^{-1} \) are linearly dependent, without knowing \( A \). If they are, then

\[
CA^{-1} = \alpha C, \quad \alpha < 0
\]  

(3.20)

Here \( \alpha < 0 \) because Eq. (3.20) implies

\[
C = \alpha CA \Rightarrow C \left( \frac{1}{\alpha} I - A \right) = 0
\]  

(3.21)
and hence $1/\alpha$ is an eigenvalue of $A$ and $C$ is the corresponding eigenvector. Since $A$ is known to be Hurwitz, $\alpha$ is negative real. Now, taking the derivative of $Y$, we have

$$\dot{y} = CAX + CB(u + w) \Rightarrow \dot{y} = \frac{1}{\alpha}y + CB(u + w) \quad (3.22)$$

which implies that by choosing $u$ to satisfy

$$CB(u + w) = CBu + CBw = -\frac{\delta}{\alpha} \Rightarrow \lim_{t \to \infty} y(t) = \delta \quad (3.23)$$

From Eq.(3.20), $CA^{-1} = \alpha C$ and therefore by choosing $u$ to satisfy

$$CA^{-1}B(u + w) = -\delta \quad (3.24)$$

we ensure $\lim_{t \to \infty} y(t) = \delta$. This completes the proof. ⋄ ⋄ ⋄

We note that we are essentially using the steady-state equation Eq.(3.18) to shape $u$ using the measurements of $w$ to ensure complete disturbance rejection in $y$. Also, given that $w$ is measurable, we only need one control input to control the transients in $y$. Any extra control input can be used to achieve other control objectives. We also make the following observations:

**Remark 1:** Given a MISO-LTI system with $B$, $C$ and $CA^{-1}B$ satisfying all the conditions of Theorem 1, there exists a continuum of realizations of admissible $A$ matrices.

**Remark 2:** A loss of observability is an enabler for transient control of $y$, since linear
dependence of $C$ and $CA^{-1}$ implies a rank 1 observability matrix.

Figure 3.1: Simulation Showing Isolation Of $y$ From Exogenous Input $u_1$ During Transients.

To illustrate the effectiveness of the Theorem 1, simulation results are shown in Fig.3.1(a),(b).

The system chosen in 3.1(a) is

$$A = \begin{bmatrix} 1 & 0.75 \\ -5 & -3 \end{bmatrix} \quad B = \begin{bmatrix} 1 & -2 \\ -3 & 2 \end{bmatrix} \quad C = \begin{bmatrix} 2 & 1 \end{bmatrix} \quad (3.25)$$

in which $u_1$ is considered an exogenous input and $u_2$ is the control input. Thus, $u = [u_1 \ 0]^T$ and $w = [0 \ u_2]^T$. The matrices $B$, $C$ and $CA^{-1}B = [2/3 \ 4/3]$ are assumed known. $A$ is Hurwitz (eigenvalues at -0.5 and -1.5) but is assumed unknown. It can be verified that $B$ is invertible. Using $B$ and $CA^{-1}B$, we can verify that $CA^{-1} = -(2/3)C$, implying $\alpha = -2/3$. Indeed, $1/\alpha = -1.5$ is an eigenvalue of $A$. We set the target $\delta = 10$. This implies from Eq.(3.19) that if $u_2$ satisfies

$$-CA^{-1}B [u_1 \ u_2]^T = -[2/3 \ 4/3] [u_1 \ u_2]^T = 10, \quad (3.26)$$
for any measured exogenous input $u_1$, then $\lim_{t \to \infty} y(t) = 10$. This is confirmed in Fig.3.1(b).

In this simulation, initial values $X(0) = [50 -20]^T$ were chosen arbitrarily. At $t = 20s$ the disturbance input $u_1$ was changed from 8 to $-15$ with an underdamped second order dynamics. Note that $u_2$ is shaped using Eq.(3.26).

Moreover, to demonstrate what was mentioned in Remark 1, another simulation was run using a different $A$ matrix with the same $B$ and $C$ and the same inputs ($u_1$ and $u_2$). In this case, system was chosen to be

$$A = \begin{bmatrix} 2.5 & 1.5 \\ -8 & -4.5 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ -3 \end{bmatrix}, \quad C = \begin{bmatrix} 2 & 1 \end{bmatrix}$$

for which the same exact inputs are implemented. In Fig.3.2 we compare the transient performance of the system described in Eq.(3.25) with two different choices of $C$ that are not linearly dependent on $CA^{-1}$. It can be seen from the Fig.3.2 that with only linearly dependent $C$, perfect transient response is achievable while for other options, some deviations from the steady state value can be observed.

![Figure 3.2: Comparison Of Transient Response For Three Different C Matrices.](image-url)
3.4.1 Complex Conjugate case

So far, we showed the feasibility of transient control for the case where $C$ and $CA^{-1}$ are linearly dependent. This implies that the dependence is through a negative real eigenvalue; in other words, $A$ must be Hurwitz. However, one could pose the same question for a case where $A$ has complex conjugate yet stable eigenvalues. Now, the question rising from what we have discussed so far is: Considering an LTI-MISO system for which complex conjugate eigenvalues are present; Assuming all the aforementioned assumptions hold through, can we design $u = q(w)$ such that $\lim_{t \to \infty} y(t) = \delta$ where $\delta$ is a desired/target value. To answer, we represent the following theorem.

**THEOREM 2**: Consider the LTI system as described in Eq.(3.17) for which all the assumptions mentioned in Theorem 1 are valid with the exception that $y \in \mathbb{R}^{2 \times 1}$, $C \in \mathbb{R}^{2 \times n}$, and $y$ is such that

$$CA^{-1} = NC$$

where $N \in \mathbb{R}^{2 \times 2}$ is of the form of a real Jordan block [83] as follows:

$$N = \begin{bmatrix} \alpha & \beta \\ -\beta & \alpha \end{bmatrix}$$

with $\alpha < 0, \beta > 0$. Then it is possible to completely eliminate the effect of $w$ on any desired output, say $y_1$, and ensure $\lim_{t \to \infty} y_1(t) = \delta$ for any transients in $w$ if the $L_0$ norm of $u$ is greater than or equal to 1.

**Proof**: This is a scenario where $C$ is related to $CA^{-1}$ by a Jordan block, $N$, which implies
the existence of complex conjugate eigenvalues in $A$.

Now, back to Eq.(3.17) and (3.18), for a case with two inputs and two outputs we have

$$\dot{y} = CAX + CB(u + w) \Rightarrow \begin{bmatrix} \dot{y}_1 \\ \dot{y}_2 \end{bmatrix} = CAX + CB(u + w) \quad (3.30)$$

Analogous to Eq.(3.21),

$$C = NCA \Rightarrow CA = N^{-1}C \quad (3.31)$$

Subsequently, plugging Eq.(3.31) into Eq.(3.30),

$$\begin{bmatrix} \dot{y}_1 \\ \dot{y}_2 \end{bmatrix} = N^{-1} \begin{bmatrix} y_1 \\ y_2 \end{bmatrix} + CB(u + w) \quad (3.32)$$

On the other hand, similar to Eq.(3.18), we have

$$\begin{bmatrix} y_{1ss} \\ y_{2ss} \end{bmatrix} = -N CB(u + w) \quad (3.33)$$

Hence, by choosing $u$ to satisfy

$$\delta = M_1(u + w) \quad (3.34)$$

where

$$\begin{bmatrix} M_1 \\ \ldots \\ M_2 \end{bmatrix} = -N CB \quad (3.35)$$
and noting that $M_1 \in \mathbb{R}^{1 \times n}$, we ensure that $\lim_{t \to \infty} y_1(t) = \delta$. This completes the proof.

3.5 Problem Formulation in Frequency Domain

Since we are interested in multi-variable systems, it prompts us to formulate the problem from singular value/singular vector perspective. Specifically, it is clear that if the input vector is directed along any of the singular vectors corresponding to $\sigma = 0$, then $y$ would be completely isolated from the exogenous inputs. Thus, the transient control problem can be posed as follows: Are there conditions under which it is possible to determine a singular vector corresponding to a zero singular value of the above-mentioned LTI-MISO system without the knowledge of the $A$ matrix?

Note: A MISO transfer function $C(sI - A)^{-1}B$ will have one or more zero singular values, i.e. $\sigma = 0$.

**THEOREM 3:** Consider the LTI system described by Eq.(3.17) and (3.18) for which all the assumptions outlined in the Theorem 1 are satisfied. If $y$ is such that $CA^{-1}$ and $C$ are linearly dependent, then the direction perpendicular to $CB$ is the direction of a singular vector corresponding to $\sigma = 0$. Hence, if the input $(u + w)$ is directed in this direction, then $y$ will be completely isolated from the effect of disturbance $w$ and ensure $\lim_{t \to \infty} y(t) = 0$ for any transient in $w$.

**Proof:** Taking Laplace transform of Eq.(3.17)
\[ C(sI - A)X(s) = CB[u(s) + w(s)] \] (3.36)

Therefore, from Eq.(3.21) we have,

\[ (s - \frac{1}{\alpha})CX(s) = CB[u(s) + w(s)] \Rightarrow \]

\[ y(s) = CB\left(\frac{1}{s - \frac{1}{\alpha}}\right)[u(s) + w(s)] \] (3.37)

From Eq.(3.37), it can be inferred that if \( u \) is designed such that \( (u(s) + w(s)) \) is perpendicular to \( CB \), then complete disturbance rejection can be achieved. This completes the proof. ♦ ♦ ♦

**Corollary:** For the above mentioned system under the same assumptions, any desired steady state value for the output \( \delta \) can be obtained, i.e. \( \lim_{t \to \infty} y(t) = \delta \).

**Proof:** With,

\[ CB[u(t) + w(t)] = -\frac{\delta}{\alpha} \] (3.38)

Then referring to Eq.(3.37) We have

\[ y(s) = \frac{1}{(s - 1/\alpha)}(-\frac{\delta}{\alpha})(\frac{1}{s}) \Rightarrow \lim_{t \to \infty} y(t) = \lim_{s \to 0} \frac{-\delta/\alpha}{s - 1/\alpha} = \delta \] (3.39)

**Remark** Theorem 2 is indeed, the extension of the application of “Zero” in a multivariable system. According to the definition [84], if \( G(s) \) has a zero at \( s = z \), then \( G(s) \) loses rank at \( s = z \) and there will exist a non-zero vector \( u_z \) such that

\[ G(z)u_z = 0 \] (3.40)
Where $u_z$ is called zero direction corresponding to a zero singular value of $G(z)$. Similar concept is applied in the Theorem 2; However, the approach in Theorem 2 is more broad as it works over all frequencies. In other words, the vector of inputs $u$ corresponding to the zero singular value is shaped such that the output $y$ tends to zero not in a certain frequency but over all range of frequencies.

3.6 Generalized Transient Control Problem for LTI Systems

Previously, to achieve a perfect transient response in output, we imposed the condition of linear dependency between $C$ and $CA$ which led into emergence of the output $y$ in the expression of $\dot{y}$. Thereafter, we could design our control input based on the exogenous input such that the output did not react to any transient in exogenous input. To weaken this condition, we propose the following theorem:

**THEOREM 4**: Consider a $[2 \times 2]$ LTI system given in Eq. (3.17) for which all the aforementioned assumptions are valid. Then by knowing $A$ which is Hurwitz, and $B$ and $C$ matrices, and choosing

$$[a_1C + CA]Bu + CB\dot{u} = 0$$

(3.41)

where $a_1$ is the coefficient of the characteristic equation $s^2 + a_1s + a_2 = 0$, we can completely eliminate the effect of exogenous inputs $w$ on $y$ and ensure $\lim_{t \to \infty} y(t) = 0$ for any transients in $w$.

**Proof**: We consider the following LTI system:
\[ \begin{align*}
\dot{X} &= AX + Bu, \quad y = CX \\
\dot{y} &= C\dot{X} = CAX + CBu \\
\ddot{y} &= CAX + CB\ddot{u} = CA^2X + CABu + CB\ddot{u} 
\end{align*} \]

(3.42)

On the other hand, according to Cayley-Hamilton theorem \[83\], any square matrix \( A \in \mathbb{R}^{n \times n} \) satisfies its own characteristic equation, i.e.

\[ A \in \mathbb{R}^{n \times n} \rightarrow S^n + a_1s^{n-1} + a_2s^{n-2} + \cdots + a_n = 0 \]

\[ \Rightarrow A^n + a_1A^{n-1} + a_2A^{n-2} + \cdots + a_nI = 0 \]

(3.43)

\[ \Rightarrow A^n = -[a_1A^{n-1} + a_2A^{n-2} + \cdots + a_nI] \]

Eq.(3.43) means that the nth power of any square matrix \( A \) can be expressed as a linear combination of the lower powers of \( A \) including \( A^0 = I \). therefore, from Eqs.(3.42),(3.43) we have:

\[ \ddot{y} = -(a_1CA + a_2C)X + CABu + CB\ddot{u} \]

\[ \Rightarrow \ddot{y} + a_2y = -a_1(\dot{y} - CBu) + CABu + CB\ddot{u} \]

(3.44)

\[ \Rightarrow \ddot{y} + a_1\dot{y} + a_2y = a_1CBu + CABu + CB\ddot{u} \]

Therefore, by knowing \( A \) which is Hurwitz, and \( B \) and \( C \) matrices, Eq.(3.44) leads into a first order differential equation which can be solved to obtain the desired control input. In other words, by choosing \( u \) and \( \dot{u} \) such that:

\[ [a_1C + CA]Bu + CB\ddot{u} = 0 \]

(3.45)
we can guarantee complete isolation of \( y \) from the exogenous input. This completes the proof. \( \diamond \diamond \diamond \)

To generalize this idea to \([n \times n]\) system with characteristic equation of \( S^n + a_1 s^{n-1} + a_2 s^{n-2} + \cdots + a_n = 0 \) we define:

\[
O_n = \begin{bmatrix} C \\ CA \\ \vdots \\ C A^{n-1} \end{bmatrix} \quad \beta_n = \begin{bmatrix} a_{n-1} & a_{n-2} & \cdots & a_0 \end{bmatrix} \quad (3.46)
\]

where \( O_1 = [C] \) and \( O_2 = \begin{bmatrix} C \\ CA \end{bmatrix} \), and \( a_0 = 1 \). Therefore, considering \( u^{(0)} = u \), the characteristic equation of \( A \in \mathbb{R}^{n \times n} \) leads into

\[
y^{(n)} + a_1 y^{(n-1)} + a_2 y^{(n-2)} + \cdots + a_{n-1} y = \sum_{i=1}^{n} \beta_i O_i B u^{(n-i)}, \quad n \geq 2 \quad (3.47)
\]

Since \( A \) is Hurwitz, by choosing \( RHS = 0 \), it is guaranteed that \( \lim_{t \to \infty} y(t) = 0 \) for any transients in \( w \). To illustrate, we consider the following system:

\[
A = \begin{bmatrix} 1 & 2 \\ -4 & -3 \end{bmatrix} \quad B = \begin{bmatrix} 1 & -2 \\ -3 & 2 \end{bmatrix} \quad C = \begin{bmatrix} 2 & -1 \end{bmatrix} \quad (3.48)
\]
A is Hurwitz with eigenvalues $\Lambda_{1,2} = -1 \pm 2i$ and characteristic equation is $x^2 + 2x + 5 = 0$.

Therefore, by simplifying Eq.(3.45) using values at Eq.(3.48), we have:

$$-5u_1 - 10u_2 + 5\dot{u}_1 - 6\dot{u}_2 = 0$$

(3.49)

in which $u_1$ is considered an exogenous input and $u_2$ is the control input. Simulation results are depicted in Fig.3.3. it can be seen from Fig.3.3 that the output $y$, after reaching to steady state condition, becomes completely isolated from exogenous input $u_1$.

![Figure 3.3: Isolation Of $y$ From Exogenous Input $u_1$ using Eq.(3.44)](image-url)
3.7 Transient Control in Linearized Fuel Cell Model

Here, we will represent the state space equations for the fuel cell system which will consist two inputs and one output. We define the states in terms of different mole fractions as follows:

$$Z_1 = (4\chi_{1,a} + \chi_{2,a} + \chi_{4,a}), \quad Z_2 = (4\chi_{1,r} + \chi_{2,r} + \chi_{4,r})$$  \hspace{1cm} (3.50)

Therefore, the output equation which results in utilization, in terms of states will be:

$$U = y = 1 - \frac{\dot{N}_o(t)Z_1}{N_{in}(t)Z_2} \Rightarrow y = C(Z, t)$$  \hspace{1cm} (3.51)

Using the pre-defined states, the state space equation of the fuel cell system will be as follows:

$$\begin{bmatrix} \dot{Z}_1 \\ \dot{Z}_2 \end{bmatrix} = \begin{bmatrix} \dot{N}_{in}(t) \\ \dot{N}_{a}(t) \end{bmatrix} + \begin{bmatrix} \frac{\dot{N}_o(t)}{N_r(t)} & k \frac{\dot{N}_o(t)}{N_r(t)} \\ 0 & -\frac{1}{N_a(t)} \end{bmatrix} Z + \begin{bmatrix} 0 \\ 0 \end{bmatrix} u$$  \hspace{1cm} (3.52)

It can be seen from the above equations that fuel cell system is non-autonomous, time varying with nonlinear output. It is highly demanding to work with such a system. Hence, to simplify, we linearize the state-space equations around the steady state point as follows:

**Note:** The magnitude of $N_a$ and $N_r$ are in the same order; thence, for simplicity we neglect their appearance in the equations.
\[
\delta \dot{Z} = A \delta Z + \delta u
\]

\[
\delta \dot{y} = \frac{\partial C}{\partial Z} |_{ss} A \delta Z + \frac{\partial C}{\partial Z} |_{ss} \delta u
\]  

(3.53)

Where \( \frac{\partial C}{\partial Z} |_{ss} \) can be obtained from Eq.(3.51),

\[
\frac{\partial C}{\partial Z} |_{ss} = \frac{\dot{N}_o}{N_{in} Z_1^2} \begin{bmatrix} Z_2 & -Z_1 \end{bmatrix}
\]  

(3.54)

Plugging Eq.(3.54) into Eq.(3.53),

\[
\frac{\partial C}{\partial Z} |_{ss} A = \frac{\dot{N}_o}{N_{in} Z_1^2} \begin{bmatrix} -\dot{N}_{in}(Z_1 + Z_2) & \dot{N}_o(Z_1 + k Z_2) \end{bmatrix}
\]  

(3.55)

Now we would like to verify whether Theorem 1 can be applied to the linearized fuel cell model or not. Therefore, based on the Theorem 1, linear dependency condition similar to what was expressed earlier that needs to be satisfied to obtain perfect \( U \) response under transient conditions will be:

\[
\alpha \frac{\partial C}{\partial Z} |_{ss} = \frac{\partial C}{\partial Z} |_{ss} A \Rightarrow -\alpha \frac{Z_2}{Z_1} = \frac{-\dot{N}_{in}(Z_1 + Z_2)}{\dot{N}_o(Z_1 + k Z_2)}
\]  

(3.56)

In order to be able to use theorem 1 to justify fuel cell’s transient behavior, we decompose \( \frac{\partial u}{\partial Z} |_{ss} A \) such that there is a linear dependent part and a perturbation part. To do that, we first build the linear dependent part from Eq.(3.56),
\[
-\frac{Z_2}{Z_1} = \frac{-N_{in}(Z_1+Z_2)}{E} \Rightarrow \\
E = \frac{\dot{N}_{in}Z_2}{Z_2}(Z_1 + Z_2) = \frac{\dot{N}_o}{1-y_{ss}}(Z_1 + Z_2)
\]

Now we add and subtract the term \( E \frac{\dot{N}_o}{N_{in}Z_2^1} \delta Z_2 \) to the Eq.(3.53),

\[
\delta \dot{y} = \left. \frac{\partial C}{\partial Z} \right|_{ss} A \delta Z + \left. \frac{\partial C}{\partial Z} \right|_{ss} \delta u + E \frac{\dot{N}_o}{N_{in}Z_2^1} \delta Z_2 - E \frac{\dot{N}_o}{N_{in}Z_2^1} \delta Z_2 (3.58)
\]

Substituting the second component of \( \frac{\partial C}{\partial Z} \right|_{ss} A \delta Z \) by \( E \frac{\dot{N}_o}{N_{in}Z_2^1} \delta Z_2 \) and subtracting the replaced component, we can use Eq.(3.56) and write:

\[
\delta \dot{y} = \left. \frac{\partial C}{\partial Z} \right|_{ss} \delta Z - E \frac{\dot{N}_o}{N_{in}Z_2^1} \delta Z_2 + \frac{\dot{N}_o}{N_{in}Z_2^1} (kZ_2 + Z_1) \delta Z_2 + \left. \frac{\partial C}{\partial Z} \right|_{ss} \delta u (3.59)
\]

Similar to the Theorem 1, we factor the output out of the Eq.(3.59),

\[
\delta \dot{y} = -\gamma \delta y + \frac{\dot{N}_o}{N_{in}Z_2^1} \left[ \frac{Z_1+Z_2}{1-y_{ss}} - (kZ_2 + Z_1) \right] \delta Z + \left. \frac{\partial C}{\partial Z} \right|_{ss} \delta u (3.60)
\]

Eventually, considering the inputs,

\[
\delta \dot{y} = \underbrace{-\gamma \delta y}_{Homogeneous} + \underbrace{P \delta Z_2 + \frac{\dot{N}_o}{N_{in}Z_2^1} (Z_2 \delta u_1 - Z_1 \delta u_2)}_{Particular} (3.61)
\]

As \( \gamma \) is a positive number, similar to Theorem 1, the homogeneous part in Eq.(3.59) will attenuate as time tends toward infinity. Therefore, the question is whether the particular answer of this differential equation using control input can go toward zero or not?
Due to the existence of the perturbation term \( P \), the condition of Theorem 1 can not be met. However, the reason that an autonomous time-varying system such as fuel cell can have a very acceptable transient response using linear equations is that the magnitude and significance of the perturbation term in comparison with the control input term is negligible. Therefore, with designing fuel flow rate based on the current draw, a reasonably good transient response in \( U \) can be achieved.

### 3.8 Chapter Summary

In this Chapter, a method for controlling transient response of the output of a system for which sensing or accurate estimation was assumed not to be available, and comprehensive information regarding plant was not reachable was proposed. First, the area from where this problem was raised was described. Then it was shown through both analysis and simulation that under certain conditions, perfect disturbance attenuation is possible. The method was then verified in frequency domain as well. Thereafter, the conditions under which transient control was possible were relaxed and a more general Theorem was expressed and proved. At the end, the approach was applied to fuel cell and similarity and differences were discussed. It was shown that even though fuel cell system is nonlinear, and time-varying, a linear system approach can still be applied yielding a reasonable transient response for the output.
CHAPTER 4
DECENTRALIZED CONTROL FOR A FUEL CELL HYBRID POWER NETWORK

4.1 Chapter Overview

This chapter addresses development of decentralized control scheme for a simple hybrid power system consisting of a single fuel cell and an ultra-capacitor. This work develops separate controllers for the fuel cell and the ultra-capacitor, rather than a centralized controller. With a goal of developing a control paradigm that is scalable to many energy resources connected to a network, the controllers are designed primarily to use locally sensed information. Explicit communication between controllers, such as exchange of locally sensed information, is absent. An energy conservation based approach, combined with a current regulation method developed by the authors in their earlier work [3], is used for transient control of the fuel cell. The control of state-of-charge of the ultra-capacitor is also principally governed by energy conservation, but implemented using two different approaches. One is based on dissipation, and the other is based on voltage modulation. The former is a conser-

\footnote{The contents of this chapter have been previously published \cite{85, 40}.}
ervative approach, while the latter is potentially more energy efficient. Simulation as well as experimental results are presented to demonstrate these concepts.

### 4.2 Hybrid Network and Control Objectives

Fig. 4.1 is a schematic of the hybrid system with a decentralized control scheme. Other approaches for building a fuel cell ultra-capacitor/battery are presented in [10, 12, 35, 86, 87, 3]. In our approach, we assume that fuel cell and the ultra-capacitor are connected in parallel.

![Figure 4.1: Schematic of Hybrid Fuel Cell System with Decentralized Control](image)

Using a uni-directional DC/DC converter $C_1$, the fuel cell supplies power to the load. The ultra-capacitor is connected to the load through a bi-directional DC/DC converter $C_2$ allowing charge and discharge. Referring to Fig.4.1, Some features of the hybrid system are:

1. Due to their fast responses, $C_1$ and $C_2$ are assumed to be static energy conversion devices, with $C_1$ having an efficiency of $\eta_1$ and $C_2$ having discharge and charge efficiencies of $\eta_2$ and $\bar{\eta}_2$ respectively [88, 8]. These efficiencies are bounded, but unknown and time-varying. We also assume that $\eta_{2, min} \leq \eta_2, \bar{\eta}_2 \leq \eta_{2, max}$. Furthermore, we consider
$C_1$ to be operating in current control mode, while $C_2$ maintains voltage $V_L$ in a voltage control mode.

2. Based on the schematic in Fig.4.1, since the fuel cell and the ultra-capacitor are connected in parallel, the following is true at any instant:

$$V_L i_L = \eta_1 V_{fc} i_{fc} + \left[ \frac{\eta_2 + \bar{\eta}_2}{2} + \frac{\eta_2 - \bar{\eta}_2}{2} \text{sgn}(i_{uc}) \right] V_{uc} i_{uc} \Rightarrow \begin{cases} V_L i_L = \eta_1 V_{fc} i_{fc} + \eta_2 V_{uc} i_{uc}, & i_{uc} > 0 \\ V_L i_L = \eta_1 V_{fc} i_{fc} + \bar{\eta}_2 V_{uc} i_{uc}, & i_{uc} < 0 \end{cases}$$

(4.1)

where $i_{uc} > 0$ and $i_{uc} < 0$ imply charge and discharge respectively of the capacitor. The above equation implies that the net power demand $V_L i_L$ is supplied at every instant.

3. To realize a decentralized control, we impose the following restrictions on $K_1$ and $K_2$.

Controller $K_1$ uses measurements of $V_{fc}$, $V_L$, $i_L$, and $\dot{N}_f$, commands $C_1$ to draw $i_{fc}$, and commands the FSS to deliver a desired fuel flow rate of $\dot{N}_{f,d}$. However, $K_1$ does not use measurements of $i_{uc}$, $V_{uc}$ or $\eta_2$. This is also indicated in Fig.4.1.

4. As shown in Fig.4.1, controller $K_2$ measures $V_{uc}$ and $i_{uc}$ only, and does not use measurements of $V_L$, $i_L$, $V_{fc}$, $i_{fc}$ or $\eta_1$. $K_2$ commands $C_2$ to maintain a desired $V_L$.

4.2.1 Control Objectives

Referring to Fig.4.1, and under the operational conditions in section 4.2, the control objectives are:
1. The target fuel utilization at steady state will be $U_{ss} = 0.8$, and the deviations from $U_{ss}$ during transients should be minimized [3, 1].

2. Control scheme is designed to maintain the SOC of the ultra-capacitor at the target value of $S_t$.

3. Control the load voltage $V_L$ around a nominal value.

4.3 Decentralized Control Using Conservation of Energy Principle

4.3.1 Approach

This work applies conservation of energy to develop decentralized control of the hybrid system in Fig.4.1. Conceptually, the approach is illustrated in Fig. 4.2.

![Figure 4.2: Conservation of Energy Approach](image)

The figure shows a step increase in power demand $V_L i_L$ and the corresponding load-following response of the source (fuel cell, $\eta_1 V_{fc} i_{fc}$). The area $A_1$ represents the energy supplied by the storage device (ultra-capacitor in this case) to make up for the fuel cell’s
deficiency in load following mode. Therefore, if the area $A_2$, which represents the extra energy supplied by the FC, match $A_1$, then not only the load is met, but also the capacitor will be charged to its original SOC in ideal scenario. Extending this idea, in the transient response of the SOFC, we denote $A_{1,j} = 1, 2, \ldots$ as the areas where the ultra-capacitor is discharged and $A_{2,q} = 1, 2, \ldots$ as the areas where the ultra-capacitor is charged. Then under ideal charge/discharge, i.e. $\eta_2 = \bar{\eta}_2 = 1$, the condition

$$\lim_{t \to \infty} E_A = \lim_{t \to \infty} \left( \sum_j A_{1,j} - \sum_q A_{2,q} \right) \to 0$$

ensures the storage element maintains its original energy level at steady-state. Ideally, the above condition can be fulfilled by $K_1$ without any information about the capacitor by just ensuring

$$\lim_{t \to \infty} \int_0^t \Delta P \, dt = 0, \quad \Delta P \triangleq \left( V_L i_L - \eta_1 V_{fc} i_{fc} \right)$$

In the presence of losses in $C_2$ with discharge and charge efficiencies $\eta_2$ and $\bar{\eta}_2$ respectively, Eq.(4.2) is modified to

$$\lim_{t \to \infty} E_A = \lim_{t \to \infty} \left( \sum_i \frac{A_{1,i}}{\eta_2} - \sum_k \frac{A_{2,k}}{\bar{\eta}_2} \right) \to 0.$$
If we assume $\eta_2$ and $\bar{\eta}_2$ to be known then, using $\Delta P$ as defined in Eq.(4.3), Eq.(4.4) is satisfied by $K_1$ by ensuring

$$
\lim_{t \to \infty} I_e = 0, \quad I_e \triangleq \int_0^t \left[ \frac{\eta_2^{-1} + \bar{\eta}_2^{-1}}{2} + \frac{\eta_2^{-1} - \bar{\eta}_2^{-1}}{2} \text{sgn}(\Delta P) \right] \Delta P dt
$$

(4.5)

where $\text{sgn}(.)$ denotes signum function. However, $\eta_2$ and $\bar{\eta}_2$ will be unknown to $K_1$. Therefore, we need to build a robust control around this principle to handle such uncertainty in a decentralized manner. The next sections will demonstrate the validity of the main principle.

### 4.3.2 Implementation and Simulations

To demonstrate that energy conservation can be used in principle to design decentralized control, we consider a simplified scenario. We assume that in addition to the local information mentioned in Assumption 2, controller $K_1$ has exact knowledge of $\eta_2$ and $\bar{\eta}_2$. Next, in designing $K_1$, we recall that the commanded $i_{fc}$ must be based on the actual fuel flow $\dot{N}_f$ for transient control of $U$, as detailed in [3]. Also, $\dot{N}_f$ is driven by the demanded fuel $\dot{N}_{f,d}$, which in turn is determined from $i_{fc,d}$. Thus, the command $i_{fc}$ to $C_1$ is determined as follows:

$$
\dot{N}_{f,d} = \frac{i_{fc,d} N_{cell}}{4nF U_{ss}} \beta \Rightarrow i_{fc} = \frac{4nF U_{ss} \dot{N}_f}{N_{cell} \beta},
$$

(4.6)

where $\beta = [1 - (1 - U_{ss}) k]$. From Eq.(4.6) we note that designing $K_1$ reduces to the design of the reference $i_{fc,d}$. The design of $i_{fc,d}$ is based on the following observation: In load-following mode, the fuel cell provides the entire power demand at steady-state and uses
transient perturbations in power to regulate the ultra-capacitor SOC. With this goal, and incorporating the approach outlined in section 4.3.1, we formulate $i_{fc,d}$ as:

$$i_{fc,d} = \frac{V_L i_L}{\eta_1 v_{fc}} + g_i I_e, \; k_i > 0$$

(4.7)

where $I_e$ is defined in Eq.(4.5) and $g_i$ is the integral gain. This design is implemented and simulation results are summarized in Fig.4.3. The parameter values chosen are

$$C = 25\text{F}, \; \eta_1 = 0.8, \; \eta_2 = \bar{\eta}_2 = 0.8, \; g_i = 0.01$$

(4.8)

The power demand $V_L i_L$ is subjected to step changes. We note that $K_2$ simply maintains the constant voltage $V_L$ across the load. Fig.4.3(a) confirms the control of SOC and Fig.4.3(b) plots $V_L i_L$ and $\eta_1 v_{fc} i_{fc}$.

![Figure 4.3](image)

Figure 4.3: Energy Conservation based Control with Known $\eta_2$ and $\bar{\eta}_2$
4.4 Decentralized Control Design

4.4.1 Design of $K_1$ using a Lower Bound on $\eta_2$ and $\bar{\eta}_2$

Next consider a more realistic case where $K_1$ has no knowledge of $\eta_2$ and $\bar{\eta}_2$ but knows a lower bound $\eta_{2,\text{min}} \leq \eta_2, \bar{\eta}_2$. Accordingly, in Eq.(4.7), instead of using $I_e$ from Eq.(4.5), a conservative $I_e$ is used as shown

$$I_e \triangleq \int_0^t \left[ \frac{\eta_{2,\text{min}}^{-1} + \eta_{2,\text{min}}}{2} + \frac{\eta_{2,\text{min}}^{-1} - \eta_{2,\text{min}}}{2} \text{sgn}(\Delta P) \right] \Delta P dt \quad (4.9)$$

Simulation results with $I_e$ calculated using Eq.(4.9) are shown in Fig.4.4. The parameter values chosen were same as in Eq.(4.8). Additionally, $\eta_{2,\text{min}} = 0.7$ was chosen.

The conservative nature of this approach can be inferred from Fig.4.4(a) where the SOC builds up with changes in power demand. The power demand and supplied power are plotted together in Fig.4.4(b). Therefore, we now have a conservative control $K_1$ which will gradually lead to over-charging the ultra-capacitor. Since we consider the energy storage
device to be of finite capacity, we must regulate the SOC. To address this in a decentralized manner two approaches are discussed in subsequent sections.

4.4.2 Dissipation Based Approach for Designing $K_2$

![Dissipation Circuit Schematic](image)

Figure 4.5: Dissipation Circuit Schematic

One way to regulate the ultra-capacitor’s SOC is to dissipate the extra energy through a variable resistance connected to the ultra-capacitor. Granted that this would lead to additional energy loss, but it is a simple yet effective way to control the SOC. The configuration for dissipation is shown in Fig.4.5 which is a resistance in parallel with capacitor allowing $K_2$ to handle the charge-discharge in a decoupled manner. The energy dissipation can be controlled by $K_2$ by actuating the switch shown in both configurations in Fig.4.5, e.g. using pulse-width-modulation (PWM). Since the SOC is a local information for $K_2$, charge management is done locally without any information about the fuel cell. The following equation represents case (a) in Fig. 4.5:

$$C \dot{V}_{uc} = - (i_{uc} + i_R), \quad \dot{V}_{uc} = - \frac{1}{C} (i_{uc} + V_{uc} \sigma_R) \quad (4.10)$$
where $\sigma_R$ is the effective conductance that can be varied by changing the duty cycle of switching. We assume $R = 25\Omega$, and hence

\[
duty \text{ cycle } = 0 \Rightarrow \sigma_R = 0
\]
\[
duty \text{ cycle } = 1 \Rightarrow \sigma_R = 0.04
\] (4.11)

4.4.2.1 First Order Controller - P Type

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.6.png}
\caption{System response with a P controller for dissipation}
\end{figure}

The objective here is to maintain the ultra-capacitor’s SOC around a desired value which is 0.8 in this case. In other words, we need to have a exponential decay toward a desired voltage ($V_{uc,d}$) using the Eq. 4.10. Thence, we need to design the conductance of the resistor so that:

\[
i_{uc} + V_{uc}\sigma_R = g_p(V_{uc} - V_{uc,d}) , \quad g_p > 0
\] (4.12)

Eq. 4.12 guarantees that ultra capacitor’s voltage tends to the desired value using an adjustable proportional controller which whose gain is set to $g_p = 0.01$ in this case. Finally,
solving for $\sigma_R$ in Eq. 4.12,

$$\sigma_R = g_p(1 - \frac{V_{uc,d}}{V_{uc}}) - \frac{i_{uc}}{V_{uc}}$$

(4.13)

Using the Eq. 4.13, Fig. 4.6 shows that state of charge returns to the desired value within a reasonable time after the load is implemented no matter step changes are positive or negative. Not to mention, saturation limits of 0 and 0.04 have been imposed to conductance to make sure first the resistance does not go to negative values as it does not have any physical meaning. Furthermore, to ensure resistance does not go to infinity, saturation limits needs to be enforced.

### 4.4.2.2 PI Controller

The objective here is to treat $\sigma_R$ as a control input and to design a control law that will stabilize the equilibrium $V_{uc} = V_{uc,d}$ and $V_{uc,d}$ is such that $V_{uc,d}/V_{uc,max} = 0.8$. For our ultra-capacitor, $V_{uc,max} \approx 16V$ and hence $V_{uc,d} = 13V$. Since for constant load under steady-state $i_{uc} = 0$, a proportional controller of the form $\sigma_R = [g_{p,uc}(V_{uc} - V_{uc,d}) - i_{uc}] / V_{uc}$ will suffice. However, a PI controller will better perform under load variations. Hence, the following PI control law is proposed:

$$\sigma_R = \frac{g_{p,uc}}{V_{uc}}(V_{uc} - V_{uc,d}) + \frac{g_{i,uc}}{V_{uc}} \int_0^t (V_{uc} - V_{uc,d}) \, dt$$

(4.14)
Results for step changes is depicted in Fig. 4.7. In contrast to Fig. 4.4(a) where the SOC control was not implemented in $K_2$, the SOC converges to 0.8 with the PI control of Eq. (4.14) implemented in $K_2$. The manner in which the resistance $R$ is used in the PI controller is evident from Fig. 4.7(b).

Figure 4.7: System response with a PI controller for dissipation

The integrator is also held once upper saturation in $\sigma_R$ is reached from below or lower saturation is reached from above. Also, it can be observed that as SOC drops below 0.8, the resistance switches off and when it exceeds 0.8, the resistance becomes effective. Comparing Fig. 4.6 (a) and Fig. 4.7(a), it can be seen that SOC returns to desired value to some extent faster using the PI controller. Although the amount of over charge is relatively
more in the second order case, the dissipation phenomenon takes place faster using the PI controller. The pattern with which the resistance is used in the P and PI controller is demonstrated in Fig. 4.6 (b) & Fig. 4.7(b) respectively. Saturation limits are visible in the picture namely 0 and 0.04. It can be inferred from the graphs that as SOC drops below 0.8, the resistance switches off and as it passes beyond 0.8, resistance becomes effective.

4.4.2.3 Frequency Domain Analysis for PI Controller

Note that in Eq.(4.14), we did not incorporate $i_{uc}$, which is a local information and can be measured. The main reason for this is that we want $\sigma_R$ to primarily respond to changes in $V_{uc}$ and not respond to perturbations in $i_{uc}$. Thus, $i_{uc}$ can be considered as a disturbance input in Eq.(4.10). Note also that in load-following mode, $i_{uc}$ would be close to zero and hence the noise-to-signal ratio of its measurement is expected to be high, especially when load variations are gradual. Since the change in SOC is expected to be a gradual process, we want $\sigma_R$ to respond only to the low frequency component of $V_{uc}$. Hence, $k_{p,uc}$ and $k_{i,uc}$ should be tuned to low values so that closed-loop dynamics is slower compared to the dynamics of $i_{fc}$.

Leaving aside the high frequency noise, it is expected that the frequency content $\Omega_{i_{uc}}$ of $i_{uc}$ to consist of the frequency content of $i_L$ and that of $i_{fc}$. This is evident from Eq.(4.1). Considering a controller $D(s)$ connected in series to the plant $G(s) = -1/(Cs)$
and a standard negative feedback loop, one can write

\[
E(s) = \frac{1}{1+L(s)} V_{uc,d}(s) + \frac{G(s)}{1+L(s)} i_{uc}(s)
\]

\[
E(s) \triangleq (V_{uc,d}(s) - V_{uc}(s)), \quad L(s) = D(s)G(s)
\]

(4.15)

where, the control input is \(i_R = V_{uc}\sigma_R\). Since \(V_{uc,d}\) is a constant, reference tracking, disturbance rejection and noise rejection can be simultaneously achieved by the PI controller proposed in Eq.(4.14), which translates into \(D(s) = g_{p,uc} + g_{i,uc}/s\) in frequency domain. With this configuration, the loop gain \(L(s) = D(s)G(s)\) is already high at low frequencies and low at high frequencies; Moreover, the zero at \((-\frac{g_{i,uc}}{g_{p,uc}})\) can be tuned to obtain a desirable roll off. Furthermore, attenuation of \(i_{uc}\) is achieved at low frequencies due to \(|L(j\omega)| \gg |G(j\omega)|\), and at high frequencies due to \(|G(j\omega)| \to 0\).

**4.4.3 Voltage Regulation Based Approach for \(K_2\)**

Using dissipation for controlling the SOC is based on the premise that extra energy will be lost. The main idea in the voltage regulation method is to prevent this loss. Note that energy loss would be prevented if the fuel cell controller \(K_1\) has accurate knowledge of \(\eta_2\) and \(\bar{\eta}_2\). Hence, the objective of this design is to develop a mechanism by which the fuel cell can learn the aforementioned efficiencies without direct sensing or communication with \(K_2\). To this end, we propose the following approach. As mentioned in section 4.2, \(K_2\) can manipulate \(V_L\). Therefore \(K_2\) can manipulate \(V_L\) based on the SOC. As charge builds up, \(V_L\) can be increased gradually by \(K_2\). Not only will it regulate \(V_{uc}\), but since \(V_L\) is a global
variable, the fuel cell can simultaneously use the low frequency component of $V_L$ to improve its lower bound $\eta_{2,\text{min}}$.

Load fluctuation is an undesirable phenomenon in the power networks. Therefore, the aforementioned voltage regulation method, even though is capable of inducing the fuel cell to improve its $\eta_{2,\text{min}}$ estimate, must be designed in a way such that voltage fluctuations are low and they diminish as the estimate of $\eta_{2,\text{min}}$ improves. The voltage was modulated using an integrator

$$V_L = 24 + g_{i,\text{vr}} \int_0^t (V_{uc} - V_{uc,d}) \, dt, \quad (4.16)$$

with $g_{i,\text{vr}} = 0.005$ for a test simulation. Moreover, as soon as the low frequency component of SOC is sufficiently close to 0.8, the integrator resets $V_L$ to 24V. That results in a sawtooth type of response as shown in Fig.4.8(a). On the other hand, at the fuel cell side, an integrator is used which is similar to Eq.(4.16) to utilize the load deviations from 24V for efficiency estimation.

$$\eta_{2,\text{min}}(t) = \eta_{2,\text{min}}(0) + g_{i,\text{vr}} \int_0^t (V_L - 24) \, dt \quad (4.17)$$

Results are depicted in Fig.4.8 demonstrating the response using the above mentioned I-controllers in both $K_1$ and $K_2$ sides. In this simulation pulsed changes power demand were applied every 200s.
From Fig.4.8(a), it is clear $K_2$ is able to maintain the SOC through voltage modulation. Further, Fig.4.8(b) shows that voltage fluctuations reduce over time. This is primarily due to better estimation of $\eta_{2,\text{min}}$ by $K_1$ over time. The estimation is depicted in Fig.4.8. Another observation is that at the beginning which corresponds to higher SOC fluctuations, efficiency learning was fast. However, its speed decreased as time proceeded. The estimation process therefore requires not only the voltage modulation but also requires persistent perturbations in the power demand.
4.5 Experimental Results

The theoretical framework developed for the decentralized control in [85] is further validated by an experimental setup. This goal was achieved using a “hardware in the loop” test bench of the emulated fuel cell along with an ultra capacitor, an electronic load and two DC-DC converters of suitable rating and adjustability which are all shown in Fig.4.9.

<table>
<thead>
<tr>
<th>item</th>
<th>Spec.(V)</th>
<th>Spec.(i)</th>
<th>Make</th>
</tr>
</thead>
<tbody>
<tr>
<td>dSpace</td>
<td>i/p:120V AC</td>
<td>-</td>
<td>dSpace1103</td>
</tr>
<tr>
<td>Power Supply</td>
<td>110V AC/DC</td>
<td>o/p:50A</td>
<td>Ametek SGA100/50</td>
</tr>
<tr>
<td>Electronic Load</td>
<td>i/p:120V AC</td>
<td>0-120A</td>
<td>Sorenson SLH</td>
</tr>
<tr>
<td>Ultracapacitor(250F)</td>
<td>16.2V DC</td>
<td>2000A</td>
<td>BMOD0250 P16</td>
</tr>
<tr>
<td>Unidirectional Converter</td>
<td>44-50V DC</td>
<td>40A</td>
<td>Zahn DC-5050F-SU</td>
</tr>
<tr>
<td>Bidirectional Converter</td>
<td>44-50V DC</td>
<td>40A</td>
<td>Zahn DC-5050F-SU</td>
</tr>
<tr>
<td>Current Sensors</td>
<td>-</td>
<td>1-100A</td>
<td>Fluke-80i-110S</td>
</tr>
<tr>
<td>Voltage Sensors</td>
<td>0-1KV</td>
<td>10mA</td>
<td>Resistance Divider</td>
</tr>
</tbody>
</table>
Furthermore, the technical specification of each equipment in Fig. 4.9 is presented in Table 4.1.

The experimental SOFC system which we employed is in fact a real time emulation of the mathematical model of the SOFC developed in [1], through a Matlab interface to the dSpace 1103 digital platform. The emulation scheme is essentially performed by commanding the programmable power supply voltage in such a fashion that is mandated by SOFC model. The current flowing out of the power supply is then sensed and fed back to the SOFC model for error correction purposes.
4.5.1 Dissipation Based Approach

This approach which was described in section 4.4.2 has been implemented to the test stand and the results are depicted in Fig.4.10. The conservative nature of the approach is illustrated in Fig.4.10(d) along with a controlled SOC level maintained at 0.75. As is shown in Fig.4.10(b), a repetitive step load change from 10A level to 20A level has been implemented to the system by effectively varying the load resistance from 2.4Ω to 1.2Ω and vice versa. The slow response of the FC to the load changes, along with UC’s contribution to make up for FC’s deficiency during load transients is visible in Fig.4.10(b). Fig.4.10(a) not only proves that the objective regarding keeping $U_{ss} = 0.8$ is satisfied, it makes the role of PWM circuit in controlling UC Voltage stand out.
4.5.2 Voltage regulation approach

To implement this method which essentially results in an adaptive control like approach, the effectiveness of this method improves with repeated load fluctuations, that can be considered similar to “persistent excitations.” Such persistent fluctuations leads to improved estimates of converter efficiencies. The response of system is shown in Fig.4.11.

![Graphs showing voltage regulation approach](image)

Figure 4.11: Experimental Results for Voltage Regulation Based Approach-Powers

It can be inferred from Fig.4.11 that load voltage fluctuations imposed by controller $K_2$ diminish over time starting from $\sim 0.5V$ and leveling out at $< 0.05V$. Moreover, with a closer look at UC voltage, it is observed that the amount of overcharge in UC decreases
with time. Moreover, it shows how FC and UC respond to a Load current change. Fig.4.11 also represents how FC provides extra power to make up for energy loss in UC. Overall, it can be inferred from the curves that the system performance improves over time.

The estimation of $\eta_2$ and $\bar{\eta}_2$ has also been depicted in Fig.4.11. The initial guess for both of them was set to be $\eta_{2,min}(0) = 0.7$. As is visible from the graph, the discharge efficiency $\eta_2 \simeq 0.84$, and charge efficiency $\bar{\eta}_2 > 1$. It can be seen that the estimation process is designed such that while $\eta_2$ is getting estimated, the estimation for $\bar{\eta}_2$ is halted, and while $\bar{\eta}_2$ is calculated, the other one is stopped.

4.6 OBSERVATIONS

4.6.1 Overall System Loss Trends

While both approaches described above perform satisfactorily in terms of meeting the control objectives, they have certain advantages and disadvantages which makes each approach appealing from different perspectives. The voltage regulation based approach progressively reduces energy losses; yet it relies on persistent excitation of the load to improve its efficiency estimates. On the other hand, the dissipation based approach results in uniform energy loss, but it does not require perturbations on the network. The energy losses with each approach were compared and plotted in Fig.4.12. Each data point represents an average power loss over an interval, calculated as

$$W_{loss,i} = \frac{1}{t_i - t_{i,0}} \int_{t_{i,0}}^{t_i} (V_L i_L - V_{fc} i_{fc}) dt$$

(4.18)
for both approaches. In Eq. (4.18), $\Delta t_i = t_i - t_{i,0}$ represents the $i^{th}$ interval ending at $t_i$ and starting at $t_{i,0}$. Each interval is roughly the same, around 100s, consisting of one step-up and one step-down in $i_L$. The final instants $t_i$ were not all equispaced in time. For example, $(t_5 - t_4)$ and $(t_7 - t_6)$ are longer than the others. It can be observed from the plot that with voltage regulation, the losses decay over time whereas it is uniform for the dissipation based approach. The overall magnitudes are not considerably different. This is because the changes in capacitor voltage due to overcharging (and hence the required dissipation) were low in our experiments, owing to a high capacity of 250F and comparatively lower power levels, see Fig.4.10(f). It is expected that with lower capacity storage the advantages of voltage regulation will be more prominent.

![Figure 4.12: Power Loss Trends with Voltage Regulation and Dissipation Approaches](image)

4.6.2 Comparison between Centralized and Decentralized Strategies

As discussed in the Introduction, one advantage of the decentralized approach is fault tolerance. This is illustrated here for the hybrid SOFC system through a simple observation. Referring to previous centralized control in [3], the fuel cell current demand $i_{fc,d}$, which is
one control input, was designed as

\[ i_{fc,d} = \frac{V_L i_L}{\eta_1 V_{fc}} + g(E_s) + \delta_1(E_s) \]  

(4.19)

where, \( E_s = S - S_t \), \( S \) is the SOC of the ultra-capacitor. The function \( g \) and the switching parameter \( \delta_1 \) are both dependent on \( E_s \). However in the decentralized approach proposed in the paper, \( i_{fc,d} \) is designed as given in Eq.(4.7), where the integral \( I_e \) is defined in Eq.(4.5). It is clear from the above two equation that, in centralized case, the control input \( i_{fc,d} \) depends on the SOC, whereas in the latter, the control input is independent of SOC. Therefore, in the event of a fault in the ultra-capacitor or a fault in sensing the SOC, \( i_{fc,d} \) will drive an incorrect SOFC current demand in the centralized control. This in turn will affect the SOFC’s fuel flow rate, its delivered power and cause potential depletion or overcharge of the ultra-capacitor. In contrast, in the decentralized controller the invariance of \( i_{fc,d} \) to SOC will prevent capacitor and thereby system damage. It is however pointed out that the effectiveness of the decentralized approach over centralized control is also dependent on the nature of faults. For certain faults the advantage may be clear, while for others secondary protection will be necessary for both approaches.

4.7 Area Matching Using Dynamic Response of System

In this section, the possibility of implementing a feed forward control scheme using the same conservation of energy principle discussed in previous chapter will be addressed. Here, the objective is to come up with a family of solutions for controllers through which
the dynamic response of the system will result in a shape for which the summation of areas above and beneath the load line cancel out each other; i.e. the SOC of the capacitor is preserved while load is met and fuel utilization of FC is kept within the safe range.

4.7.1 Second Order Under-damped Systems

Referring to Fig.4.2, one could argue that the hybrid system response to step change in load resembles that of a second order under-damped system. This resemblance motivated us to investigate whether we can implement the idea of conservation of energy through an alternative approach. Therefore, we first aimed to obtain the conditions under which the step response of a second order under-damped system can ensure area matching.

Consider the following second order equation of motion:

\[ \ddot{X} + 2\zeta\omega_n\dot{X} + \omega_n^2 X = u(t) \] (4.20)

where \( 0 \leq \zeta < 1 \) is the damping ratio and \( \omega_n \) is the natural frequency of the system. The solution of the above differential equation to a unit step input yields [89],

\[ X(t) = \frac{1}{\omega_n^2} [1 - e^{-\sigma t}(\cos \omega_d t + \frac{\zeta}{\sqrt{1 - \zeta^2}} \sin \omega_d t)] \] (4.21)
where $\sigma = \zeta \omega_n$. Therefore, to implement the method proposed in section 4.3.1, we need to make sure that the following integral diminishes as time tends toward infinity.

$$\lim_{t \to \infty} \int_0^t [X(t) - X_{ss}] dt \to 0 \implies A_1 - A_2 \to 0 \quad (4.22)$$

Applying Eq.(4.21) into Eq.(4.22), and normalize it with respect to steady state response $X_{ss}$,

$$I = \int_0^\infty \frac{1}{\omega_n^2} [-e^{-\sigma t}(\cos \omega_d t + \frac{\zeta}{\sqrt{1-\zeta^2}} \sin \omega_d t)] \quad (4.23)$$

which simplifies into:

$$-\omega_n^2 I = \int_0^\infty e^{-\sigma t}[\cos \omega_d t] dt + \frac{\sigma}{\omega_d} \int_0^\infty e^{-\sigma t}[\sin \omega_d t] dt \quad (4.24)$$

To ensure the area matching and conservation of energy, Eq.(4.24) needs to be equal to zero. After simplifying Eq.(4.24) using integral tables, we have:

$$\frac{\sigma}{\omega_d^2 + \sigma^2} + \frac{\sigma}{\omega_d} \frac{\omega_d}{\omega_d^2 + \sigma^2} = 0 \Rightarrow 2 \frac{\zeta}{\omega_n} = 0 \quad (4.25)$$

Eq.(4.25) shows that the only system whose response to a step function can guarantee the area matching and conservation of energy is a system with no damping. This is quite obvious as such system has a sinusoidal response to a step function which means the summation of areas over and under the step will cancel each other out. Therefore, higher order solutions
could be sought as an alternative for area matching and conservation of energy method. Further work in this regards is to be pursued in the future.

4.8 Chapter Summary

A decentralized control approach was developed for a solid oxide fuel cell system hybridized with an ultra-capacitor in parallel. In the decentralized framework, there are individual controllers for the fuel cell and the ultra-capacitors that do not explicitly communicate with each other but use local information for control. However, the system as a whole satisfies the control objectives without jeopardizing any component. A conservation of energy based approach for control was developed. First, a conservative approach was taken to design the decentralized scheme. This approach was extended to a voltage modulation method which essentially imposed energy conservation on the energy storage device and simultaneously provided a means for implicit communication between the controllers using the power line itself. To extend this research in future, a network with more than two elements and eventually, a network consisting of multiple elements will be attempted. The general observation is that migrating to a decentralized control involves a trade-off between the advantage gained through reduced computation and sensing, with the need for adding a dissipation mechanism or the need for adding an extra capability in power conversion like voltage modulation.
CHAPTER 5
CONCLUSIONS

In this work, a method for controlling transient response of the output of a system for which sensing or accurate estimation was assumed not to be available and comprehensive information regarding plant was not reachable was proposed. First, the area from where this problem was raised was described. Then it was shown through both analysis and simulation that under certain conditions, perfect disturbance attenuation is possible. The method was then verified in frequency domain as well. Thereafter, the conditions under which transient control was possible were relaxed and a more general Theorem was expressed and proved. At the end, the approach were related to fuel cell and similarity and differences were discussed. It was shown that even though fuel cell system is nonlinear, and time-varying, a linear system approach can still be applied yielding a reasonable transient response for the output.

Moreover, A decentralized control approach was developed for a solid oxide fuel cell system hybridized with an ultra-capacitor in parallel. In the decentralized framework, there are individual controllers for the fuel cell and the ultra-capacitors that do not explicitly communicate with each other but use local information for control. However, the system as a whole satisfies the control objectives without jeopardizing any component. A conservation of energy based approach for control was developed. First, a conservative approach was taken...
to design the decentralized scheme. This approach was extended to a voltage modulation method which essentially imposed energy conservation on the energy storage device and simultaneously provided a means for implicit communication between the controllers using the power line itself. To extend this research in future, a network with more than two elements and eventually, a network consisting of multiple elements will be attempted. The general observation is that migrating to a decentralized control involves a trade-off between the advantage gained through reduced computation and sensing, with the need for adding a dissipation mechanism or the need for adding an extra capability in power conversion like voltage modulation.

Furthermore, The decentralized control framework developed by the authors in [85] has been further validated using an experimental setup. A few adjustments were made to the theory to make it compatible based on the practical limitations of our experimental setup. However, we preserve the main conservation of energy based method for decentralized control. Moreover, a detailed stability analysis was provided to confirm the performance of the framework. Both dissipation based and voltage regulation based decentralized controllers were tested and validated. The notable observation from the experiments was that the overall system efficiency improves for the voltage regulation approach with time, whereas the dissipative approach, while being simpler, results in a recurring but limited power loss in the system. This is an expected phenomena as the voltage regulation method results in adaptive learning of efficiencies, which over times improves in the presence of repeated
fluctuations in load and therefore the conservative approach described in section 4.4.1 evolves as the exact approach and the over-charging of the ultra-capacitor diminishes over time.
LIST OF REFERENCES


