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On Value Distribution Theory of Second Order Periodic ODEs, Special Functions and Orthogonal Polynomials

Dedicated to the memory of Noel Baker, a dear friend.

Yik-Man Chiang and Mourad E. H. Ismail

Abstract. We show that the value distribution (complex oscillation) of solutions of certain periodic second order ordinary differential equations studied by Bank, Laine and Langley is closely related to confluent hypergeometric functions, Bessel functions and Bessel polynomials. As a result, we give a complete characterization of the zero-distribution in the sense of Nevanlinna theory of the solutions for two classes of the ODEs. Our approach uses special functions and their asymptotics. New results concerning finiteness of the number of zeros (finite-zeros) problem of Bessel and Coulomb wave functions with respect to the parameters are also obtained as a consequence. We demonstrate that the problem for the remaining class of ODEs not covered by the above "special function approach" can be described by a classical Heine problem for differential equations that admit polynomial solutions.

1 Introduction and Main Results

We consider value distribution problems of the solutions of certain ordinary differential equations of the form

\[ f''(z) + A(z)f(z) = 0, \]

where

\[ A(z) = B(e^z), \quad B(\zeta) = \frac{K_k}{\zeta^k} + \cdots + K_0 + \cdots + K_\ell \zeta^\ell, \quad K_k \neq 0. \]

Such equations always admit entire solutions. We recall that the order of \( f \) is defined by \( \sigma(f) = \lim \sup_{r \to +\infty} \log \log M(r, f)/\log r \), where \( M(r, f) = \max_{|z|=r} |f(z)| \) denotes the maximum modulus of \( f \). The "density" of the zeros of \( f \) is given by \( \lambda(f) = \lim \sup_{r \to +\infty} \log n(r, f)/\log r \), known as the exponent of convergence of \( f \), where \( n(r, f) \) denote the number of the zeros of \( f \) in \( |z| < r \). It is elementary to use Nevanlinna theory [25, 34] to deduce that any solution \( f \) of (1.1), where \( A(z) \) can
be any entire function of finite order, must have $\sigma(f) = +\infty$ and in [6, 9] the conditions on $A(z)$ under which we have $\lambda(f) = +\infty$ were investigated. On the other hand, there exist exceptional cases of $A(z)$ where some solution $f$ of (1.2) satisfies

\[(1.3) \quad \lambda(f) < \sigma(f) = +\infty.\]

Bank and Laine obtained the following remarkable result [7]:

**Theorem A** Let $A(z)$ be an entire function given by (1.2). Suppose that the equation (1.1) admits a non-trivial solution $f$ that satisfies (1.3). Then there exist complex constants $d, d_j$, and a polynomial $\psi(\zeta)$ with only simple roots, such that if $\ell$ is an odd positive integer in (1.2), then $k = 0$, and

\[(1.4) \quad f(z) = \psi(e^{\ell/2}) \exp\left(\sum_{j=0}^\ell d_j e^{jz/2} + dz\right),\]

where $d_j = 0$ whenever $j$ is even. While if $\ell$ in (1.2) is an even positive integer, then $k$ is also even, and

\[(1.5) \quad f(z) = \psi(e^{\ell/2}) \exp\left(\sum_{j=k/2}^{\ell/2} d_j e^{jz} + dz\right).\]

**Remark 1.1** The statement of Theorem A in the present form is given in [14, Proposition 1.1] which makes precise the classification of the forms of (1.4), and (1.5) according to $f(z)$ and $f(z + 2\pi i)$ being linearly independent or linearly dependent, respectively.

It appears to be a difficult problem to determine how to choose $B(\zeta)$ in (1.2) so that the equation (1.1) would admit a solution $f$ with $\lambda(f) < +\infty$, and to write down such a solution explicitly [4, 5, 8, 13, 14]. The main difficulty is to determine the existence of the polynomial component $\psi(\zeta)$ that appears in the representations (1.4) or (1.5). In fact, Bank proposed a method of approximate square-root to solve this problem [4]. However, the complete solution to this problem is known only for some special cases of (1.2), such as the following theorem due to Bank, Laine and Langley [8]:

**Theorem B** Let $K$ be a non-zero complex number. The equation

\[(1.6) \quad f''' + (e^{\ell} - K)f = 0\]

admits a non-trivial solution $f$ that satisfies (1.3) if and only if

\[(1.7) \quad K = \frac{(2n + 1)^2}{16},\]

for some non-negative integer $n$, and

\[(1.8) \quad f(z) = \psi(e^{\ell/2}) \exp\left(\frac{d e^{\ell/2} - \frac{2n + 1}{4}}{2}\right).\]
where \( d^2 + 4 = 0 \) and

\[
\psi(\zeta) = \sum_{j=0}^{n} c_j \zeta^j.
\]

The first main purpose of this article is to show that the two well-known special cases of (1.1) are closely related to special functions. In fact, it is well known that the equation (1.6) can be transformed to a Bessel equation, e.g., [28]. Hence the general solution of (1.6) can be written in terms of Bessel functions. However, it is not clear how this can lead to the solution (1.8) as stated in Theorem B. We give a complete solution to this problem by showing directly how the general solution to (1.6) can be reduced to (1.8) when (1.3) holds. We prove (1.3) holds if and only if a very special relation of Bessel functions holds at the same time. In particular, we identify the polynomial \( \psi(\zeta) \) that appears in (1.4) as the reverse Bessel polynomials \( \theta_n(\zeta) \).

Our first generalization is

**Theorem 1.2**  Let \( K_0 \) and \( K_1 \) be complex constants. Then the equation

\[
f''' + (K_1 e^z - K_0) f = 0.
\]

admits linearly independent solutions

\[
y_{\pm}(z) = A_{\pm} J_{2\sqrt{K_0}}(\pm 2\sqrt{K_1} e^{z/2}) + B_{\pm} Y_{2\sqrt{K_0}}(\pm 2\sqrt{K_1} e^{z/2}).
\]

Each of the solutions of (1.11) has a finite exponent of convergence of zeros if and only if

\[
2\sqrt{K_0} = n + \frac{1}{2},
\]

where \( n \) is an integer, and, if \( n \geq 0 \), then

\[
y_{\pm}(z) = \theta_n \left( \mp 2i\sqrt{K_1} e^{z/2} \right) \exp \left( \pm 2i\sqrt{K_1} e^{z/2} + dz \right),
\]

where \( \theta_n(x) \) is the reverse Bessel polynomial of degree \( n \) and

\[
d = (-2n - 1)/4.
\]

If, however, \( n = -m, m \geq 1 \), then

\[
y_{\pm}(z) = \theta_m - 1 \left( \mp 2i\sqrt{K_1} e^{z/2} \right) \exp (\pm 2i\sqrt{K_1} e^{z/2} + d'z),
\]

where

\[
d' = (-2m + 1)/4.
\]
Here the notation \( J_\nu(z) \) and \( Y_\nu(z) \) denote, respectively, the Bessel functions of the first and second kinds of order \( \nu \) (see \([1, 2, 40]\)). They are two linearly independent solutions of the Bessel equation

\[
x^2 y''(x) + xy'(x) + (x^2 - \nu^2)y(x) = 0,
\]

where both \( \nu \) and \( x \) can take complex values. Our standard reference for Bessel functions is Watson's monumental book \([40]\) (see also \([1, 2, 28, 42]\)). The reverse Bessel polynomials \( \theta_n(z) \) are related to the Bessel polynomials \( y_n(z) \) which are orthogonal with respect to the unit circle \( |z| = 1 \). (See \([33]\) and §4, §10 in this paper. See also \([23]\).) The transformation (3.1) which transforms the equation (1.10) to (1.15) was actually first given by Lommel in 1871 (see \([35]\), \([40, p. 97]\) and §3).

Key to the proof of the Theorem 1.2 is the question of when will the expression

\[
A J_\nu(\zeta) + BY_\nu(\zeta)
\]

admit only a finite number of zeros? Here \( A \) and \( B \) are coefficients to be determined. We call this the finite-zeros problem for (1.16). We shall give a complete characterization to this problem (Theorem 10.1). It appears that part of this result for Bessel functions is new. More detailed discussion will be given in §10.

In addition to Theorem A, Bank and Laine \([7]\) also proved the following result:

**Theorem C** Let \( K \) be a non-zero complex number. Suppose that the equation

\[
f''' + \left( -\frac{1}{4}e^{-2z} + \frac{1}{2}e^{-z} + K \right) f = 0
\]

admits a non-trivial solution \( f \) that satisfies (1.3). Then there exists a positive integer \( n \) with \( K = -n^2 \) and \( f \) is equal to either

\[
f_1(z) = \left( \sum_{j=0}^{-(n-1)} B_j e^{iz} \right) \exp\left( \frac{1}{2}e^{-z} + nz \right)
\]

or

\[
f_2(z) = \left( \sum_{j=0}^{-n} b_j e^{iz} \right) \exp\left( -\frac{1}{2}e^{-z} + nz \right).
\]

Conversely, for each positive integer \( n \), the equation (1.17) with \( K = -n^2 \) possesses two linearly independent solutions of the above forms.

We are able to use the Lommel transformation again to obtain a complete solution (see Theorems 1.3 and 1.6 below) to another sub-class of (1.1) with \( A(z) \) given by (1.2) which contains (1.17) as a special case. It appears that many authors were not aware that the above equation (1.17) was already noted by Kamke in \([31, pp. 36, 404]\)
(see also [11, p. 36]) and that it can be transformed, via the Lommel transformation again (§3, §7), to the Coulomb wave equation

\[ \frac{d^2 y}{dx^2} + \left( 1 - \frac{2\eta}{x} - \frac{L(L+1)}{x^2} \right) y = 0, \]

where \( L, \eta \) are complex constants. The Coulomb wave equation is a form of confluent hypergeometric equation (see §10 and [1, 2]). We denote two linearly independent solutions of (1.20) by \( F_L(\eta, x), G_L(\eta, x) \) to be the regular and irregular Coulomb wave functions, respectively (see §6). We extend Theorem C to:

**Theorem 1.3** Let \( K \) be a complex constant. Then

\[ f_\pm(z) = A_\pm F_L\left( \pm \frac{i}{2}, \pm \frac{i}{2} e^{-z} \right) + B_\pm G_L\left( \pm \frac{i}{2}, \pm \frac{i}{2} e^{-z} \right), \]

are linearly independent solutions of the equation (1.17), where

\[ L = \frac{1}{2}(-1 + 2i\sqrt{K}). \]

Moreover, each solution of (1.21) has a finite exponent of convergence of zeros if and only if

\[ L = n + \frac{1}{2} \quad \text{or equivalently} \quad K = -\left( L + \frac{1}{2} \right)^2 = -n^2 \]

for some positive integer \( n \), and

\[ f_+(z) = y_n(e^z; 1, 1) \exp\left( -\frac{1}{2} e^{-z} \right) \]

and

\[ f_-(z) = e^z y_{n-1}(e^z; 3, -1) \exp\left( \frac{1}{2} e^{-z} \right). \]

**Remark 1.4** The polynomials \( y_n(x; a, b) \), where \( a, b \) are constants, in the above theorem are known as the generalized Bessel polynomials of degree \( n \) in \( x \) with parameters \( a \) and \( b \). The Bessel polynomials (and hence the reverse Bessel polynomials) mentioned in §1 in connection with Theorem 1.2 are special cases of the generalized Bessel polynomials which are orthogonal on the unit circle. They will be defined in §4.

**Remark 1.5** According to Remark 4.2 below, the above parameter \( a \) of the generalized Bessel polynomial in Remark 1.4 is not equal to a negative integer in (1.23) and (1.24), so that the polynomials \( y_n \) and \( y_{n-1} \) have degrees exactly \( n \) and \( n - 1 \), respectively.
In fact, Theorem 1.3 (and hence Theorem C) is a simple corollary of the following theorem.

**Theorem 1.6** Let $K_{-2}$, $K_{-1}$ and $K_0$ be complex numbers such that $K_{-2}K_{-1} \neq 0$. Then the differential equation

$$f'' + (K_{-2}e^{-2z} + K_{-1}e^{-z} + K_0)f = 0,$$

admits linearly independent solutions

$$f_\pm(z) = A_\pm F_\pm(\eta_\pm, \alpha_\pm e^{-z}) + B_\pm G_\pm(\eta_\pm, \alpha_\pm e^{-z}),$$

where

$$\alpha_\pm^2 = K_{-2}, \quad -2\eta_\pm \alpha_\pm = K_{-1}, \quad L = \frac{1}{2}(-1 + 2i\sqrt{K_0}).$$

Each of the solutions of (1.26) satisfies (1.3) if and only if there are non-negative integers $n_+$ and $n_-$ such that $n_+ > n_- \geq 0$ and

$$i\left(\sqrt{K_0} \pm \frac{K_{-1}}{2\sqrt{K_{-2}}}\right) = n_\pm + \frac{1}{2},$$

or equivalently

$$\frac{iK_{-1}}{\sqrt{K_{-2}}} = n_+ - n_- \quad \text{and} \quad 2i\sqrt{K_0} = n_+ + n_- + 1.$$

By writing $n = n_+$, $\hat{n} = n_+ - n_-$, we have

$$f_+(z) = e^{z/2}e^{-(1-a_+ / 2)z}y_n(e^z; a_+, b_+) \exp\left(-\frac{b_+}{2}e^{-z}\right),$$

and

$$f_-(z) = e^{z/2}e^{-(1-a_- / 2)z}y_n(e^z; a_-, b_-) \exp\left(-\frac{b_-}{2}e^{-z}\right),$$

where $a_\pm = 2(1 + i\eta_\pm)$ and $b_\pm = -2i\alpha_\pm$.

**Remark 1.7** We note that since $K_{-1} \neq 0$, it follows from (1.29) that the integer $\hat{n} = n_+ - n_-$ cannot be zero. We can deduce from this observation that the two solutions (1.30) and (1.31) cannot both be zero-free, as opposed to the case of the solutions (1.13) of the equation (1.10) where both linearly independent solutions are zero-free when $n = 0$. We also note that none of the subscripts $n$ and $n - \hat{n}$ in (1.30) and (1.31) respectively are allowed to be negative.

**Remark 1.8** The generalized Bessel polynomial $y_n(\zeta; a, b)$ will have a degree less than $n$ if $a$ equals a negative integer as will be explained in Remark 4.2 below.
The main idea of the proof of Theorem 1.6 is similar to that of Theorem 1.2. We want to characterize when the expression

\[ AF_L(\eta, \zeta) + BG_L(\eta, \zeta), \]

will admit only a finite number of zeros in the complex plane. Here \( A \) and \( B \) are coefficients to be determined. We call this the finite-zeros problem of (1.32). We show that this can happen if and only if a very special relation holds amongst the parameters \( L \) and \( \eta \) (Theorem 10.2). In this case the corresponding polynomial component that appears in (1.5) where (1.3) is satisfied turns out to be a generalized Bessel polynomial. Some of our results about the Coulomb wave functions are also new. We shall discuss this in §10.

We now come to the remaining cases of (1.1) where \( \ell \geq 3, k \leq 0 \). It turns out that there does not appear to be a corresponding theory in the classical special functions that one could apply to this case of (1.1) as in the two special cases (1.10) and (1.25) where \( \ell = 1, 2 \), respectively. However, we shall show in §9, as the second purpose of this article, that finding a solution to the equation (1.1) that satisfies (1.3) when \( \ell \) is odd is related to a classical theorem of Heine concerning the number of polynomial solutions of a second order differential equation. A third and final purpose of this article is to show (in §10) how new results (Theorems 10.1 and 10.2) concerning the finite-zero problems of Bessel functions and Coulomb wave functions can be derived as consequences of the methods used in proving the main theorems. These results have a bearing in several physical applications that we will briefly discuss in the §10.5.

This paper is organized as follows. The proof of Theorem 1.2 will be given in §5 after the discussion of the finite-zero problem of Bessel functions (1.16) in §2, the Lommel transformation for (1.15) in §3, and the Bessel polynomials in §4. The proofs of Theorems 1.3 and 1.6 are given in §8 after the discussion of the finite-zero problem of Coulomb wave functions (1.32) in §6 and the Lommel transformation for (1.20) in §7. However, the reader may skip §2, §3, §4 and §6 in the first reading. The statement of Theorem 9.1, its proof and the discussion of its relation to a problem of Heine will be discussed in §9. Finally, the theorems concerning the finite-zero problems of the Bessel and Coulomb wave functions will be stated and discussed in §10.1. Besides, several issues related to the main theme of this paper will also be discussed in the subsections in §10. Some frequently used formulae for the special functions are recorded in Appendix A.

We end this introduction by giving a number of remarks concerning the main theorems above and, in particular, we discuss briefly the connection of Theorem 1.3 and the subnormal solutions considered by Margrit Frei [21] and H. Wittich [43].

**Remark 1.9** Suppose that \( \ell > 0 \) and that \( |k| \geq \ell \). If \( f(z) \) is a solution to (1.1), then the function \( g(z) = f(-z) \) satisfies (1.1) with \( C(z) = A(-z) \). We notice that the corresponding \( k \) and \( \ell \) for \( C(z) \) now satisfy \( |k| \leq \ell \). If, however, \( \ell < 0 \), the same transformation will convert the equation to an equation with coefficient \( C(z) = A(-z) \) but with the corresponding \( \ell > 0 \). Thus it is sufficient to consider only the case when \( \ell > 0 \) and \( 0 \leq |k| \leq \ell \) (since the case \( 0 \leq |\ell| \leq k \) can be transformed to the former).
Remark 1.10 If both of the integers \(k\) or \(\ell\) in (1.2) are positive and at least one is odd, then Bank [3] and Gao [22] independently proved that any non-trivial solution of (1.1) must satisfy \(\lambda(f) = +\infty\) (see also [4]). Hence it suffices to consider only the case when both \(k\) and \(\ell\) are even, or when \(k = 0\) and \(\ell > 0\) is odd.

Remark 1.11 The equation (1.17) can be transformed to the equation
\[
g''(z) + e^{-z}g'(z) + Kg(z) = 0
\]
via the transformation \(f(z) = g(z) \exp(-\frac{1}{2}e^{-z})\). Frei [21] showed that the equation (1.33) admits a subnormal solution of the form \(g(z) = e^{dz}S(e^z)\) if and only if \(K = -n^2\) for some integer \(n\). Moreover, the polynomial \(S(\zeta)\) mentioned above has degree \(n\). An entire solution \(g(z)\) to (1.33) is called subnormal if \(\limsup_{r \to +\infty} \log T(r, g)/r = 0\). Thus, Bank and Laine's Theorem C generalized Frei's result. Wittich [43] (see also [24]) later also generalized Frei's result to a class of differential equations with coefficients that are polynomial in \(e^z\). However, it appears that the connection of the equations (1.17) and (1.25) with Coulomb wave equations and the Bessel polynomials has been overlooked in the literature of complex differential equations. We also note that (1.17) was considered by P. M. Morse in 1929 in connection with wave mechanics problems.

2 The Finite-Zero Problem of Bessel Functions

We will show in this section that the condition for (1.11) to satisfy (1.3) is essentially equivalent to (1.16) having a finite number of zeros in the complex plane. To the best of the authors' knowledge, complete characterization of the finiteness of zeros of (1.16) for arbitrary (complex) \(\nu\) was not previously known (see [15], [40, Chapter XV]). The precise statement of this result will be given in Theorem 10.1. We shall first establish, in Lemma 2.1, that (1.16) has infinitely many zeros whenever \((A, B) \neq (0, 0)\). Since part of the proof of Theorem 10.1 uses Theorem 1.2, its proof can only be completed in §10. Our method also has the advantage that it shows pedagogically how we arrive at (1.13) from the general solution (1.11) when compared with the arguments used in [7] (for the general case (1.1)) and [8] (for the specific case (1.10)). Further comments concerning this problem will be given in §10.

We recall that the Bessel functions of the third kind of order \(\nu\) or simply the Hankel functions [40, p. 73] are defined by

\[
H^{(1)}_{\nu}(x) = J_{\nu}(x) + iY_{\nu}(x), \quad H^{(2)}_{\nu}(x) = J_{\nu}(x) - iY_{\nu}(x).
\]

Their asymptotics which we will use extensively here are given below by (A.1) and (A.2) in the Appendix.

Let \(\delta\) be a positive number such that \(\delta < \pi/2\) and let \(R, r\) be such that \(R > r\). We define the semi-annular region

\[
\Omega(r, R; \delta) = \{\rho e^{i\theta} : 0 \leq \rho \leq R; -\pi + \delta \leq \theta \leq \pi - \delta\}.
\]
Clearly the complex plane cut from the origin to infinity along the negative real axis is given by

\[(2.3) \quad \mathcal{C} := \bigcup_{\delta > 0} \Omega(0, +\infty; \delta).\]

Let \(n_{\Omega}(r, R; \delta)\) denote the number of zeros of a complex-valued function in the interior of \(\Omega(r, R; \delta)\). Then we define

\[(2.4) \quad \lambda_\delta(r) := \limsup_{R \to +\infty} \frac{\log n_{\Omega}(r, R; \delta)}{\log R},\]

and

\[(2.5) \quad \lambda^* := \lim_{\delta \to 0} \lim_{r \to 0} \lambda_\delta(r).\]

**Lemma 2.1** Let \(\nu, C\) and \(D\) be three constants in \(\mathbb{C}\) such that both \(C\) and \(D\) are non-zero. Then for each positive number \(\delta, \delta < \pi/2\), the combination of the Hankel functions

\[(2.6) \quad U(\zeta) = CH^{(1)}_{\nu}(\zeta) + DH^{(2)}_{\nu}(\zeta)\]

has an infinite number of zeros in \(\Omega(0, +\infty; \delta)\). Moreover,

\[(2.7) \quad \lambda_\delta =: \limsup_{r \to 0} \lambda_\delta(r) = \limsup_{r \to 0} \limsup_{R \to +\infty} \frac{\log n(r, R; \delta)}{\log R} = 1.\]

In particular, we have

\[(2.8) \quad \lambda^* = \lim_{\delta \to 0} \lambda_\delta = 1.\]

**Proof** Let \(C\) and \(D\) be two non-zero constants in (2.6) and let \(\delta > 0\) be given, \(r\) and \(R, r < R\), be chosen sufficiently large. Then both \(H^{(1)}_{\nu}(\zeta)\) and \(H^{(2)}_{\nu}(\zeta)\) are analytic in \(\Omega(r, R; \delta)\) (see (2.2)).

We shall show that the inequality

\[(2.9) \quad \left| \left( \frac{\zeta \pi}{2} \right)^\frac{1}{2} \left( CH^{(1)}_{\nu}(\zeta) + DH^{(2)}_{\nu}(\zeta) \right) - (Ce^{iX} + De^{-iX}) \right| < \left| (Ce^{iX} + De^{-iX}) \right|,\]

where \(X = \zeta - \frac{1}{2} \nu \pi - \frac{1}{2} \pi\), holds on the closure of \(\Omega(r, R; \delta)\) when \(r, R\) are chosen to be suitably large and such that \(0 < r < R.\)

\(^1\)This refers to the principal branch.
Let us write \( \tilde{C} = Ce^{-(\frac{1}{2}+\frac{i}{2})} \) and \( \tilde{D} = De^{i(\frac{1}{2}+\frac{1}{2})} \), and \( \zeta = re^{\theta} \). The asymptotic expansions (A.1) and (A.2), with \( p = 1 \) in the remainders (A.3), give, when \( R \) and \( r \) (\( R > r \)) are sufficiently large,

\[
(2.10) \quad \left| \left( \frac{\zeta \pi}{2} \right)^{\frac{1}{2}} (CH_{\nu}^{(1)}(\zeta) + DH_{\nu}^{(2)}(\zeta)) - (\tilde{C}e^{i\xi} + \tilde{D}e^{-i\xi}) \right|
\]

\[
= \left| \tilde{C}e^{i\xi}R_{\nu}^{(1)}(\zeta) + \tilde{D}e^{-i\xi}R_{\nu}^{(2)}(\zeta) \right|
\]

\[
\leq K \left[ \left( |\tilde{C}e^{i\xi}| + |\tilde{D}e^{-i\xi}| \right) |\zeta|^{-1} \right]
\]

\[
= K \left( |\tilde{C}|e^{-r\sin\theta} + |\tilde{D}|e^{r\sin\theta} \right) r^{-1},
\]

where \( K \) is a positive constant. Thus for large \( r \) the inequalities

\[
(2.11) \quad \left| \left( \frac{\zeta \pi}{2} \right)^{\frac{1}{2}} (CH_{\nu}^{(1)}(\zeta) + DH_{\nu}^{(2)}(\zeta)) - (\tilde{C}e^{i\xi} + \tilde{D}e^{-i\xi}) \right|
\]

\[
\leq O(r^{-1}) \cdot \begin{cases} 
|\tilde{D}|e^{r\sin\theta} \left( 1 + \frac{|\tilde{C}|}{|\tilde{D}|} e^{-2r\sin\theta} \right) & \text{if } 0 \leq \theta \leq \pi - \delta, \\
|\tilde{C}|e^{-r\sin\theta} \left( 1 + \frac{|\tilde{D}|}{|\tilde{C}|} e^{2r\sin\theta} \right) & \text{if } -\pi + \delta \leq \theta < 0,
\end{cases}
\]

\[
< \frac{\Delta_1}{r} e^{r\sin\theta}, \quad \text{if } 0 \leq |\theta| \leq \pi - \delta,
\]

hold, where \( \Delta_1 \) is a positive constant. On the other hand, we also have

\[
(2.12) \quad |\tilde{C}e^{i\xi} + \tilde{D}e^{-i\xi}|
\]

\[
= \left| (\tilde{C}e^{r\cos\theta})e^{-r\sin\theta} + (\tilde{D}e^{-ir\cos\theta})e^{r\sin\theta} \right|
\]

\[
= \begin{cases} 
|\tilde{D}e^{-ir\cos\theta}e^{r\sin\theta} \left( 1 + \frac{\tilde{C}}{\tilde{D}} e^{-2ir\sin\theta} \right) & \text{if } 0 \leq \theta \leq \pi - \delta, \\
|\tilde{C}e^{ir\cos\theta}e^{-r\sin\theta} \left( 1 + \frac{\tilde{D}}{\tilde{C}} e^{2ir\sin\theta} \right) & \text{if } -\pi + \delta \leq \theta < 0.
\end{cases}
\]

We now define

\[
r_p = p\pi - \frac{1}{2} \arg \left( \frac{\tilde{C}}{\tilde{D}} \right),
\]

where the principal value of the argument is chosen. We set \( r = |\zeta| = r_p \), where \( p \) is a large positive integer.

Suppose first that \( \theta = \arg \zeta \) satisfies

\[
(2.13) \quad 0 \leq |\theta| < \left( \frac{\pi}{2r_p} \right) \frac{1}{2}.
\]

Then

\[
2r_p - \frac{\pi}{2} < 2r_p \left( 1 - \frac{\theta^2}{2} \right) < 2r_p \cos \theta < 2r_p.
\]
Thus
\[ 2p\pi - \frac{\pi}{2} < \arg\left( \frac{C}{D} e^{2ir\cos \theta} \right) < 2p\pi. \]

We deduce that
\[ (2.14) \quad \Re\left( \frac{C}{D} e^{2ir\cos \theta} e^{-2r\sin \theta} \right) > 0 \quad \text{and} \quad \Re\left( \frac{D}{C} e^{-2ir\cos \theta} e^{2r\sin \theta} \right) > 0. \]

Thus we obtain from (2.12) and (2.14), that if (2.13) holds, then
\[ (2.15) \quad |\tilde{C}e^{ir} + \tilde{D}e^{-ir}| \geq \begin{cases} 
|\tilde{D}| \max\{|e^{-i\xi}|, |e^{i\xi}|\}, & \text{if } 0 \leq \theta < \left( \frac{\pi}{2r_p} \right)^{\frac{1}{2}}, \\
|\tilde{C}| \max\{|e^{i\xi}|, |e^{-i\xi}|\}, & \text{if } -\left( \frac{\pi}{2r_p} \right)^{\frac{1}{2}} < \theta < 0 
\end{cases} \]

\[ \geq \Delta_2 \max\{|e^{-i\xi}|, |e^{i\xi}|\} \quad \text{if } 0 \leq |\theta| < \left( \frac{\pi}{2r_p} \right)^{\frac{1}{2}}, \]

\[ = \Delta_2 e^{r\sin \theta}, \]

if (2.13) holds where \( \Delta_2 = \min\{|\tilde{C}|, |\tilde{D}|\}. \)

Suppose next that (2.13) is false, so that
\[ (2.16) \quad \left( \frac{\pi}{2r_p} \right)^{\frac{1}{2}} \leq |\theta| \leq \pi - \delta. \]

We now choose the integer \( p \) in \( r_p \) so large that
\[ \left( \frac{\pi}{2r_p} \right)^{\frac{1}{2}} \leq \delta. \]

Then (2.16) yields
\[ |2r_p \sin \theta| \geq 2r_p \sin \left( \frac{\pi}{2r_p} \right)^{\frac{1}{2}} \geq 2r_p \frac{2}{\pi} \left( \frac{\pi}{2r_p} \right)^{\frac{1}{2}} = \left( \frac{8r_p}{\pi} \right)^{\frac{1}{2}}. \]

Thus for \( \theta \) lies in the range (2.16) and if \( p \) is large, we deduce from (2.12) that
\[ (2.17) \quad |\tilde{C}e^{i\xi} + \tilde{D}e^{-i\xi}| \]

\[ \geq \begin{cases} 
|\tilde{D}e^{-ir\cos \theta} e^{i\sin \theta}| \left( 1 - \left| \frac{C}{D} \right| e^{-8r_p/\pi} \right)^{\frac{1}{2}}, & \text{if } \left( \frac{\pi}{2r_p} \right)^{\frac{1}{2}} \leq \theta \leq \pi - \delta, \\
|\tilde{C}e^{ir\cos \theta} e^{-r\sin \theta}| \left( 1 - \left| \frac{D}{C} \right| e^{-8r_p/\pi} \right)^{\frac{1}{2}}, & \text{if } -\pi + \delta \leq \theta \leq -\left( \frac{\pi}{2r_p} \right)^{\frac{1}{2}} 
\end{cases} \]

\[ \geq \frac{\Delta_2}{2} e^{r\sin \theta}. \]
We deduce immediately from (2.15) that (2.17) holds for $|\zeta| = r_p$ and $|\arg \zeta| \leq \pi - \delta$. We now choose large integers $p$ and $q$ such that $q > p$ and consider $\Omega(r_p, r_q; \delta)$. Clearly both the inequalities (2.11) and (2.17) hold simultaneously on the two circular arcs and two straight line segments of $\Omega(r_p, r_q; \delta)$. We conclude that the inequality (2.9) holds on all the boundary points of $\Omega(r_p, r_q; \delta)$.

We now apply Rouché’s theorem to the inequality (2.9) to conclude that the function
\[
\left( \frac{\zeta \pi}{2} \right)^{1/2} \left[ CH_{\nu}^{(1)}(\zeta) + DH_{\nu}^{(2)}(\zeta) \right]
\]
has equally many zeros as the function
\[
Ce^{ix} + De^{-ix}
\]
in the interior of $\Omega(r_p, r_q; \delta)$. But since both of $C$ and $D$ are not equal to zero, the zeros of (2.18) are given by, for all $k$ sufficiently large,
\[
\zeta = \frac{1}{2} \pi \nu + \frac{1}{4} \pi + \frac{1}{2\pi} \left( \log \left( -\frac{D}{C} \right) + 2\pi ki \right).
\]
Thus we deduce that the number of zeros in $\Omega(r_p, r_q; \delta)$ as $q \to \infty$ is
\[
\frac{2r_q}{\pi} + O(1)
\]
for a fixed $p$. The conclusion of course remains true when $r_p = r \to 0$. This gives (2.7).

Clearly the same inequality is valid for each $\delta > 0$. We complete the proof by letting $\delta \to 0$. This establishes (2.8).

**Lemma 2.2** Let $c, C, D$ and $\nu$ be members of $\mathbb{C}$, and such that the first three constants are non-zero. Then the entire function
\[
J(z) = CH_{\nu}^{(1)}(ce^{z}) + DH_{\nu}^{(2)}(ce^{z})
\]
has an infinite exponent of convergence of zeros.

**Proof** For each sufficiently small $\delta > 0$ and $r > 0$, it follows from (2.7) of Lemma 2.1 that (2.6) has infinitely many zeros in $\Omega(r, +\infty; \delta)$.

It follows from (2.7) that given any $0 < \varepsilon < 1$ there exists a (infinite) sequence $\{\zeta_n\}$ of zeros of (2.6) with $|\zeta_n| = \rho_n$ in $\Omega(r, +\infty; \delta)$ such that
\[
n(r, \rho_n; \delta) \geq \rho_n^{1-\varepsilon}
\]
for all $n$ sufficiently large.

Without loss of generality, we may choose $c = 1$. We now make the substitution $e^z = \zeta$, where $z = re^{i\theta}$ and $\zeta = pe^{i\theta}$. We define $U(\zeta)$ so that $J(z) = U(ce^z)$. Let
\( n(D, F) \) denote the number of zeros of a function \( F \) in \( D \). Then we have, by writing 
\[ e^x = \zeta_n, \quad z_n = r_ne^{\theta_n}, \quad e^{\rho} = \rho_n, \]
and with the above inequalities, that
\[
\log n \left\{ |z| \leq \log \rho_n + \pi, J(z) \right\} \geq \frac{\log n \{ [1/\rho_n \leq |\zeta| \leq \rho_n], U(\zeta) \}}{\log r_n} \geq \frac{\log(\rho_n)^{1-\epsilon}}{\log r_n} = \frac{(1-\epsilon) \log \rho_n}{\log \log \rho_n},
\]
which tends to infinity as \( n \to +\infty \). If \( c \) is an arbitrary non-zero number, then we have \( ce^x = \zeta \), or \( e^x = \zeta/c \). Hence the above argument again holds after we replace \( \zeta \) by \( \zeta/c \).

## 3 Lommel Transformations

Lommel [35] and Pearson [36] independently (see also [40, p. 97]) studied the following transformation given by
\[
(3.1) \quad x = \alpha t^\beta, \quad y(x) = t^\gamma u(t),
\]
where \( \alpha, \beta \) and \( \gamma \) are constants and applied to the Bessel equation (1.15). We note that we have slightly adjusted the transformation above in comparison with those in [40, p. 97]. The application of the Lommel transformation leads to differential equations of different forms whose solutions are related to Bessel functions. We shall consider the following generalized Bessel equation
\[
(3.2) \quad x^2y'' + xy' + \left( \sum_{j=-n'}^n k_jx^j \right)y = 0.
\]

Compute \( y' \) and \( y'' \) by (3.1) and substitute them into (3.2) to get
\[
(3.3) \quad t^2u''(t) + (2\gamma + 1)tu'(t) + \left( \gamma^2 + \beta^2 \sum_{j=-n'}^n \alpha^jkje^{\beta j} \right)u(t) = 0.
\]

A further change of variables by
\[
(3.4) \quad t = e^{\rho z}, \quad f(z) = u(t)
\]
leads to an equation of the form
\[
(3.5) \quad f'' + 2\gamma m f' + \left( \gamma^2 + \beta^2 \sum_{j=-n'}^n \alpha^jkje^{\beta j} \right)f = 0.
\]
In the case of the Bessel equation (1.15), equation (3.3) becomes
\[(3.6)\quad t^2 u''(t) + (2\gamma + 1)t u'(t) + (\alpha^2 \beta^2 t^{2\beta} + \gamma^2 - \nu^2 \beta^2) u(t) = 0.\]

The general solution to (3.6) is thus given by
\[(3.7)\quad u(t) = t^{-\gamma} \left[ A J_{\nu}(\alpha t^\beta) + B Y_{\nu}(\alpha t^\beta) \right],\]
where \(A\) and \(B\) are arbitrary constants. The substitution of (3.4) in (3.5), where \(m\) is an integer, yields
\[(3.8)\quad f''(z) + 2\gamma m f'(z) + (\alpha^2 \beta^2 e^{2m\beta z} + \gamma^2 - \nu^2 \beta^2) f(z) = 0,
\]
and the solution of (3.8) becomes
\[(3.9)\quad f(z) = e^{-\gamma z} \left[ A J_{\nu}(\alpha e^{m\beta z}) + B Y_{\nu}(\alpha e^{m\beta z}) \right]\]
(see also [40, p. 99]). We shall apply the Lommel transformation to the Coulomb wave equations in relation to the study of equations (1.17) and (1.25) in §7.

4 The Bessel Polynomials

We now collect some facts about the Bessel polynomials to be used in the sequel. The reader may choose to skip this section in the first reading. Our main reference is the original paper of Krall and Frink [33] and Grosswald’s classic [23].

**Lemma 4.1** For each positive integer \(n\), the differential equation
\[(4.1)\quad \zeta w''(\zeta) - 2(\zeta + n)w'(\zeta) + 2nw(\zeta) = 0\]
admits a polynomial solution of degree \(n\), given by
\[(4.2)\quad \theta_n(\zeta) = \sum_{j=0}^{n} a_j^{(n)} \zeta^{-j}, \quad a_j^{(n)} = \frac{(n + j)!}{2^n (n - j)! j!}.
\]

Moreover, the equation with \(n\) replaced by \(-n\) has a rational solution \(\theta_{-n}(\zeta)\) given by
\[(4.3)\quad \theta_{-n}(\zeta) := \zeta^{-2n+1} \theta_{n-1}(\zeta), \quad \text{or} \quad \theta_{n}(\zeta) := \zeta^{2n+1} \theta_{-(n+1)}(\zeta).
\]

Furthermore the polynomial
\[(4.4)\quad y_n(\zeta) = \zeta^n \theta_n(1/\zeta)\]
satisfies the equation
\[(4.5)\quad \zeta^2 y''(\zeta) + 2(\zeta + 1) y'(\zeta) - n(n + 1) y(\zeta) = 0.\]
The reader can easily verify Lemma 4.1. A proof is given in [23, p. 8].

Following Grosswald [23], we call $y_n$ the Bessel polynomial of degree $n$ and $\theta_n(x)$ the reverse Bessel polynomial of degree $n$. We record here formulae that relate Bessel polynomials and Bessel functions of half of an integer order:

\begin{equation}
J_{n+\frac{1}{2}}(x) = \left( \frac{2}{\pi x} \right)^{\frac{1}{2}} \left( \frac{1}{i^{n+1} e^{ix}} y_n \left( -\frac{1}{ix} \right) + i^{n+1} e^{-ix} y_n \left( \frac{1}{ix} \right) \right),
\end{equation}

and

\begin{equation}
J_{-n-\frac{1}{2}}(x) = \left( \frac{2}{\pi x} \right)^{\frac{1}{2}} \left( i^n e^{ix} y_n \left( -\frac{1}{ix} \right) + i^{-n} e^{-ix} y_n \left( \frac{1}{ix} \right) \right).
\end{equation}

Krall and Frink also studied the generalized Bessel polynomials [33] which are solutions to the differential equation

\begin{equation}
\zeta^2 y''(\zeta) + (a\zeta + b)y'(\zeta) - n(n + a - 1)y(\zeta) = 0,
\end{equation}

where $n$ is a non-negative integer. Clearly the equation (4.8) reduces to (4.5) when $a = b = 2$. The polynomial solution to (4.8) is given by

\begin{equation}
y_n(\zeta; a, b) = \sum_{k=0}^{n} \left( \begin{array}{c} n \\ k \end{array} \right) (n + k + a - 2)_k \left( \frac{\zeta}{b} \right)^k,
\end{equation}

for $n = 0, 1, 2, \ldots$, where

\begin{equation}
(a)_0 = 1, \quad (a)_k = a(a + 1) \cdots (a + k - 1),
\end{equation}

are the shifted factorials (see [2, p. 2]).

**Remark 4.2** If $a = 0, -1, -2, \ldots$, in (4.9), then $y_n(\zeta; a, b)$ may have degree less than $n$.

5 Proof of Theorem 1.2

Suppose that the equation (1.10) admits a non-trivial solution $y(z)$. Then by the Lommel transformation in (3.1) and by comparing the coefficients between the equations (3.8) and (1.10), we deduce that $m = 1$, $\alpha = 2\sqrt{K_1}$, $\beta = 1/2$ and $\gamma = 0$. Hence it follows from (3.7) and (3.4) that the general solution of (1.10) can be written in the form

\begin{equation}
y(z) = u(e^z) = G(e^{\alpha z}) = AJ_\nu(2\sqrt{K_1}z) + B\nu(2\sqrt{K_1}z).
\end{equation}

This gives (1.11). Since $f$ has the form (5.1), the assumption (1.3) must hold independently of the particular branch of the Bessel functions chosen. That is, the result (1.3) must hold for each branch of the function $G(\zeta)$. It remains to find the desired form of $f(z)$ when it satisfies (1.3). It is easily seen from (1.11) that all solutions of
(1.10) are entire functions. Note that we may rewrite $G(\zeta)$ in terms of the Hankel functions:

$$G(\zeta) = CH^{(1)}_\nu(2\sqrt{K_1}\zeta) + DH^{(2)}_\nu(2\sqrt{K_1}\zeta),$$

where

$$C = (A - iB)/2, \quad D = (A + iB)/2,$$

and, without loss of generality, to assume that the $H^{(1),(2)}_\nu(\zeta)$ are their principal branches. It follows from (2.1) that the $G(\zeta)$ is analytic in the region $C$ defined in (2.3).

If $CD \neq 0$, then Lemma 2.1 shows that the function $G(\zeta)$ has infinitely many zeros in $C$. In particular, (2.8) holds. We see immediately from Lemmas 2.1 and 2.2 that the existence of a non-constant $f(z)$ that satisfies (1.3) implies that $G(\zeta)$ has a finite number of zeros, and hence exactly one of $C$ or $D$ is equal to zero. Without loss of generality, we may assume that $D = 0$ and $C = 1$ in (5.2). That is, we have $f(z) = H^{(1)}_\nu(2\sqrt{K_1}e^{z/2})$. On the other hand, the condition $\lambda(f) = \lambda(H^{(1)}_\nu(2\sqrt{K_1}e^{z/2})) < +\infty$ must hold independently in each branch of the $H^{(1)}_\nu(\zeta)$.

We recall that the analytic continuation of the Hankel function is given by

$$H^{(1)}_\nu(ze^{m\pi i}) := \frac{\sin(1 - m)\nu\pi}{\sin \nu\pi} H^{(1)}_\nu(z) - e^{-\nu\pi i} \frac{\sin m\nu\pi}{\sin \nu\pi} H^{(2)}_\nu(z),$$

where $m$ is any integer (see [40, p. 75]). The right-hand side of (5.4) is the principal branch of the Hankel functions. We shall choose $m$ to be an even integer in what follows. Thus, without loss of generality, we may assume that

$$f(z) = H^{(1)}_\nu(2\sqrt{K_1}e^{z/2})$$

$$= H^{(1)}_\nu(2\sqrt{K_1}e^{z/2}e^{im\pi})$$

$$= \hat{C}H^{(1)}_\nu(2\sqrt{K_1}e^{z/2}) + \hat{D}H^{(2)}_\nu(2\sqrt{K_1}e^{z/2})$$

must hold for each non-zero even integer $m$, where

$$\hat{C} = \frac{\sin(1 - m)\nu\pi}{\sin \nu\pi} \quad \text{and} \quad \hat{D} = -e^{-\nu\pi i} \frac{\sin m\nu\pi}{\sin \nu\pi}.$$

Since the right-hand side of (5.4) is the principal branch, so Lemma 2.2 implies that at least one of the coefficients $\hat{C}$ or $\hat{D}$ in (5.6) must be zero in order for $f(z)$ to satisfy (1.3). It is straightforward to check that each of the constants $\hat{C}$ and $\hat{D}$ in (5.6) has finite non-zero limit as $\nu \to l$ for any non-zero integer $l$. So when $\nu$ is a non-zero integer, Lemma 2.1 implies that (5.4) has infinitely many zeros. Thus, we may exclude the case when $\nu$ equals an integer. Let us assume henceforth that $\nu$ is not an integer. Suppose that the constant $\hat{C}$ equals zero. Since (5.2) is independent of the branches, the analytic continuation principle and the identity theorem indicate that we must look for a single $\nu$ at which the constant $\hat{C} = 0$ for all branches of $H^{(1)}_\nu(\zeta)$. That is, we seek
a single \( \nu \) for which \( \sin(1 - m)\nu \pi = 0 \) for each even \( m \). Let \( m = 2s \) for some integer \( s \). That is, \( \nu = k/(2s - 1) \), \( s, k \in \mathbb{Z} \) and \( \nu \notin \mathbb{Z} \). By the identity theorem, the parameter \( \nu \) that we are looking for must appear in the formula for all the choices of even \( m \). This is equivalent to the case when \( s = 1 \), that is, when \( \nu \) is an integer. But this case was already excluded in the above consideration. Thus, there does not exist a single \( \nu \) for which \( \hat{C} = 0 \) for all branches of (5.4), a contradiction. So \( \hat{C} \) cannot be zero.

Since \( \hat{C} \neq 0 \) if (5.5) satisfies (1.3), then Lemma 2.1 implies that it remains to consider \( D = 0 \). That is, \( \sin m\nu \pi = 0 \). By the analytic continuation principle and the identity theorem, we again look for a single \( \nu \) for which \( \hat{D} = 0 \) for each branch of \( H^{(1)}_{\nu}(\zeta) \). So we write \( m = 2s \) for some non-zero integer \( s \). Thus, \( 2s\nu \pi = k\pi \) for \( s \in \mathbb{Z} \) and \( k \in \mathbb{Z} \). That is, except when both sides are zero, we have \( \nu = k/2s \) \( (s \in \mathbb{N} \) and \( k \in \mathbb{Z} \)). We recall that \( \nu \) is not an integer. By the identity theorem again, the \( \nu \) that we are looking for must appear in the above formula for all the possible \( s \) and \( k \) except when \( \nu \) is an integer. A careful, but otherwise straightforward analysis shows that this is equivalent to the case \( s = 1 \), or equivalently when \( k \) is odd, \( i.e. \), when \( \nu = n + \frac{1}{2} \) for some \( n \in \mathbb{Z} \). This proves that if any branch of \( H^{(1)}_{\nu}(\zeta) \), except perhaps the principal branch, is to have a finite number of zeros in \( -\pi + 2\pi k < \arg \zeta < \pi + 2\pi k \), \( k = \pm 1, \pm 2, \ldots \), then \( \nu = n + \frac{1}{2} \) for some \( n \in \mathbb{Z} \). It remains to consider the principal branch of \( H^{(1)}_{\nu}(\zeta) \). But if it has a finite number of zeros in the region \( \mathfrak{C} \), then by the identity theorem, its \( \nu \) must be amongst the numbers \( \nu = n + \frac{1}{2} \). However, it is known that \( H^{(1)}_{\nu}(\zeta) \) has a finite number of zeros when \( \nu = n + \frac{1}{2} \) for each \( n \in \mathbb{Z} \) (see [18, p. 10]), so this shows that for each branch of (1.16) to have a finite number of zeros, we must have \( \nu = n + \frac{1}{2} \) for some \( n \in \mathbb{Z} \).

Now since \( D = 0 \) and \( \nu = n + 1/2 \), we deduce from (5.3) that \( B = -iA \). We further assume that \( n \geq 0 \). It follows from the definition [40, p. 64] that \( Y_{n+\frac{1}{2}} = (-1)^{n+1}J_{-(n+\frac{1}{2})} \). Thus,

\[
(5.7) \quad G(\zeta) = A \left[ J_{n+\frac{1}{2}}(\pm 2\sqrt{K_1} \zeta) + iY_{n+\frac{1}{2}}(\pm 2\sqrt{K_1} \zeta) \right] = A \left[ J_{n+\frac{1}{2}}(\pm 2\sqrt{K_1} \zeta) + (-1)^{n+1}J_{-(n+\frac{1}{2})}(\pm 2\sqrt{K_1} \zeta) \right].
\]

In order to illustrate the underlying principle of how the solution can have only a finite number of zeros, we have taken a pedagogically more natural, but longer, approach in the following argument.\(^2\)

Let us first consider the case when the argument in \( J_\nu \) is +. We deduce from (5.2), (4.6) and (4.7) that for both even and odd \( n \),

\[
G_+(\zeta) = A \left[ J_{n+\frac{1}{2}}(2\sqrt{K_1} \zeta) + iY_{n+\frac{1}{2}}(2\sqrt{K_1} \zeta) \right] = A \left[ J_{n+\frac{1}{2}}(2\sqrt{K_1} \zeta) + (-1)^{n+1}J_{-(n+\frac{1}{2})}(2\sqrt{K_1} \zeta) \right].
\]

\(^2\)We note that one can connect (5.7) to the Bessel polynomials via a modified Bessel function directly.
\[ y_n = A \left( \frac{1}{\pi \sqrt{K_1}} \right)^{1/2} y_n^{(1/2)} \left( \frac{1}{\pi \sqrt{K_1}} \right)^{1/2} e^{2i\sqrt{K_1}} y_n \left( -\frac{1}{2i\sqrt{K_1}} \right) + i^{n+1} e^{-2i\sqrt{K_1}} y_n \left( \frac{1}{2i\sqrt{K_1}} \right) \]

\[ + (-1)^{n+1} \left( \frac{1}{\pi \sqrt{K_1}} \right)^{1/2} y_n^{(1/2)} \left( \frac{1}{\pi \sqrt{K_1}} \right)^{1/2} e^{2i\sqrt{K_1}} y_n \left( -\frac{1}{2i\sqrt{K_1}} \right) + i^{-n+1} e^{-2i\sqrt{K_1}} y_n \left( \frac{1}{2i\sqrt{K_1}} \right) \]

\[ = A \left( \frac{1}{\pi \sqrt{K_1}} \right)^{1/2} \frac{2}{i^{n+1}} e^{2i\sqrt{K_1}} y_n \left( -\frac{1}{2i\sqrt{K_1}} \right). \]

But \( G_\nu(\zeta) = u(\zeta^2) \). So

\[ u(\zeta) = A \left( \frac{1}{\pi \sqrt{K_1}} \right)^{1/2} \frac{2}{i^{n+1}} e^{2i\sqrt{K_1}} y_n \left( -\frac{1}{2i\sqrt{K_1}} \right)^{1/2}. \]

Hence

\[ y_n(z) = u(\xi) = A \left( \frac{1}{\pi \sqrt{K_1}} \right)^{1/2} \frac{2}{i^{n+1}} e^{\xi/4} y_n \left( -\frac{1}{2i\sqrt{K_1}} \right) e^{-\xi/2} \exp \left( +2i\sqrt{K_1} \xi^{2/2} \right). \]

We now write \( f(z) \) in terms of the reverse Bessel polynomials. Applying (4.4) to \( y_n \) gives:

\[ y_n(z) = A \left( \frac{1}{\pi \sqrt{K_1}} \right)^{1/2} \frac{2}{i^{n+1}} e^{\xi/4} y_n \left( -\frac{1}{2i\sqrt{K_1}} \right) e^{-\xi/2} \exp \left( +2i\sqrt{K_1} \xi^{2/2} \right) \]

\[ \times \exp \left( +2i\sqrt{K_1} \xi^{2/2} \right) \]

\[ = A \left( \frac{1}{\pi \sqrt{K_1}} \right)^{1/2} e^{\xi/2} (-1)^n \theta_n \left( -2i\sqrt{K_1} \xi^{2/2} \right) \exp \left( +2i\sqrt{K_1} \xi^{2/2} \right), \]

where \( d = -(2n+1)/4 \) and \( K_0 = (\beta \nu)^2 = \left( \frac{1}{2}(n + \frac{1}{2}) \right)^2 = (2n+1)^2/16. \) We now consider the second case where the argument of \( J_\nu \) is \(-\). We have

\[ G_\nu(\zeta) = A \left[ J_{n+\frac{1}{2}}(-2\sqrt{K_1} \xi) + i Y_{n+\frac{1}{2}}(-2\sqrt{K_1} \xi) \right] \]

\[ = A \left[ J_{n+\frac{1}{2}}(-2\sqrt{K_1} \xi) + (-1)^{n+1} i J_{-(n+\frac{1}{2})}(-2\sqrt{K_1} \xi) \right]. \]

The remaining steps for \( y_- \) are essentially the same as the \( y_+ \) case except we need to replace the + signs by − signs in \( y_m \), \( \theta_n \) and in the exponential factors, so we omit the details. This gives (1.13) and proves the case when \( n \) is non-negative.
Suppose that \( n = -m \) where \( m \) is positive, then we replace \( n \) in all the above steps by \( -m \). Applying the formula (4.3) to (5.8) yields

\[
(5.10) \quad y_\pm(z) = \theta_n(\mp 2i\sqrt{K_1}e^{\frac{z}{2}}) \exp(\pm 2i\sqrt{K_1}e^{\frac{z}{2}} + dz) \\
= \theta_{-m}(\mp 2i\sqrt{K_1}e^{\frac{z}{2}}) \exp(\pm 2i\sqrt{K_1}e^{\frac{z}{2}} + dz) \\
= (\text{const}) \theta_{m-1}(\mp 2i\sqrt{K_1}e^{\frac{z}{2}}) (e^{\frac{z}{2}})^{-2m+1} \exp(\pm 2i\sqrt{K_1}e^{\frac{z}{2}} + dz) \\
= (\text{const}) \theta_{m-1}(\mp 2i\sqrt{K_1}e^{\frac{z}{2}}) \exp(\pm 2i\sqrt{K_1}e^{\frac{z}{2}} + d'z)
\]

where

\[
d' = \frac{-2m + 1}{2} + \frac{-2n - 1}{4} = \frac{-2m + 1}{2} + \frac{2m - 1}{4} = \frac{-2m + 1}{4},
\]

as asserted. We note that we can obtain \( d' \) directly by replacing \( n \) by \( m - 1 \) in (1.14).

To prove the converse part, we define \( f \) by (5.8) or (5.10) with the constants chosen as above. The function \( f \) can be verified to satisfy equation (1.10) with \( K_0 \) given by (1.12), and \( f \) has a finite exponent of convergence of zeros. This completes the proof.

\[\text{Remark 5.1} \quad \text{We note that the integer } n \text{ in (1.7) in the statement of Theorem B is only allowed to be non-negative. We can allow for negative } n \text{ in (1.12) of Theorem 1.2 in the above argument due to the application of (4.3), (4.6) and (4.7).}\]

\[\text{Remark 5.2} \quad \text{The above argument also proves that for each branch of (5.4) to have a finite number of zeros in } \zeta \text{ in}
\]

\[-\pi + 2\pi k < \arg \zeta < \pi + 2\pi k, \quad k = 0, \pm 1, \pm 2, \ldots,
\]

then it reduces to

\[
(5.11) \quad H_{n+\frac{1}{2}}^{(1)}(\zeta e^{2\pi i}) = \frac{\sin(1 - 2s)(n + \frac{1}{2})\pi}{\sin(n + \frac{1}{2})\pi} H_{n+\frac{1}{2}}^{(1)}(\zeta) - e^{-(n+\frac{1}{2})\pi i} \frac{\sin 2s(n + \frac{1}{2})\pi}{\sin(n + \frac{1}{2})\pi} H_{n+\frac{1}{2}}^{(2)}(\zeta)
\]

\[= \pm H_{n+\frac{1}{2}}^{(s)}(\zeta),\]

where \( s \in \mathbb{Z} \).

6 The Finite-Zero Problem of Coulomb Wave Functions

The first of two linearly independent solutions of the Coulomb wave equation (1.20) is given by the regular Coulomb wave function defined as

\[
(6.1) \quad F_L(\eta, x) = C_L(\eta) x^{L+1} e^{-i\eta} M(L + 1 - i\eta, 2L + 2, 2ix),
\]
where $C_L(\eta)$ is the Gamow factor\(^3\) defined by [39, p. 494]

\begin{equation}
C_L(\eta) = 2^L e^{i \sigma_L(\eta) - \frac{\pi}{2}} \frac{\Gamma(L + 1 - i \eta)}{\Gamma(2L + 2)},
\end{equation}

where $L$ and $\eta$ are complex constants, and $M(a, b, z)$ is a confluent hypergeometric (entire) function [1, p. 504], and it is a solution to the Kummer equation [1, 2, 11, 42].

A second linearly independent solution to (1.20) is given by the irregular Coulomb wave function defined as

\[
G_L(\eta, x) = \begin{cases} 
F_{-L-1}(\eta, x) - \cos x(L, \eta) F_L(\eta, x) & \text{if } 2L \text{ is not an integer}, \\
\frac{\partial F_{-L-1}(\eta, x)}{\partial L} - \cos x(L, \eta) \frac{\partial F_L(\eta, x)}{\partial L} & \text{if } 2L \text{ is an integer},
\end{cases}
\]

where the phase function $x(L, \eta)$ [17, §6] is given in (A.6).

We further introduce the modified Coulomb wave functions (see [17]):

\begin{equation}
\psi_{\pm}(L, \eta, x) = G_L(\eta, x) \pm i F_L(\eta, x),
\end{equation}

in analogy to the Bessel functions of the third kind (Hankel functions). We have the following analogue of Lemma 2.1.

**Lemma 6.1** Let $C$ and $D$ be two non-zero constants. Then, for each positive number $\delta$, $0 < \delta < \pi/2$, the combination of the modified Coulomb wave functions\(^4\)

\begin{equation}
V(\zeta) = C \psi_+(L, \eta; \zeta) + D \psi_-(L, \eta; \zeta)
\end{equation}

has an infinite number of zeros in $\Omega(0, +\infty; \delta)$. In particular, (2.7) and (2.8) hold for $V(\zeta)$.

**Proof** We assume both $C$ and $D$ to be non-zero constants. Let $\delta > 0$ be fixed. Then both $\psi_+$ and $\psi_-$ are analytic in $\Omega(r, R; \delta)$. Suppose (6.4) has only a finite number of zeros in $\Omega(0, +\infty; \delta)$. Let

\begin{equation}
\chi := \chi(L, \eta; \zeta) = \zeta - \eta \log(2\zeta) - L\pi/2 + \sigma_L(\eta).
\end{equation}

We shall show that the inequality

\begin{equation}
| (C \psi_+(L, \eta; \zeta) + D \psi_-(L, \eta; \zeta)) - (C e^{i \chi(L, \eta; \zeta)} + D e^{-i \chi(L, \eta; \zeta)}) | < | C e^{i \chi(L, \eta; \zeta)} + D e^{-i \chi(L, \eta; \zeta)} |
\end{equation}

holds on the closure of $\Omega(r, R; \delta)$.

---

\(^3\)This factor is more general than the one given in [1, p. 537] since we consider complex $L$ and $\eta$.

\(^4\)This refers to their principal branch.
Let \( \hat{C} = Ce^{-i(L\pi/2^2 + \sigma_1(n) + \eta_1 \log 2)} \), and \( \hat{D} = De^{i(L\pi/2 - \sigma_1(n) + \eta_1 \log 2)} \) and \( \zeta = re^{i\theta} \). We further let \( \eta = \eta_1 + i\eta_2 \),

\[
(6.7) \quad \chi_1 = r \cos \theta - \eta_1 \log r + \eta_2 \theta,
\]

\[
(6.8) \quad \chi_2 = r \sin \theta - \eta_2 \log r - \eta_1 \theta,
\]

where \( \eta_1, \eta_2, \chi_1 \) and \( \chi_2 \) are all real.

Let \( R \) and \( r \) \((R > r)\) be sufficiently large. Then the asymptotic expansions (A.7) and (A.8) of the modified Coulomb wave functions (6.3) with the remainders (A.9) holds on the boundary and in the interior of \( \Omega(r, R; \delta) \). Here the \( K \) denotes a positive constant.

Thus for large \( r \) we have the inequalities

\[
(6.9) \quad |(C\psi_+(L, \eta; \zeta) + D\psi_-(L, \eta; \zeta)) - (Ce^{i\chi(L, \eta; \zeta)} + De^{-i\chi(L, \eta; \zeta)})| \\
= K\left[|C e^{i\chi(L, \eta; \zeta)} L_1^+(\zeta) + De^{-i\chi(L, \eta; \zeta)} L_1^-(\zeta)| \right] \\
\leq K\left[\left(|C e^{i\chi(L, \eta; \zeta)}| + |De^{-i\chi(L, \eta; \zeta)}|\right)|\zeta|^{-1}\right] \\
= K\left[\left(|\hat{C} e^{i\chi_1 + i\chi_2}| + |\hat{D} e^{-i\chi_1 + i\chi_2}|\right)|\zeta|^{-1}\right]
\]

holds on the boundary and in the interior of \( \Omega(r, R; \delta) \). Here the \( K \) denotes a positive constant.

On the other hand, we have for all sufficiently large \( r \),

\[
(6.10) \quad |(C\psi_+(L, \eta; \zeta) + D\psi_-(L, \eta; \zeta)) - (Ce^{i\chi(L, \eta; \zeta)} + De^{-i\chi(L, \eta; \zeta)})| \\
= O\left(\frac{1}{r}\right) \cdot \begin{cases} 
|\hat{D}|e^{\chi_2}\left(1 + \frac{|\hat{C}|}{|\hat{D}|}e^{-2\chi_2}\right) & \text{if } 0 \leq \theta \leq \pi - \delta, \\
|\hat{C}|e^{-\chi_2}\left(1 + \frac{|\hat{D}|}{|\hat{C}|}e^{2\chi_2}\right) & \text{if } -\pi + \delta \leq \theta < 0 
\end{cases}
\]

We now choose

\[
r_p = \pi(p - \sqrt{p}) - \frac{1}{2} \arg\left(\frac{\hat{C}}{\hat{D}}\right),
\]

where the principal value of the argument is chosen and \( p \) is a suitably chosen large integer. Since the parameter \( \eta = \eta_1 + i\eta_2 \) and the argument of \( \zeta = re^{i\theta} \) are fixed, so we may chose the integer \( p \) so large so that \( r = |\zeta| = r_p \) satisfies

\[
(6.12) \quad | - \eta_1 \log r_p + \eta_2 \theta | \leq (\text{const.}) \sqrt{p}.
\]
We further assume that

\[(6.13) \quad 0 \leq |\theta| < \left( \frac{\pi}{4r_p} \right)^{\frac{1}{2}}.\]

Then as in the proof of Lemma 2.1 we have

\[
2r_p - \frac{\pi}{4} < 2r_p \left( 1 - \frac{\theta^2}{2} \right) < 2r_p \cos \theta < 2r_p.
\]

We deduce from (6.7) and (6.12) that

\[
2p\pi \left( 1 + o(1) \right) - \frac{\pi}{4} < \text{arg} \left( \hat{C} \hat{D} e^{2ix_1} e^{-2ix_2} \right) < 2p\pi \left( 1 + o(1) \right).
\]

We deduce that if (6.13) holds then

\[(6.14) \quad \Re \left( \hat{C} \hat{D} e^{2ix_1} e^{-2ix_2} \right) > 0, \quad \text{and} \quad \Re \left( \frac{\hat{D}}{\hat{C}} e^{-2ix_1} e^{2ix_2} \right) > 0.
\]

Thus we obtain from (6.8), (6.11), (6.14) that if (6.13) holds, then

\[
(6.15) \quad |Ce^{i(x_1\eta^2)} + De^{-i(x_1\eta^2)}| = |\hat{C} e^{i(x_1+i\xi)} + \hat{D} e^{-i(x_1+i\xi)}| \geq \begin{cases} |\hat{D}| e^{x_2} & \text{if } 0 \leq \theta < \left( \frac{\pi}{4r_p} \right)^{\frac{1}{2}}, \\ |\hat{C}| e^{-x_2} & \text{if } -\left( \frac{\pi}{4r_p} \right)^{\frac{1}{2}} < \theta < 0 \end{cases}
\]

\[
= \begin{cases} |\hat{D}| \max \{e^{x_2}, e^{-x_2}\}, & \text{if } 0 \leq \theta < \left( \frac{\pi}{4r_p} \right)^{\frac{1}{2}}, \\ |\hat{C}| \max \{e^{-x_2}, e^{x_2}\}, & \text{if } -\left( \frac{\pi}{4r_p} \right)^{\frac{1}{2}} < \theta < 0 \end{cases}
\]

\[
\geq \hat{\Delta}_2 \max \{e^{x_2}, e^{-x_2}\}, \quad \text{if } 0 \leq |\theta| < \left( \frac{\pi}{4r_p} \right)^{\frac{1}{2}}
\]

\[
= \hat{\Delta}_2 e^{\|x_2\|},
\]

where \(\hat{\Delta}_2 = \min \{\hat{C}, \hat{D}\}\).

It remains to consider the case when (6.13) is false. That is, we assume

\[(6.16) \quad \left( \frac{\pi}{4r_p} \right)^{\frac{1}{2}} \leq |\theta| \leq \pi - \delta.
\]

Without loss of generality, we may assume that the integer \(p\) is chosen large enough so that

\[
\left( \frac{\pi}{4r_p} \right)^{\frac{1}{2}} < \delta.
\]
Then (6.16) yields

\[ |2r_p \sin \theta| > 2r_p \sin \left( \frac{\pi}{4r_p} \right) \geq 2r_p \frac{2}{\pi} \left( \frac{\pi}{4r_p} \right)^{\frac{1}{2}} = \left( \frac{4r_p}{\pi} \right)^{\frac{1}{2}}, \]

and hence

\[ |2\chi| = |2(r_p \sin \theta - \eta_1 \log r - \eta_2 \theta)| = \left( \frac{4r_p}{\pi} \right)^{\frac{1}{2}} (1 + o(1)). \]

We deduce from (6.11) that

\[ \left| Ce^{i \chi(L, \eta)} + De^{-i \chi(L, \eta)} \right| = \left| \tilde{C}e^{i \chi_1} + \tilde{D}e^{-i \chi_1} \right| \]

\[ \geq \left\{ \begin{array}{cl}
\left| \tilde{D}e^{-i \chi_1}e^{\chi_2} \left( 1 - \frac{\tilde{C}}{\tilde{D}} \cdot e^{-4r_p/\pi(1+o(1))} \right) \right| & \text{if } \left( \frac{\pi}{4r_p} \right)^{\frac{1}{2}} \leq \theta \leq \pi - \delta, \\
\left| \tilde{C}e^{i \chi_1}e^{-\chi_2} \left( 1 - \frac{\tilde{D}}{\tilde{C}} \cdot e^{4r_p/\pi(1+o(1))} \right) \right| & \text{if } -\pi + \delta \leq \theta \leq -\left( \frac{\pi}{4r_p} \right)^{\frac{1}{2}}.
\end{array} \right.

\[ \geq \frac{\Delta_2}{2} e^{\chi_2}, \]

whenever (6.16) holds and the integer \( p \) is chosen sufficiently large.

We deduce from (6.11) and (6.15) that (6.17) now holds for \( |\arg \zeta| \leq \pi - \delta \). We finally deduce from (6.10) and (6.17) that the inequality (6.6) holds on the boundary of the semi-annular region \( \Omega(r_p, r_q; \delta) \) where \( q > p \). Rouché’s theorem implies that the function (6.4) has the same number of zeros as the function

\[ Ce^{i \chi(L, \eta)} + De^{-i \chi(L, \eta)} \]

in \( \Omega(r_p, r_q; \delta) \) for \( r_p \) large. Clearly the above argument is valid for each \( \delta > 0 \).

The zeros of (6.18) in the \( \chi \)-plane are given by

\[ \chi = \left[ \frac{-1}{2i} \log \left( \left( -\frac{C}{D} \right) + 2\pi i k \right) \right], \]

for all integers \( k \) sufficiently large. But

\[ \chi = \chi(L, \eta; \zeta) = \zeta(1 + o(1)), \]

as \( \zeta \to \infty \) in \( \Omega(r, R; \delta) \). Thus, the zeros (6.19) in the complex \( \chi \)-plane are mapped onto the \( \Omega(r_p, r_q; \delta) \) by \( \chi \) with only a small perturbation. The images of the zeros in \( \Omega(r_p, r_q; \delta) \) tends to the locations given by (6.19) as their moduli tend to infinity. We therefore conclude that (6.18) has

\[ \frac{2r_q}{\pi} + O(1) \]

many zeros as \( q \to +\infty \) for a fixed \( p \). In fact, the zeros in (6.19) have exponent of convergence equal to one. In particular, (2.7) and (2.8) hold.
Remark 6.2 Since we have only used the first leading terms in the asymptotic expansions (A.7) and (A.8) in the proof above, so it is not difficult to verify that the conclusion of the lemma still holds if we replace the assumption (6.4) by the asymptotic relation:

\[ V(\zeta) \sim C \psi_+(L, \eta; \zeta) + D \psi_-(L, \eta; \zeta), \]

or even with the leading asymptotic terms only:

\[ (6.21) \quad V(\zeta) \sim C e^{i\chi(L, \eta; \zeta)} + D e^{-i\chi(L, \eta; \zeta)}. \]

Remark 6.3 Although the argument used in the above proof is valid in the region in \(-\pi < \arg \zeta < \pi\) by the asymptotic expansions (A.7) and (A.8) of the modified Coulomb wave functions, the corresponding asymptotic formulae exist when the phase angle differs from the above range by any integral multiple of 2\(\pi i\) (see (A.11) and [17, (8.8a')]).

Next we state a lemma whose proof is similar to the proof of Lemma 2.2.

Lemma 6.4 Let \(\alpha, C\) and \(D\) be three non-zero constants, and let \(L\) and \(\eta\) be arbitrary constants. Then the entire function

\[ C \psi_+(L, \eta; \alpha e^{-z}) + D \psi_-(L, \eta; \alpha e^{-z}) \]

has an infinite exponent of convergence of zeros.

Remark 6.5 In view of Remark 6.2, the conclusion of the above lemma clearly holds under the weaker assumption that

\[ W(\alpha e^{-z}) \sim C \psi_+(L, \eta; \alpha e^{-z}) + D \psi_-(L, \eta; \alpha e^{-z}), \]

or even with only

\[ (6.22) \quad W(\alpha e^{-z}) \sim C e^{i\chi(L, \eta; \alpha e^{-z})} + D e^{-i\chi(L, \eta; \alpha e^{-z})}. \]

7 Lommel-Transform on Coulomb wave Equation

We apply the Lommel-transformation (3.1) to the Coulomb wave equation (1.20) and obtain

\[ (7.1) \quad t^2 u''(t) + (1 + 2\gamma - \beta)t u'(t) + \left[ \alpha^2 \beta^2 t^{2\beta} - 2\eta \alpha \beta^2 t^{\beta} + (\gamma - \beta) - L(L+1)\beta^2 \right] u(t) = 0. \]

The solution of the transformed equation (7.1) is now given by

\[ (7.2) \quad u(t) = t^{-\gamma} y(x) = t^{-\gamma} y(\alpha t^\beta) = t^{-\gamma} \left[ A F_L(\eta, \alpha t^\beta) + B G_L(\eta, \alpha t^\beta) \right]. \]
We now make a further change of variable of the type (3.4) that transforms (7.1) to

\[ f''(z) + m(2\gamma - \beta)f'(z) + m^2(\alpha^2\beta^2 e^{\beta mz} - 2\eta\alpha\beta^2 e^{\beta mz} + \gamma(\gamma - \beta) - L(L + 1)\beta^2) f(z) = 0. \]

The solution to the above equation is then given by

\[ f(z) = u(t) = u(e^{\eta mz}) = e^{-\gamma mz} \left[ A F_L(\eta, \alpha e^{\beta mz}) + B G_L(\eta, \alpha e^{\beta mz}) \right]. \]

8 Proofs of Theorems 1.3 and 1.6

Proof of Theorem 1.3 Let us choose 

\[ K = -\left( L + \frac{1}{2} \right)^2 = -\left( n_{\pm} + \frac{1}{2} \pm \frac{1}{2} \right)^2 = \begin{cases} -\left( n - 1 \right) + 1/2 + 1/2 & \left( n + 1/2 - 1/2 \right)^2 \\ -\left( n + 1/2 - 1/2 \right)^2 & \end{cases} = -n^2. \]

We further deduce that

\[ a_{\pm} = 2(1 + i\eta_{\pm}) = 2(1 \mp 1/2) = \begin{cases} 1 & \left( n_{\pm} + 1 \right) \pm 1/2 \\ 3 & \end{cases} \]

and

\[ b_{\pm} = -2i\alpha_{\pm} = \begin{cases} 1 & \\ -1. & \end{cases} \]

Substituting all the above constants into Theorem 1.6 completes the proof.

Proof of Theorem 1.6 Let \( f(z) \) be a non-trivial solution of (1.25). Then we get (7.3) by applying the Lommel transformation (3.1) to the Coulomb wave equation (1.20). Comparing the coefficients in equations (1.25) and (7.3), we deduce that \( m = -1, \beta = 1, \gamma = \beta/2 = 1/2, \)

\[ \alpha^2 = K_{-2}, \quad -2\eta\alpha = K_{-1}, \quad -1/4 - L(L + 1) = K_0. \]
This and (7.4) give (1.27), (1.28), and that two linearly independent solutions to (1.25) are given by (1.26) as stated in the Theorem. We may assume, in addition, that the coefficient $K_{-1} \neq 0$ since otherwise the equation can be transformed to equation (1.10).

Suppose now that $\lambda(f) < +\infty$. Let $x = e^{-z}$. Then

$$f(z) = V(x) = AG_L(\eta, \alpha x) + BF_L(\eta, \alpha x).$$

As in the proof of Theorem 1.2, we rewrite (8.2) in terms of the modified Coulomb wave functions $\psi_+$ and $\psi_-$ (defined in (6.3)) in the form of

$$V(x) = C\psi_+(L, \eta; \alpha x) + D\psi_-(L, \eta; \alpha x),$$

where the constants $C$ and $D$ are as given in (5.3). We observe from the definitions of the modified Coulomb wave functions that $V(x)$ given by (8.3) is analytic in $\mathbb{C}$. It follows from Lemmas 6.1 and 6.4 that if $\lambda(f) < +\infty$ for a non-trivial solution, then exactly one of the constants $C$ and $D$ must be zero. Without loss of generality, we may assume that $C = 1, D = 0$, i.e., $A = -iB$. It remains to investigate when

$$\lambda(\psi_+(L, \eta, \alpha e^{-z})) < +\infty.$$

But (8.4) must hold for each branch, including the principal branch of $\psi_+$. However, we have

$$f(z) = \psi_+(L, \eta, \alpha e^{-z}) = \psi_+(L, \eta, \alpha e^{-z} e^{2im\pi})$$

where the last term above is given by an analytic continuation of the $\psi_+$. Since the asymptotic expansion of a branch of $\psi_+$ in the phase range $(2m - 2)\pi + \varepsilon < \arg \rho < 2m\pi - \varepsilon$ ($m \in \mathbb{Z}$)$^5$ is given by (A.11) [17, (8.8a), p. 6164].$^6$ so we have

$$\psi_+(L, \eta; \alpha \zeta) \sim Ce^{i\chi(L, \eta; \alpha \zeta)} + De^{-i\chi(L, \eta; \alpha \zeta)},$$

where

$$C = \frac{e^{-2(m-1)\pi \eta}}{\sin(2\pi L)} \left\{ \sin(2m\pi L) - e^{-2\pi \eta} \sin[2(m-1)\pi L] \right\}$$

and

$$D = -\frac{e^{i2m\pi \eta}}{\sin(2\pi L)} \sin(2m\pi L) \left\{ 1 - e^{-2\pi i(L-i\eta)} \right\}.$$

According to Remark 6.5, in order for the asymptotic relation (6.22) for any non-trivial solution to satisfy (1.3), exactly one of the coefficients of (6.22) must be zero.

$^5$We have used the same notation to denote different branches of $\psi_+$ that differ from the principal branch by an integral multiple of $2\pi$.

$^6$We note that the authors in [17, p. 6163] applied (A.10) repeatedly to obtain an analytic continuation formula for $\psi_+$ for general phase angles. They then use this formula together with (A.7), (A.8) to obtain the asymptotic expansion (A.10) as stated in the appendix. However, the authors did not explicitly give the analytic continuation formula for general phase angles in [17]. But formula (A.11) suffices for our application here.
In other words, exactly one of (8.5) or (8.6) above must be zero for each non-zero integer \( m \). Since we have assumed that \( K_1 \neq 0 \), equation (8.1) implies that \( \eta \neq 0 \) as well.

Suppose we have

\[
L = k, k \in \mathbb{Z} \quad \text{or} \quad L = k + \frac{1}{2}, k \in \mathbb{Z}.
\]

Then a simple application of L’Hospital’s rule to (8.5) as \( L \to k \) or \( L \to k + 1/2 \), for each integer \( k \), shows that

\[
e^{-2\pi \eta} = \frac{m}{m - 1},
\]

which never holds. Hence \( c \neq 0 \) when (8.7) holds. If we now apply L’Hospital’s rule to (8.6) as \( L \to k \) or \( L \to k + 1/2 \), for each integer \( k \), then we obtain

\[
D = -e^{+2\pi m \eta} \{1 - e^{-2\pi i(L - \eta)}\}.
\]

which is zero if and only if \( 1 - e^{-2\pi i(L - \eta)} = 0 \). Combining (8.8), (8.9) with Lemmas 6.1 and 6.4, we obtain a contradiction to (8.4) unless \( 1 - e^{-2\pi i(L - \eta)} = 0 \). That is,

\[
L - i\eta = n
\]

for some integer \( n \). We deduce from (A.5) that \( n \) must be non-negative.

We assume henceforth that

\[
L \neq k, k \in \mathbb{Z} \quad \text{and} \quad L \neq k + \frac{1}{2}, k \in \mathbb{Z}.
\]

We first assume that \( C \) is zero, then (8.5) implies

\[
\sin(2m\pi L) = e^{-2\pi \eta} \sin[2(m - 1)\pi L]
\]

which can be written in the form

\[
e^{-2\pi i(L - \eta)} = \frac{1 - e^{-4m\pi i L}}{1 - e^{-4(m-1)\pi i L}}.
\]

If we denote \( S = e^{-2\pi i(L - \eta)} \), then the above equation becomes

\[
1 - e^{-4m\pi i L} = S(1 - e^{-4(m-1)\pi i L})
\]

for all non-zero integer \( m \). We now distinguish three cases.

(i) If \( \Im(L) < 0 \), then both \( 1 - e^{-4m\pi i L} \) and \( 1 - e^{-4(m-1)\pi i L} \) tend to 1 as \( m \to +\infty \).

We deduce \( S = 1 \). But then (8.14) yields \( e^{4\pi i L} = 1 \), i.e., \( L = k/2, k \in \mathbb{Z} \). This contradicts (8.11) and the assumption that \( \Im(L) > 0 \).
(ii) If \( \Im(L) > 0 \), then since equation (8.12) is independent of the sign of \( L \), we may replace \( L \) by \(-L\). Thus, we may appeal to part (i) and get a contradiction as in (i).

(iii) We now assume that \( \Im(L) = 0 \). Hence \( L \) is real and

\[
|e^{-4m\pi iL}| = 1 \quad \text{and} \quad |e^{-4(m-1)\pi iL}| = 1.
\]

If we iterate equation (8.14) \( m - 2 \) times, then we have

\[
1 - e^{-4m\pi iL} = S^{m-1}(1 - e^{-4\pi iL}).
\]

If we let \( m \to +\infty \), then either \(|S| < 1\) or \(|S| > 1\) will lead to a contradiction, unless \( L \) is an integer. This also contradicts (8.11). We thus assume that \(|S| = 1\). Since \( L \) is real, so \(|S| = 1\) implies that \( \eta = il \) for some integer \( l \). Hence

\[
\pm 1 = s = e^{-2\pi il}
\]

showing that \( L \) must also be either an integer or half an integer. This again contradicts (8.11).

This shows that the constant \( C \) given by (8.5) cannot be zero. Thus, we must have \( D \) in (8.6) to be zero. We deduce \( 1 - e^{-2\pi i(L-i\eta)} = 0 \), and this implies that

\[
L - i\eta = n \tag{8.15}
\]

for some integer \( n \). We notice from (A.5) that \( n \) must be non-negative.

By the analytic continuation principle, the above argument is independent of any particular branch chosen except for the principal branch. The identity theorem implies that there must be a unique non-negative integer \( n \) amongst all branches except perhaps for the principal branch, but otherwise arbitrary, for which (8.10) and (8.15) hold. It remains to consider the principal branch of (1.32). If (1.32) has a finite number of zeros in \( \mathbb{C} \), then the identity theorem implies that the value of \( L - i\eta \) must be amongst the non-negative integers \( n \) found earlier. But it is known that when (8.15) holds, then (1.32) has a finite number of zeros for each non-negative integer \( n \). This conclusion follows from the properties (A.12) and (A.13). This proves that for each branch of \(-\pi + 2\pi k < \arg\zeta < \pi + 2\pi k \) (\( k = 0, \pm 1, \pm 2, \ldots \)), if (1.32) has a finite number of zeros there, then (8.15) holds. We deduce from (8.2) that

\[
V(x) = C\psi_s(L, \eta; \alpha x).
\]

An inspection of the two subscripts of the Whittaker functions in (A.12) implies that the generalized Bessel polynomial can be written in terms of the Whittaker functions from (A.13) by choosing \( a = 2(L - n) = 2(1 + i\eta) \). That is, \( L = a/2 + n \) and \(-i\eta = 1 - a/2 \). In particular, it shows, as expected, that the principal branch of (A.12) has only finitely many zeros when \( L - i\eta = n \).

It follows from (8.1) that there are two values of \( \alpha \) and hence two values of \( \eta \) such that

\[
\alpha = \alpha_\pm = \pm \sqrt{K-2}, \quad -i\eta = -i\eta_\pm = \pm \frac{iK_{-1}}{2\sqrt{K-2}}. \tag{8.16}
\]
Thus

\[(8.17)\]

\[
a_{\pm} := 2(1 + i\eta_{\pm}) = 2 \mp \frac{iK_{-1}}{\sqrt{K_{-2}}}.
\]

We deduce from (8.15) and (8.16) that

\[(8.18)\]

\[L - i\eta_+ = n_+, \quad L - i\eta_- = n_-,
\]

where both \(n_+\) and \(n_-\) are non-negative integers, and

\[(8.19)\]

\[
\frac{iK_{-1}}{\sqrt{K_{-2}}} = (-i\eta_+) - (-i\eta_-) = i(\eta_- - \eta_+) = n_+ - n_-.
\]

We may assume that \(n_+ > n_- \geq 0\) because of the assumption that \(K_{-1} \neq 0\).

In (8.1), we set

\[(8.20)\]

\[
L + \frac{1}{2} = i\sqrt{K_0},
\]

and thus \((8.18)\) together with \((8.16)\) and \((8.19)\) give

\[(8.21)\]

\[
i\sqrt{K_0} = L + \frac{1}{2} = \frac{1}{2} + i\eta_{\pm} + n_{\pm} = \frac{1}{2} \mp \frac{iK_{-1}}{2\sqrt{K_{-2}}} + n_{\pm}.
\]

This proves \((1.28)\) and \((1.29)\).

Substituting \((8.19)\) into \((8.21)\) gives \((1.28)\). It is easy to deduce \((1.29)\) from \((1.28)\). This proves that \((1.28)\) and \((1.29)\) are equivalent.

Let \(b_{\pm} = -2i\alpha_{\pm}\). We see from \((8.2)\), \(A = -iB\), \((6.3)\), \((A.12)\), \((A.13)\) and \((8.17)\) that

\[(8.22)\]

\[
f_+(z) = e^{z/2} \left[ AG_z(\eta_+, \alpha_+ e^{-z}) + BF_z(\eta_+, \alpha_+ e^{-z}) \right]
\]

\[
= -iBe^{z/2} \left[ G_z(\eta_+, \alpha_+ e^{-z}) + iF_z(\eta_+, \alpha_+ e^{-z}) \right]
\]

\[
= -iB \cdot e^{z/2} \psi_z(L, \eta_+, \alpha_+ e^{-z})
\]

\[
= \hat{B} \cdot e^{z/2} W_{-i\eta_+} W_{L+1/2}(-2\alpha_+ e^{-z})
\]

\[
= \hat{B} \cdot e^{z/2} W_{-i\eta_+} W_{L+1/2}(-2i\alpha_+ e^{-z} \cdot e^{-i\pi/2})
\]

\[
= \hat{B} \cdot e^{z/2} y_n(e^z; a_+, b_+) (b_+ e^{-z})^1-a_+/2 \exp(-b_+ e^{-z}/2)
\]

\[
= \hat{B} \cdot e^{z/2} e^{(1-a_+/2)z} y_n(e^z; a_+, b_+) \exp(-b_+ e^{-z}/2).
\]

We only need to replace all the subscripts + by − in the above derivation in order to obtain a second linearly independent solution \(f_-(z)\) as stated in the theorem.

Conversely, suppose we are given non-negative integers \(n_+\) and \(n_-\), \(n_+ > n_- \geq 0\) such that \((1.28)\) or \((1.29)\) is satisfied. Define \(a_{\pm} = 2(1 + i\eta_{\pm})\) and \(b_{\pm} = -2i\alpha_{\pm}\) such that \((1.27)\) holds, then the functions \((1.30)\) and \((1.31)\) are two linearly independent solutions of \((1.25)\) each with finite exponent of convergence of zeros. This completes the proof of the theorem.
9 The Remaining Case $\ell \geq 3$ and a Problem of Heine

We have already dealt with the equation (1.1) when $\ell = 1, 2$. We now consider the equation when $\ell \geq 3$. In view of Remark 1.9, it suffices to consider the case where $\ell \geq 3$ and $k = 0$.

As already mentioned in the introduction, there is no suitable special function theory for function as solutions to (3.2) when $n' = 0$ and $n > 2$ other than the Bessel and Coulomb wave functions ($n' = 0$ and $n = 2$). This is discussed in more detail in §10.4.

We shall, as in the case of Bank [4], suppose that (1.1) has a solution $f(z)$ with $\lambda(f) < +\infty$. Hence $f(z)$ must admit either the representation (1.4) or (1.5) depending on whether $\ell$ is odd or even, respectively [14, Prop. 1]. However, instead of constructing an explicit solution as in [4], we relate the problem to a problem of Heine and give an entirely new combinatorial-type result.

Let us write $f(z)$ in the form

(9.1) $f(z) = \psi(e^{\ell/2}) \exp\left( P(e^{\ell/2}) + zd \right)$,

where

(9.2) $P(\zeta) = \sum_{j=1}^{\ell_1} d_j \zeta^j, \quad i = 1, 2$

and where $q = 1, \ell_1 = \ell/2$ if $\ell$ is even and $q = 2, \ell_2 = \ell$ when $\ell$ is odd [14, Prop. 1], $d$ is a constant and $\psi(\zeta)$ is a polynomial of the form:

(9.3) $\psi(\zeta) = c_n \zeta^n + \cdots + c_0$.

We may assume that $P(0) = 0$ in (9.2). Also by adjusting the value of $d$ in (9.1), we may assume $c_0 \neq 0$ in (9.3). It is a routine calculation to show that the $\psi(\zeta)$ in (9.1) satisfies the following differential equation

(9.4) $\zeta^2 \psi''(\zeta) + \left( 2\zeta^2 P'(\zeta) + (2dq + 1)\zeta \right) \psi'(\zeta) + \left\{ \zeta^2 P''(\zeta) + \left( \zeta P'(\zeta) \right)^2 \right. \nonumber$

$\left. + (2dq + 1)\zeta P'(\zeta) + q^2 \left( d^2 + \sum_{j=0}^{\ell_1} K_j \zeta^{qj} \right) \right\} \psi(\zeta) = 0.$

In the case when $\ell$ is odd, we shall give a general condition that relates the polynomial $P(\zeta)$ and the coefficients $K_j, j = 0, \ldots, \ell$ that must be satisfied in order for (1.1) (with $\ell > 0$ and $k = 0$ in (1.2)) to admit a solution $f$ that satisfies (1.3).

We first recall the following result due to one of the authors [14]:

**Theorem D** Let $\ell$ and $k$ be integers such that $\ell$ is odd and $\ell \geq k = 0$. Suppose that the equation (1.1) with the coefficient $\lambda(z)$ given by (1.2) admits a zero-free solution $f(z)$, then $K_j = 0, j = 1, \ldots, \ell - 1; K_0 \neq 0$. Moreover,

$$K_0 = -\frac{\ell^2}{16}.$$
Let \( f(z) = \exp(d_\ell d^{\ell/2} - \ell z/4) \),
and \( \ell^2 d_\ell^2 + 4K_\ell = 0 \).

The following theorem allows us to consider solutions \( f(z) \) to (1.1) with \( 0 \leq \lambda(f) < +\infty \).

**Theorem 9.1**  Assume that \( \ell, \ell \geq 3 \) is odd and that the coefficients \( K_{\ell}, \ldots, K_{(\ell+1)/2} \) are given in (1.2). Then there are at most

\[
2 \left( \frac{n + (\ell - 1)/2}{n} \right)
\]

choices of the remaining coefficients \( K_{(\ell-1)/2}, \ldots, K_1 \), such that for each of the choices the differential equation (1.1) admits a solution given by (9.1) with the polynomial \( \psi(\zeta) \) of degree \( n \) given by (9.3).

The proof of this theorem is based on the following problem studied by Heine.

**Theorem E**  (Heine [26, pp. 472–479]) Let \( \Pi_{\ell+2}(\zeta) \) and \( \Pi_{\ell+1}(\zeta) \), be given polynomials of degrees \( \ell + 2 \) and \( \ell + 1 \), respectively. Then there are at most

\[
\left( \frac{n + \ell}{n} \right)
\]

determinations of polynomials \( \Pi_{\ell}(\zeta) \) of degree \( \ell \) such that for each of these polynomials the differential equation

\[
\Pi_{\ell+2}(\zeta)y''(\zeta) + \Pi_{\ell+1}(\zeta)y'(\zeta) + \Pi_{\ell}(\zeta)y(\zeta) = 0
\]

admits a polynomial solution \( y(\zeta) \) of exact degree \( n \).

**Remark 9.2**  In general the number of choices of \( \Pi_{\ell}(\zeta) \) in the Theorem E is exactly \( \binom{n+\ell}{n} \) (see Szegö [38, p. 151]). This implies the choices of the remaining coefficients \( K_{(\ell-1)/2}, \ldots, K_1 \) asserted in Theorem 9.1 have the lower bound

\[
\left( \frac{n + (\ell - 1)/2}{n} \right).
\]

However, we do not know under what condition that the number of choices of the coefficients \( \Pi_{\ell}(\zeta) \) matches the upper bound \( \binom{n+\ell}{n} \), except for the special case as described in Szegö [38, pp. 151–155].

**Remark 9.3**  Suppose the \( k, 0 \leq k \leq \ell - 1 \), coefficients of the polynomial \( \Pi_{\ell}(\zeta) \) of (9.7) are fixed, then according to the argument used by Heine [26], the upper bound of the number of choices (9.6) of the \( \Pi_{\ell} \) and the polynomial solutions \( \psi \) of (9.7) is reduced to

\[
\left( \frac{n + \ell - k}{n} \right).
\]
Remark 9.4  We note that Heine’s result is an existence theorem, that is, it does not give a constructive way to find the polynomial \(\Pi_\ell(\zeta)\) or the corresponding polynomial solution \(y(\zeta)\) asserted in Theorem E. However, Heine’s theorem is a fundamental result in electrostatic models of orthogonal polynomials [38], and in quantized physical models [29, 30].

Proof of Theorem 9.1  Suppose that (1.1) admits a solution \(f(z)\) that satisfies (1.3), hence Theorem A implies that \(f(z)\) has a representation in the form of (9.1). Thus \(f(z)\) is given by (9.1) with \(q = 2\) and \(P(\zeta)\) in (9.4) has degree \(\ell\).

Substituting \(f(z)\) into (1.1) gives the equation (9.4) satisfied by the polynomial (9.3) with \(P(\zeta)\) given by (9.2). We may assume without loss of generality that the coefficient \(c_\nu = 1\) in (9.3).

We now note that the equation (9.4) can be written in the form

\[
\Pi_2(\zeta)y''(\zeta) + \Pi_{\ell+1}(\zeta)y'(\zeta) + \Pi_\ell(\zeta)y(\zeta) = 0,
\]

where

\[
\Pi_2(\zeta) = \zeta^2, \quad \Pi_{\ell+1}(\zeta) = 2\zeta^2P'(\zeta) + (4d + 1)\zeta,
\]

and

\[
\Pi_\ell(\zeta) = \zeta^2P''(\zeta) + (\zeta P'(\zeta))^2 + (4d + 1)\zeta P'(\zeta) + 4\left(d^2 + \sum_{j=0}^\ell K_j \zeta^{2j}\right).
\]

Since the polynomial \((\zeta P'(\zeta))^2\) has degree \(2\ell\), the highest degree contribution comes from the term \(\Pi_\ell(\zeta)\psi(\zeta)\) is \(n + 2\ell\), whereas the highest degree contribution from the middle term \(\Pi_{\ell+1}(\zeta)\psi'(\zeta)\) of (9.9) is only \(n + \ell\). Moreover, the highest degree from the term \(\Pi_2(\zeta)y''(\zeta)\) in (9.9) is just \(n\). It follows that the corresponding coefficients for the terms \(\zeta^n\), \(1 + \ell \leq \nu \leq 2\ell\) in (9.11) must vanish. When \(\nu = 2\ell\), the coefficient for \(\zeta^n\) is

\[
(\ell^2d_{\ell}^2 + 4K_{\ell})c_\nu = 0.
\]

Since both \(c_\nu\) and \(K_{\ell}\) are assumed to be non-zero, so we deduce that \(d_{\ell} \neq 0\). It will be sufficient to consider the coefficients of \(\zeta^n\) in (9.11) for the remaining equations where \(1 + \ell \leq \nu \leq 2\ell - 1\):

(A) \(\nu\) is even and \(1 + \ell \leq \nu \leq 2\ell - 1\),

\[
\left(\frac{\nu}{2}\right)^2d_{\nu/2}^2 + \sum_{\substack{i+j=\nu \\ i<j}} 2ijd_id_j + 4K_{\nu/2} = 0.
\]

(B) \(\nu\) is odd and \(1 + \ell \leq \nu \leq 2\ell - 1\),

\[
\sum_{\substack{i+j=\nu \\ i<j}} 2ijd_id_j = 0.
\]
In case (B) above where $\nu$ is odd, a simple finite induction applied to (9.14) implies

\begin{equation}
(9.15) \quad \text{all the } d_j, \text{ with } j \text{ even, must vanish,}
\end{equation}

as was already proved in [7] (see also [14, Prop. 1]). That is, all the equations in (9.14) vanish. We now analyze the equations described in (9.13). With a given value of $K_\ell$, the equation (9.12) can be solved to give two values of $d_\ell$, which we denote by $d_\ell$ and $-d_\ell$, say.

Let us take $\nu = 2\ell - 2$ in (9.13). Then $\ell - 1$ is even, so (9.15) implies that $d_{\ell-1} = 0$. Hence

\begin{equation}
(9.16) \quad 2\ell(\ell - 2)d_\ell d_{\ell-2} + 4K_{\ell-1} = 0,
\end{equation}

since (9.15) implies $d_{\ell-1}d_{\ell-3} = 0$. It follows from (9.16), (9.17) and with the given $K_{\ell-2}$, that we can determine unique $d_{\ell-4}$ and $-d_{\ell-4}$ each for the two choices of $d_\ell$ and $-d_\ell$. We now apply finite induction to (9.13) to repeat the above calculation to conclude that the two sets of coefficients

\begin{equation}
(9.18) \quad \{d_\ell, \ldots, d_1\}, \quad \{-d_\ell, \ldots, -d_1\}
\end{equation}

(solutions to equations (9.13)) obtained are uniquely determined by the coefficients $K_\ell, \ldots, K_{(\ell+1)/2}$.

Let us now analyze the coefficients $A_\nu$ of $\zeta^\nu$ of $\Pi_\ell(\zeta)$ in (9.11) where $1 \leq \nu \leq \ell$. We again distinguish the cases of even and odd indices:

(C) \quad $\nu$ is even and $1 \leq \nu \leq \ell$,

\begin{equation}
(9.19) \quad A_\nu = \left(\nu \over 2\right)^2 d_\nu^2 + \sum_{i+j=\nu\atop i<j} 2i j d_i d_j + 4K_{\nu/2}.
\end{equation}

(D) \quad $\nu$ is odd and $1 \leq \nu \leq \ell$,

\begin{equation}
(9.20) \quad A_\nu = \nu(4d + \nu)d_\nu + \sum_{i+j=\nu\atop i<j} 2i j d_i d_j = \nu(4d + \nu)d_\nu,
\end{equation}

since (9.15) implies that all the $d_j = 0$, for $j$ even.
In particular, when \( \nu = \ell + n \), then it follows from the higher powers of \( \zeta \) in (9.19) when \( \nu \) is even or from (9.20) when \( \nu \) is odd, and the highest power of \( \zeta \) in the term \( \Pi_{\ell+1}(\zeta) \psi'(\zeta) \) of equation (9.9) that the following equation

\[
2n\ell\ell' + \ell(4d + \ell)\ell' = 0
\]

holds. That is,

(9.21) \[ 2n + 4d + \ell = 0 \]

since both \( \ell' \) and \( \ell \) are non zero. This determines \( d \) uniquely. The relation (9.21) was also proved in [14, (2.17) and Theorem 4] by a different method.

It follows from (9.19), (9.20) and (9.15) that each of the coefficients \( K_{(\ell-1)/2}, \ldots, K_1 \) appears only in the coefficients of \( \zeta^\nu \) in (9.4), \( q = 2 \) when \( \nu (\nu \leq \ell - 1) \) is positive and even, and in a recursive manner as \( \nu \) decreases from \( \ell \) down to 1. The remaining coefficients of \( \zeta^\nu \) in (9.13) for \( 1 \leq \nu \leq \ell \), that is, those in (9.18) were already determined by the given \( K_j, j = (\ell + 1)/2, \ldots, \ell \), as was shown in a previous argument.

Since both the coefficients \( \Pi_2(\zeta) \) and \( \Pi_{\ell+1}(\zeta) \) contain no constant term, and so the only constant term in \( \Pi_\ell \) must satisfy

(9.22) \[ d^2 + K_0 = 0. \]

Recall that the value of \( d \) is already determined by (9.21); we deduce that \( K_0 \) is also determined uniquely by (9.22). But since the value of \( d \) depends only on \( \ell \) and \( n \), so is \( K_0 \). In particular, \( K_0 \) is a negative rational number.

We now apply the transformation

(9.23) \[ \psi(\zeta) = \zeta^n \Psi(1/\zeta) \]

to equation (9.4) where \( n \) is the degree of (9.3). Notice that \( \Psi(t) \) is a polynomial of degree \( n \) since we have assumed that \( c_0 \neq 0 \). This yields an equation, after making the change of variable \( t = 1/\zeta \) and multiplying the resulting equation by \( t^\ell-n \) throughout,

(9.24) \[ \Pi_{\ell+2}(t)\Psi'''(t) + \Pi_{\ell+1}(t)\Psi'(t) + \Pi_\ell(t)\Psi(t) = 0 \]

where

(9.25) \[ \Pi_{\ell+2}(t) = t^{\ell+2}, \quad \Pi_{\ell+1}(t) = (-2n + 2)t^{\ell+1} - t^{\ell+2}\Pi_{\ell+1}(1/t), \]

and

(9.26) \[ \Pi_\ell(t) = n(n-1)t^\ell + t^\ell \Pi_\ell(1/t) + nt^{\ell+1}\Pi_{\ell+1}(1/t). \]

\(^7\text{Note that there is a misprint in [14, (2.17)]: replace } \ell/2 \text{ by } \ell.\)
Clearly the degree of the coefficient $\tilde{\Pi}_{\ell+1}(t)$ is $\ell+2$. We now claim that the coefficient $\tilde{\Pi}_{\ell+1}(t)$ is a polynomial of degree $\ell+1$. This follows from (9.2) ($\ell_1 = \ell_2 = \ell$), (9.10), and (9.25) that

$$\Pi_{\ell+1}(t) = (-2n - 4d + 1)t^{\ell+1} + \delta_1 t^{\ell-1} + \cdots.$$\hspace{1cm} (9.27)

Using (9.21) and noting that $\ell > 0$ and $n \geq 1$, we deduce that the leading coefficient $-2n - 4d + 1 = -\ell + 1$ ($\ell \geq 3$) in (9.27) is never zero. This shows that $\tilde{\Pi}_{\ell+1}$ has degree exactly $\ell + 1$ and the claim is established.

We now show that $\tilde{\Pi}_i(t)$ has degree equal to $\ell$. It is easy to verify from the definition of $\tilde{\Pi}_i(\zeta)$ in (9.11) that

$$nt^{\ell+1} \tilde{\Pi}_i(1/t) = n(4d + 1)t^\ell + \cdots + 2n \ell d_c.$$\hspace{1cm} (9.11)

Also, we have from (9.11) and from (9.20) when $\nu = \ell$ that

$$t^\ell \tilde{\Pi}_i(1/t) = \ell(4d + \ell)d_c + \cdots + (\text{const.}) t^{\ell-1} = \delta_2 t^{\ell-1} + \cdots.$$\hspace{1cm} (9.12)

We deduce from the definition of $\tilde{\Pi}_i(t)$ in (9.26) and the above two equations that

$$\tilde{\Pi}_i(t) = n(n + 4d)t^\ell + \delta_3 t^{\ell-1} + \cdots.$$\hspace{1cm} (9.13)

But (9.21) implies that $n(n + 4d) = (-n - \ell)n \neq 0$. We conclude that $\tilde{\Pi}_i(t)$ has degree exactly $\ell$. Hence the degrees of the polynomial coefficients of the equation (9.24) satisfy the hypothesis of Theorem E.

So we obtain two sets of constants $\{d_j\}$ and $\{-d_j\}$ ($1 \leq \nu \leq \ell$) such that each of them is uniquely determined by the given constants $K_j, j = (\ell + 1)/2, \ldots, \ell$. Since the coefficients $\tilde{\Pi}_{\ell+2}(\zeta)$ and $\tilde{\Pi}_{\ell+1}(\zeta)$ of the equation (9.24) are given in terms of $\{d_j\}$ and $\{-d_j\}$, so we obtain two sets of equations (9.25) and (9.26) with $\{\pm d_j\}$ as coefficients. The argument we use below is independent of the choice of the $\{\pm d_j\}$ in (9.26). Thus, it suffices to consider the constants to be $\{d_j\}$. Then we easily deduce from (9.10), (9.11), (9.19), (9.20) and (9.26) that the coefficients $K_j$ only appear in (9.19) for $j = 1, \ldots, (\ell - 1)/2$. Hence there are exactly $\frac{(\ell - 1)}{2}$ of them. The remaining coefficients in (9.20) only depend on $\{d_j\}$ which were found earlier.

Hence the polynomial $\tilde{\Pi}_i(t)$ has $\ell - (\ell - 1)/2 = (\ell + 1)/2$ coefficients fixed and $(\ell - 1)/2$ of the $\{K_j\}$ are to be chosen. Remark 9.3 to Theorem E shows that there are at most

$$\binom{n + \ell - (\ell + 1)}{\frac{n}{2}}$$

choices of $K_j, j = 1, 2, \ldots, (\ell - 1)/2$, such that for each of which (9.24) and hence (9.9) will admit a polynomial solution (9.2) of degree $n$. A similar argument applies for the set $\{-d_j\}$ and this again gives a set of $K_j, j = 1, 2, \ldots, (\ell - 1)/2$ with the same cardinality as in the previous case. This proves (9.5) as asserted in the theorem.

\textbf{Remark 9.5} We are unable to find a similar result to Theorem 9.1 when $\ell$ is even. This is because of the corresponding formula analogues to (9.21) is very different (see [5, Lemma 3.1] or [14, (2.16)]), and that in general the consideration is more complicated when $\ell$ is even (cf. [14, Theorems 1–3]).
10 Concluding Remarks

10.1 Zero Distribution of Confluent Hypergeometric Functions

The subsection focuses on some direct consequences of the main results (Theorems 1.2 and 1.6) in the zero distribution of the Bessel functions and Coulomb wave functions. In each of the two classes of functions that we shall consider below, it is known that when certain combinations of values of parameters are taken, the corresponding special functions have a finite number of zeros. These results usually appear in the form of a product which has a special polynomial component in its factorization. A main contribution from the proofs of Theorems 1.2 and 1.6 is to give converse statements of the above results, which appear to be new.

We first consider the Bessel and Hankel functions.

**Theorem 10.1** Let \( k \) be an integer, and let \( A, B \) and \( \nu \) be arbitrary complex constants. The expression \( (1.16) \) representing the branch defined in \( \{ \zeta : -\pi + k\pi < \arg \zeta < \pi + k\pi \} \) admits a finite number of zeros if and only if \( A = -iB \) and \( \nu = n + \frac{1}{2} \), for some integer \( n \). In particular, this implies that the Hankel function \( H^{(1)}_\nu(\zeta) \) defined in \( \{ \zeta : -\pi + k\pi < \arg \zeta < \pi + k\pi \} \) admits a finite number of zeros if and only if \( \nu = n + \frac{1}{2} \) for some integer \( n \).

**Proof** If \( A = -iB \) and \( \nu = n + \frac{1}{2} \), for some integer \( n \), then it is well known that (1.16) admits a finite number of zeros. In fact, the expression (1.16) reduces to \( H^{(1)}_{n+1/2}(\zeta) \) which has only finitely many zeros [40, p. 298]. These confirm the first parts of the above (well known) statements. The converse parts are obtained by combining the proofs in \( \S 2 \) and \( \S 5 \) about the finiteness of (1.16) so that the corresponding entire function solution to (1.10) satisfies (1.3) (see Remark 5.2).

Knowledge of the zeros of the Bessel and Hankel functions has many physical applications [32, 19]. In [40, pp. 505-506], the zeros of \( \cos \alpha J_\nu - \sin \alpha Y_\nu \) is mentioned, where \( \alpha \) is a non-zero arbitrary complex number. However, there is no \( \alpha \) that will satisfy \( \cos \alpha = 1 \) and \( \sin \alpha = -i \) which is exactly the case when the expression is reduced to have a Bessel polynomial component. So it does not cover our case. Numerical studies concerning the trajectories of the \( z \)-zeros of the Hankel functions as a function of its order \( \nu \) are given in [15] for real \( \nu \), and [37] for general \( \nu \).

We now come to the Coulomb wave functions. We recall that in the proof of Theorem 1.6 in \( \S 6 \), using (A.12) and (A.13), the Hadamard factorization of the modified Coulomb wave function \( \psi_+ \) has a polynomial component when \( L - i\eta \) is a non-negative integer. The converse is included in:

**Theorem 10.2** Let \( k \) be an integer, and let \( A, B, L \) and \( \eta \) be arbitrary complex constants such that (A.5) holds. The expression (8.2) representing the branch defined in \( \{ \zeta : -\pi + k\pi < \arg \zeta < \pi + k\pi \} \) admits a finite number of zeros if and only if \( A = -iB \) and \( L - i\eta = n \), for some non-negative integer \( n \). In particular, this implies that the modified Coulomb wave function \( \psi_+(L, \eta; \zeta) \) defined in \( \{ \zeta : -\pi + k\pi < \arg \zeta < \pi + k\pi \} \) admits a finite number of zeros if and only if \( L - i\eta = n \) for some non-negative integer \( n \).
Proof. The sufficiency follows from the above discussion immediately before Theorem 10.2 and if \( A = -iB \) and \( L - i\eta = n \), for some non-negative integer \( n \), then (6.4) and hence (8.2) reduce to a \( \psi_+ \) in terms of the generalized Bessel polynomial (A.13). The necessary part follows from §6 and the proof of Theorem 1.3 in §8 that if an entire function solution to equation (1.25) satisfies (1.3), then the (6.4) and hence (8.2) can only have a finite number of zeros. The Lemmas 6.1 and 6.4 imply that the coefficient \( C = 0 \), say. This gives \( A = -iB \), and that \( L - i\eta = n \) (see (8.10)), for some non-negative integer \( n \).

We remark that numerical studies that are related to the zeros of special cases of (8.2) can be found in [16, 20, 39]. We refer to [17, 20, 27] and the references therein for the applications of the Coulomb wave functions.

10.2 Bank and Laine’s Theorem as a Hadamard-Type Result

Bank and Laine obtained all the entire solutions of (1.1) with “few” zeros given by (1.4) and (1.5) using a purely complex analytic argument (Nevanlinna theory). In the special cases of (1.6) and (1.17) of (1.1), we have discovered that the polynomial components that appear in (1.8) and (1.18)–(1.19) in Theorems B and C are, in fact, respectively, the reverse and generalized Bessel polynomials. Our method is achieved by transforming the equations to two classes of confluent hypergeometric functions via the Lommel transformation, and by finding the conditions that characterize the finiteness of the zeros of (1.16) and (8.2) for arbitrary \( A, B \) and the corresponding parameters.

We recall that the classical Hadamard theorem states that if a finite order entire function \( f(z) \) assumes the value zero finitely often, then the factor \( \Pi(z) \) in the Hadamard factorization \( f(z) = \Pi(z)e^g \) is a polynomial. The new characterizations that we have found for (1.16) and (8.2) demonstrate that, if a combination of two linearly independent confluent hypergeometric functions (which are not entire in general)

\[
A\Psi(\zeta) + B\Phi(\zeta)
\]

assumes the value zero finitely often, then it reduces to a representation of the form \( \Pi(z)e^g \) where \( \Pi(z) \) is a polynomial. This resembles the Hadamard theorem.

10.3 Remarks on Bessel Polynomials

The Bessel polynomials appeared as early as 1873 in Hermite’s work on transcendence of \( e^{r/s} \) where \( r/s \) is rational [23, IV], and have since reappeared in many different areas and applications [23]. The polynomials have been under intense study since the 1950s and have a wealth of literature. We mention only that the Bessel polynomials appeared in a long and classical paper of Burchnall and Chaundy in 1931 [12] and independently in Krall and Frink [33] where the polynomials were formally named and systematically studied.
The classical Sturm–Liouville type problems of differential equations study second order equations of the form:

\[(10.2) \quad A(x)y''(x) + B(x)y'(x) + (C(x) + \lambda_n)y(x) = 0,\]

where \(A(x), B(x)\) and \(C(x)\) are polynomials independent of the integer \(n\) and only the coefficient \(\lambda_n\) depends on \(n\). Then Bochner [10] proved that there are only four types of equations of the above form which admit orthogonal polynomial solutions of exact degree \(n\) (see also [38, pp. 107–108]), namely, the Jacobi, Laguerre, Hermite and Bessel polynomials.

The essential difference between the first three polynomials and the Bessel polynomials is that those three polynomials have real weight functions defined on or are on a subset of \(\mathbb{R}\), while \(y_n(x)\) (but not \(\theta_n(x)\)) have a complex weight function \(e^{-2/z}\) and that they are orthogonal with respect to the unit circle [23, 33].

10.4 Remarks on Extensions to More General Equations

It is clear from (3.8) and (7.3) that we could consider equations more general than (1.10) and (1.25), respectively. The solutions are given by (3.9) and (7.4), respectively. They are reduced to the solutions given in Theorems 1.2 and 1.6 when \(\gamma = 0\). However, since no essential new information concerning the value distribution of the solutions can be obtained by the previous method, we choose not to pursue further the cases where \(\gamma \neq 0\) for these equations.

We also have not given any results for the equation (1.1) when \(\ell \geq 3\) in (1.2) as in Theorems 1.2, 1.3 and 1.6. This is because of the corresponding equations obtained after the Lommel transformation are given by the generalized Bessel equations in the form (3.2) where \(n' = 0\) and \(n \geq 3\). The equation has, as in the case of confluent hypergeometric equations, a regular singularity at \(z = 0\) and an irregular singularity at \(z = \infty\). However, as we have mentioned earlier, there does not seem to have been a suitable theory and tools for the generalized Bessel equations as in the case of Bessel functions.

Bank [3] and Gao [22] proved that if either \(\ell\) or \(k\) in (1.2) is positive and odd, then any solution \(f\) of (1.1) will violate (1.3). The corresponding equation (3.2) has an irregular singularity at \(z = 0\) and so it is no longer confluent hypergeometric. This is reflected in Bank and Gao's results [3, 22] that no solution \(f(z)\) of the equation (3.2) can have \(\lambda(f) < +\infty\). That is, no (orthogonal) polynomial component as in (1.4) and (1.5) can be found. The remaining case of (1.2) when both \(\ell\) and \(k\) are positive and even implies that the transformed equation (3.2) has irregular singular points at 0 and \(\infty\).

All the above cases pose a major barrier to extending our method and argument to (1.2) outside the two classes (1.10) and (1.25) studied here.

10.5 Remarks on Physical Applications of the Hankel and Coulomb Wave Functions

The problem of a certain scattering amplitude in electromagnetic theory having poles at the values of \(\nu\) for which \(H^{(2)}_\nu(z) = 0\) was discovered by G. N. Watson [41] (see
also [32]). The idea was later used by T. Regge in the study of quantum-mechanical potential scattering [15, 19, 27, 32, 37].

A Appendix

Following [2, p. 209], we have for $-\pi < \arg x < 2\pi$,

$$H^{(1)}_{\nu}(x) = \left( \frac{2}{\pi x} \right)^{\frac{1}{2}} e^{i(x-\frac{1}{2}i\nu\pi-\frac{1}{2}i\pi)} \left[ \sum_{m=0}^{p-1} \frac{(\frac{1}{2} - \nu)_m(\frac{1}{2} + \nu)_m}{(2ix)^m m!} + R^{(1)}_p(x) \right],$$

and for $-2\pi < \arg x < \pi$,

$$H^{(2)}_{\nu}(x) = \left( \frac{2}{\pi x} \right)^{\frac{1}{2}} e^{-i(x-\frac{1}{2}i\nu\pi-\frac{1}{2}i\pi)} \left[ \sum_{m=0}^{p-1} \frac{(\frac{1}{2} - \nu)_m(\frac{1}{2} + \nu)_m}{(2ix)^m m!} + R^{(2)}_p(x) \right],$$

where

$$R^{(1)}_p(x) = O(x^{-p}) \quad \text{and} \quad R^{(2)}_p(x) = O(x^{-p}),$$

as $x \to +\infty$, uniformly in $-\pi + \delta < \arg x < 2\pi - \delta$ and $-2\pi + \delta < \arg x < \pi - \delta$, respectively. The two expansions are valid in $-\pi < \arg x < \pi$ simultaneously. We also note that the expansions are divergent [40, p. 194].

Since the Coulomb wave functions $F_L(\eta, x)$ and $G_L(\eta, x)$ are defined in terms of the Kummer functions e.g., (6.1), so they are also confluent hypergeometric functions. We record here the definitions of the Coulomb phase shift function

$$\sigma_L(\eta) = \frac{1}{2i} \left[ \log \Gamma(L + 1 + i\eta) - \log \Gamma(L + 1 - i\eta) \right].$$

It is a well-defined function under the restriction [17, (2.3a), (2.3b)]

$$L + 1 \pm i\eta \neq 0, \quad -\pi < \arg(L + 1 \pm i\eta) < \pi,$$

$$\log \Gamma(L + 1 \pm i\eta) \text{ is real when } L \text{ is real and } \leq -1.$$

We refer to [17, p. 6164] for the details about the phase shift function. In addition we also define the phase by

$$\chi(L, \eta) = \left( L + \frac{1}{2} \right) \pi + \sigma_{L-1}(\eta) - \sigma_L(\eta).$$

We now state the asymptotic expansions for $\psi_{\pm}(x)$ which are taken from [17, (8.5a-b), p. 6163],

$$\psi_+(L, \eta; x) = \frac{e^{i\chi(L, \eta; x)}}{\Gamma(L + 1 + i\eta)} \left[ \sum_{k=0}^{p-1} \left( \frac{L - i\eta}{k} \right) \left( \frac{1}{2i} \right)^k \Gamma(L + 1 + i\eta + k) + L^{(+)}_p(x) \right],$$

$$\psi_-(L, \eta; x) = \frac{e^{-i\chi(L, \eta; x)}}{\Gamma(L + 1 + i\eta)} \left[ \sum_{k=0}^{p-1} \left( \frac{L - i\eta}{k} \right) \left( \frac{1}{2i} \right)^k \Gamma(L + 1 + i\eta + k) + L^{(-)}_p(x) \right].$$
for $-\pi < \arg x < 2\pi$, and
\begin{equation}
\psi_-(L, \eta; x) = \frac{e^{-i\pi(L+\eta)x}}{\Gamma(L+1-i\eta)} \left[ \sum_{k=0}^{p-1} \left( \frac{L+i\eta}{2i} \right)^k \Gamma(L+1-i\eta+k) + L_p^-(x) \right],
\end{equation}
for $-2\pi < \arg x < \pi$ where
\begin{equation}
L_p^+(x) = O(x^{-p}) \quad \text{and} \quad L_p^-(x) = O(x^{-p}).
\end{equation}
Thus the above asymptotic expansions are valid uniformly in $-\pi < \arg x < \pi$. Using the following analytic continuation formula
\begin{equation}
\psi_+(L, \eta; \zeta) = e^{2\pi i\eta} \psi_+(L, \eta; \zeta e^{2\pi i}) - e^{2\pi i\eta}(1 - e^{-2\pi i(L-i\eta)}) \psi_-(L, \eta; \zeta e^{-2\pi i})
\end{equation}
and a similar one for $\psi_-$ obtained from [17, (7.2a, b)], one can obtain the following more general asymptotic formula [17, §VIII] for $(2m-2)\pi + \varepsilon < \arg z < 2m\pi - \varepsilon$ $(m \in \mathbb{Z})$ given in [17, (8.8a)]:
\begin{equation}
\psi_+(L, \eta; \rho) \sim e^{-2(m-1)i\pi \eta} \sin(2\pi L) \left\{ \sin(2m\pi L) - \sin[(2m-1)\pi L] e^{-2\pi \eta} \right\} \cdot e^{i\chi(L, \eta, \rho)}
\end{equation}
\begin{equation}
- e^{2(m+1)i\pi \eta} \sin(2\pi L) \left\{ 1 - e^{-2\pi i(L-i\eta)} \right\} \cdot e^{-i\chi(L, \eta, \rho)}.\end{equation}
A corresponding asymptotic expansion for $\psi_-$ in $(2m-2)\pi + \varepsilon < \arg z < 2m\pi - \varepsilon$ $(m \in \mathbb{Z})$ can be found in [17, (8.8a')].

We also need the connections between the Coulomb wave functions and the Whittaker functions [17, p. 6146]:
\begin{equation}
\psi_+(L, \eta, x) = \exp\{i(\sigma_L(\eta) - (L + i\eta)\pi/2)\} W_{-i\eta,L+1/2}(2xe^{-ix}).
\end{equation}
In particular, we further note that the formulae [23, p. 38, (vii), (viii)] reveal that the Whittaker function is closely related to the Bessel and the generalized Bessel polynomials. We have
\begin{equation}
y_n(x; a, b) = e^{\pi/b} \left( \frac{x}{b} \right)^{1-a/2} W_{1-a/2, (a-1)/2+in} \left( \frac{b}{x} \right),
\end{equation}
and
\begin{equation}
y_n(x) = y_n(x; a, b) = e^{\pi/2} W_{0,n+1/2} \left( \frac{2}{x} \right)
\end{equation}
when $a = b = 2$. We note here that the Whittaker function is again a confluent hypergeometric function. We refer to [11, 42] for the details about the functions.
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