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ABSTRACT 

           It has been shown that representing data with the right visualization increases the 

understanding of qualitative and quantitative information encoded in documents. However, 

current tools for generating such visualizations involve the use of traditional WIMP techniques, 

which perhaps makes free interaction and direct manipulation of the content harder. In this 

thesis, we present a pen-based prototype for data visualization using 10 different types of bar 

based charts.  The prototype lets users sketch a chart and interact with the information once the 

drawing is identified. The prototype’s user interface consists of an area to sketch and touch based 

elements that will be displayed depending on the context and nature of the outline. 

Brainstorming and live presentations can benefit from the prototype due to the ability to visualize 

and manipulate data in real time. We also perform a short, informal user study to measure 

effectiveness of the tool while recognizing sketches and users acceptance while interacting with 

the system. Results show SketChart strengths and weaknesses and areas for improvement.   
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CHAPTER 1 – INTRODUCTION 

Statistical graphs are a type of data visualization that have gained interest with the rise of big 

data and better computational capabilities [20, 21, 22]. Graph comprehension and perception [1, 

2] have been subjects of study for education and analysis of scientific data. These representations 

are often used to express quantitative (e.g., frequency of rolling a dice or scores in a GRE test) 

and qualitative (e.g., days of the week or list of operating systems) information. In a sense, we 

can say that a good graph is the one that expresses a clear idea of the patterns and relations of the 

variables involved. Additionally these studies analyze different factors that improve the viewer’s 

interpretation of the data [1, 2]. 

Most of the traditional ways to invoke graphs and interaction make use of graphical user 

interfaces (GUI) such as buttons, menus and icons. Microsoft Excel, GNU Octave, MATLAB, R, 

[23] and so on provide a GUI to interact with the graphs. With the advent of tangible surfaces, it 

is important to explore new means of interaction for graphing and data visualization. 

We propose a framework for the generation and interaction of statistical charts through the use of 

a pen-based prototype tool. SketChart uses a recognition engine to support 10 different bar based 

graphs. The sketch is read, analyzed and processed to obtain as output the closest graphical 

representation to the drawing. Users can modify values in the different axes, change max and 

min values, add and remove series of data, etc. At the same time they can see these changes in 

the visualization. 
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1.1 – Motivation 

The main motivation of this thesis is to explore how to best leverage pen-based computing in 

interactive chart generation and editing. The use of multi-touch and pen-based devices have 

started to change the traditional interaction paradigm. Natural user interfaces (NUI) are a new 

trend based in this approach. We consider an exploratory analysis of graph generation and 

interaction for this paradigm. Current work have focused more on the interaction and basic 

generation through gestures [3, 5]. Our approach goes beyond this and can be expanded to 

support more graphs and the load of an external dataset. 

Additionally, SketChart can be combined with a brainstorming tool to have a better visualization 

of the data; it can also be used in live presentations to do real time modifications and changes on 

the go. A user can easily use SketChart to generate the graph and export it to the most convenient 

type of file. We expect that SketChart should let users perform operations on the prototype that 

otherwise, in a traditional system, would require more time and more cognitive load. 

 

1.2 – Research Question 

By developing SketChart, we wanted to explore the effectiveness of pen-based computing for 

creation and interaction of charts. How easy is this paradigm for the user to interact via sketch 

and touch? What is the perception of the user while interacting with SketChart? 

In order to find an answer to these questions we developed software that allows users to interact 

with the data in a more natural way, and we assigned to them some small tasks that they 
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performed using the SketChart prototype. By observation and evaluation we believe we gathered 

some insight into these questions. 

 

1.3 – Contributions 

The contribution of this work is as follows: 

1. Exploratory analysis about graph generation and interaction. 

2. Interaction techniques through gestures and drawing. 

3. Algorithm  

a. Integration of sketchREAD (Ink Parsing) with MEGIS (Segmentation). 

b. Generation of low, intermediate and high level hypotheses. 

 

1.4 – Reader’s Guide 

In this section a brief explanation of each chapter is given.  

Chapter 2 – Analyzes some related work especially in the area of charts and sketch interaction, 

ink parsing recognition is also covered. 

Chapter 3 – Covers the different types of graphs that will be used in this research. 

Chapter 4 – Presents the elements of the user interface, limitations and strengths. 
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Chapter 5 – Presents the architecture of the system and how the different components interact 

with each other. 

Chapter 6 – Discusses the results from the informal user study. 

Chapter 7 – Presents conclusions and possible future work.  



5 
 

CHAPTER 2 – RELATED WORK 

2.1 – Charts and Sketch Based Interaction 

Microsoft Research has done some exploration in the field of automatic generation of graphs 

supplied with data while interacting with the elements on the charts with an intuitive user 

interface, SketchVis [3] and SketchStory [5]. In between SketchVis and SketchStory a Wizard of 

Oz study was performed to analyze how people can combine touch and sketch interaction while 

exploring data on a chart [6]. This study concludes that sketch interactions per se were not 

natural to the user at the beginning but they can be natural once learned. Touch-based 

interactions especially the ones close to real world actions such as pinch, zoom, scale and drag, 

were successfully performed by users. The rest of the study was focused on which actions were 

best performed by pen and which ones are best performed by touch. In SketchVis, the interaction 

is basically performed by gestures to redraw the same data in a different graph, by changing 

some values, or applying some functions onto the graphs (i.e.  MAX and MIN functions). In 

Baur, Lee, and Carpendale’s paper, they explore interaction over massive data through multi-

touch events, this scenario is similar but more narrow to just interacting with a stacked chart [4]. 

A set of gestures is defined and the graph is generated automatically from a set of data. From this 

set of gestures they can drag and drop stacks from the graph, zoom in and zoom out of a selected 

area, change between graphic representation and orientation, etc. 

Usability and interaction has been the main purpose of this work. However, this thesis proposes 

to focus research on sketch recognition for such graphs. Rather than automatically generate a 
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visual representation from data, it is expected of the user to draw a sketch; the system to 

recognize it and fit the data according to the user drawing.  

 

2.2 –Sketch understanding 

Sketch is the most natural way used for humans to express emotions, feelings, knowledge, etc 

[24]. Human beings can understand sketch using their perceptual system and decoding the 

information with myriads of pattern recognizers interconnected in the neo-cortex, which fires 

when some special feature or set of features is identified [25]. Following this approach, a number 

of solutions have been proposed in order to make computers understand sketch through 

recognition algorithms [7, 14, 26 and 27]. In [26] an attempt to understand how humans sketch 

objects is presented and a dataset of sketches is gathered and released. 

Sketch recognition can be categorized as multi-domain or specific domain. SketchRead [7] is a 

hierarchical multi-domain recognition system engine that works under different domains. It 

works by levels of recognition at the lower level; primitive shapes are recognized such as lines, 

squares, circles, etc. Higher level components are produced by the union of primitives with other 

primitives or with other high level components and some constraints applied to these elements. 

They evaluated the proposed method on family trees and circuit diagrams. The results show that 

in the family tree domain, SketchREAD recognition performance was better than in circuit’s 

domain. They state that due to the high overlap degree between circuits’ elements and the greater 

number of them it was difficult to disambiguate. Another issue was the processing time, which 

was longer in circuits as well, yielding to a non-real-time run. 
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Specific domain recognition engines have been developed in several domains. For mathematics, 

a system for solving mathematics problems from equations written by the user is proposed in 

mathpad
2 

[8].  In chemistry, a real time recognition engine for chemical drawings is implemented 

in chemink [9]. In physics, a system for solving physics problems using a sketch-based interface 

is called PhysicsBook [10]. In artificial intelligence, a prototype, OntoSketch [11], to generate 

ontologies from the user sketch is presented; it creates and extends formally represented 

knowledge. In the programming domain, [12] proposes a modification to a sketching tool InkKit 

[13] to make it domain specific and allow the recognition of entity relation diagrams. 

These are just a few examples from a variety of solutions proposed to analyze sketches generated 

by users. SketChart uses SketchRead as a recognition engine along with a segmentation 

algorithm [17] to reduce the recognition search space. 

 

2.3 –Traditional graphical user interface interaction 

In traditional interfaces like Microsoft Excel or any online tool such as in [27,28,29] or a 

standalone application like Tableau [30], the generation and interaction of charts is performed by 

the use of keyboard and mouse (See Figure 1). For the user the amount of elements or controls 

on the interface could result in an unnecessary cognitive load. The type of interactions on these 

systems is limited by drag and drop elements on the interface (e.g., Tableau), combinations of 

buttons clicked, and textbox filled. These are definitely valid means of interaction, but, due to the 

advance of interaction technologies it is necessary to go beyond mouse and keyboard. In [31] an 
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analysis is performed extending design considerations based on the characteristics of information 

visualizations and current interaction techniques. 

Another aspect of visualizations is that they are often not accessible for blind people. In [32], a 

tool for improving accessibility in charts and graphs is proposed. The tool uses keyboard and 

speech handling commands as means of interaction. Finally, in [33], a taxonomy of interactive 

dynamics (operations on the graph) for data visualization is defined. 

 

Figure 1 – Graphical User Interface of ichart. An online tool to generate and interact with data.  
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CHAPTER 3 – STATISTICAL GRAPHS 

A set of graphs [15] have been selected for evaluating our recognition engine and the user 

interface. Bar based graphs were chosen due to their popularity and the different types of them. 

Additionally, the features between each graph are similar which makes them suitable for 

exploring an interesting sketch recognition problem. 

 

3.1 – Bar based Graphs 

Bar based graphs are types of charts that represent quantitative information through a graphical 

visualization. They are composed by series of rectangles (bars), arranged differently depending 

on the nature of the bar graph and the information. The height or width of these rectangles will 

depend on the numbers they represent and the graph scale. 

 

3.1.1 – Types of Bar Graphs 

Bar graph: A sequence of rectangles (series), which can be arranged horizontal or vertical (See 

Figure 2). The end of each rectangle represents a numerical value. One axis in this graph 

represents a category and it is most of the time a string value such as, months, days, products, 

etc. The other axis represents a number. Each bar is separated from each other by a constant 

value. 
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Figure 2 –Bar graph 

 

Grouped bar graph: A sequence of multiple data series, which can be arranged horizontally or 

vertically (See Figure 3). There is no gap between each series that belong to the same category. 

Good for individual comparison of series for each category. 
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Figure 3 – Grouped bar graph 

 

Stacked bar graph: This is a type of Grouped bar graph in which the series are on top of one 

another rather than next to (See Figure 4). This representation is useful to analyze how much 

each series is representative to the total amount. The order of the series when rendered does not 

follow a rigid rule. 
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Figure 4 – Stacked bar graph 

 

100% stacked bar graphs: This graphical representation is a stacked bar graph with a maximum 

value of 100% (See Figure 5). Each of the values for each series is scaled to percentages. The 

gap between each sequence of data series could be set to 0 to understand better the nature of the 

data. 
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Figure 5 – 100% Stacked bar graph 

 

Range Bar Graph: A sequence of bars with a minimum and maximum value (See Figure 6). The 

lowest value represents the left end of the bar and the highest value represents the right end of 

the bar. Additionally an inner line inside the bar can represent the mean or median of the data. 



14 
 

 

Figure 6 – Range bar graph 

 

Box Plots: This is a range bar representing more information about the distribution of the data 

(See Figure 7). Besides the mean, confidence intervals are defined with max and min error 

values. 
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Figure 7 – Box Plot 

 

Histogram: When there is no gap between a sequence of bars and the category axis is numerical 

then this indicates a histogram (See Figure 8). In a histogram the bars are called bins and usually 

they represent the cardinality of elements that fall under that category or range values. 
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Figure 8 - Histogram 

 

Area bar graph: Bars in a bar graph have different widths (See Figure 9). The width of the bars 

have significance. The axis can be categorical or numerical in some cases and the width usually 

has some correlation with the length of the bar. 
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Figure 9 – Area bar graph 

 

Paired bar graph: A variation of a bar graph in which two data series are plotted, one to the right 

and one to the left (See Figure 10). The purpose of such representation is to compare two data 

series and find correlations or relationships in the data. The scale of each series does not 

necessarily have to be the same. 
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Figure 10 – Paired bar graph 

 

Deviation bar graph: This is a type of bar graph where positive and negative values can be 

plotted (See Figure 11). Most of the time the values are not plotted in a deviation graph but their 

differences are. They are usually compared against a certain reference. If a value passes that 

reference then it is plotted either vertically or horizontally in opposite direction. 
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Figure 11 – Deviation bar graph 
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CHAPTER 4 – USER INTERFACE 

In this chapter we will analyze the user interface of the SketChart prototype. Since our goal is to 

produce a natural user interface for graph generation and interaction, the interaction is based on 

sketch and gestures. There are two sketch areas A and B. Custom buttons are implemented to 

interact with the data and a set of gestures is also defined to interact with the recognized graph. 

 

4.1 – User Interface elements 

The user interface is composed by two sketching areas. The first area, which we call A, is located 

on the main window and supports graph rendering and interaction with the graph. The second 

area, which we call B, is located on a slide panel which is hidden by default. B supports graph 

sketching and it is opaque to allow area A visualization. Figure 12 shows each one of the user 

interface elements. 

 

4.1.1 – Sketch Area A 

Sketch area A is mainly for interactions with graphs. In this area, graph and sketch buttons are 

displayed and gestures are performed. A button for the slide panel is positioned on top of the 

window to show area B. Gestures that can be performed in this area include: erase, sum, 

selection and filtering. 
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4.1.2 – Sketch Area B 

Sketch area B is located on the slide panel and handles the sketch performed by the user in order 

to invoke a graph. It is hidden by default but it can be visible by tapping on the arrow located on 

top of area A. In this interface, buttons to load data, to save strokes, and clear strokes are present. 

 

 

Figure 12 – User Interface elements on the main window of SketChart. 
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4.2 – Graphical Representation 

Sketch Area A will display a chart according to the sketch performed by the user on area B. This 

graph will be rendered according to the size of the drawing and it could be any of the 10 graph 

types used for this study. The 10 graphical representations will contain some common user 

interface elements such as sketch buttons and gestures to interact with it. However, due to the 

nature of histograms, an additional UI element was added, to change the number of bins. Figure 

13 shows a slider set to 10 bins in a histogram. 

 

Figure 13 – Histogram with a slider between Sketch buttons and Graph. 
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4.3 – Sketch Buttons 

The use of buttons in the interface was limited by the framework. Normal buttons can be added 

to the InkCanvas but interacting with them was discouraged due to the type of interaction we 

wanted to achieve. Customs buttons which we call Sketch buttons where implemented and 

sketching over them is possible. Two sketch buttons were defined: one for the categories and 

axis values and the other for saving filtering history. Axis buttons and Filtering buttons can be 

seen in Figure 12. 

Axis buttons are related to the headers and series labels of the dataset. They are in three states:  

green if the information is present on the graph; otherwise if not present they are in red, the last 

state is orange which puts them on hold waiting to perform a consequent gesture. These elements 

support gestures like: tap on a button for changing between red and green state, horizontal or 

vertical lines that can cross more than one element and toggle the state. Finally, a non-closed 

circle over them will change their state to orange. In orange state an additional gesture 

represented by “+” can be performed to merge the data representation of elements. 

Filtering buttons are created when a filter gesture is invoked. They are positioned on top of the 

graphical representation and their color by default is orange when activated and red otherwise. 

The only gesture they support is tap to change states. Figure 14 shows Sketch buttons in three 

different states and the gesture drawn to change the state of three of them to orange. 
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Figure 14 – Sketch buttons in three different states. Circle changes the state to orange, 

waiting for a gesture to be performed on selected buttons. 
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4.4 – Gestures 

4.4.1 – Scribble 

Scribble is a gesture performed to delete strokes. It is invoked by scratching over the strokes. The 

scratch should contain more than 4 lines and the angle between the lines should be between -45 

and 45 degrees. An example is shown in Figure 15. 

 

Figure 15 – Example of a scribble gesture 

 

4.4.2 – Tap 

Tap has different functionality depending on context. A tap over sketch buttons change the state 

of them. A tap after performing a gesture executes the gesture functionality. A tap involves a 

touch with a finger or with the stylus over sketch area A. 
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4.4.3 – Group Selection and Merging 

The axes and the bars on graphs can be merged together by using the “+” gesture. In the axes 

case, the first is to change the state of the buttons to orange and then perform the gesture 

followed by a tap. If elements of series on the graph are continuous they can be merged by also 

placing the “+” gesture on top of the bars in the graph. As can be seen in Figure 16, in the left 

image non-consecutive years are selected, and then they can be merged by placing a “+” on the 

graph area. On the other hand on the right image two consecutive years are being merged “2011” 

and “2012”. The last bar on this image was merged previously and its label is the summation of 

the labels of the original merged bars. 

 

Figure 16 – Example of group selection and merging. 
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4.4.4 – Hiding bars 

Bars on the graph can be hidden by placing an “x” on top of each one or on a set of them. This 

gesture changes the state of the series from green to red. In Figure 17, three series are hidden by 

the gesture “x” followed by a tap. 

 

Figure 17 – Hiding bars from the graph 
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4.4.5 – Filtering 

The series on the graph can be filtered by gestures like “<” and “>”. First of all the range value 

should be underlined and then the gesture should be performed followed by a tap. Figure 18 

shows the value underlined and the “<” gesture before tap. Figure 19 shows the result after tap. 

An additional interaction technique for filtering is to perform the gesture and then handwrite the 

number to which the gesture would be applied. A tap is necessary to finish the interaction. 

 

Figure 18 – Performing a filtering gesture on the graph 
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Figure 19 – Result after performing a filtering gesture. 

 

4.5 – Interactive Graph Generation and Manipulation 

The key feature of SketChart is that users can generate in an interactive way statistical charts and 

later manipulate data directly on the graph. To start using the application a file containing the 

data to plot should be loaded. In real time while the user sketches a graph on area B, a chart, 

based on the sketch features is rendered on area A.  The user is free to modify his initial sketch 

and the recognition function will adjust the result based on the input given. By hiding the 

sketching panel, a set of interaction techniques can be applied over the graph. Currently 

SketChart recognizes 10 charts described in Chapter 2. In Figure 20, a normal flow of interaction 

is presented: a) the initial window is displayed; b) Sketch area B is pulled from top; c) Axes are 
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drawn and recognized on area A; d) Two groups of bars are drawn and a grouped bar is 

recognized on the graph canvas; e) Area B is hidden and interaction on the area A can be 

performed. 

            

           

 

Figure 20 – Interaction flow of SketChart 

a b 

c d 

e 
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CHAPTER 5 – ARCHITECTURE 

The architecture of the system is based on traditional sketch processing. There are three steps 

performed before processing a new stroke. We call these steps preprocessing. A filtering 

algorithm is run over the points to remove noisy data [34]. A corner detector algorithm is then 

used to divide a stroke in lines which are primitive elements in our system [16]. To complete the 

preprocessing a segmentation algorithm called MEGIS [17] clusters the strokes by proximity 

based on the size of the sketch. The recognition engine is based on SketchRead [7] which 

implements a Bayesian Network to model each one of the components and subcomponents of the 

system. At the same time, the segmentation algorithm along with SketchRead for ink parsing 

reduces the search space in the network. The Bayesian network leads to a hierarchical definition 

of the elements involved in the recognition by the use of a hierarchical description language [18]. 

Hypotheses are defined as the possible set of components that can be recognized at each level. 

We have classified them in three categories: low, mid and high level. A data model is defined in 

order to find an object representation for it. Finally the plots are rendered using an open source 

library called oxyplot which has a rich variety of graphs and provides mechanisms to interact 

with the data [19]. In Figure 21, the main modules of the application are colored green. 
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Figure 21 – SketChart Software Architecture 

 

5.1 – Preprocessing 

Strokes are a list of points that are displayed on a special Canvas called InkCanvas. This 

information gathered from the user, most of the time presents duplicate points, self-intersections, 

strokes segmented unintentionally by lifting unintentionally the pen, mistakes, etc (See Figure 

Figure 22). Each step of pre-processing is described in the following section. 
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5.1.1 – Filtering 

The filtering process implemented on SketChart involves removing duplicate points and self-

intersection. Whether a point is in the same position or closes enough to other point along a 

stroke, then this point is removed from the stroke [34]. 

 

Figure 22 – Example of duplicated points and self-intersections 

 

5.1.2 – Strokes to Lines 

After the pre-processing stage, finding corners in our application is fundamental, since lines are 

our primitive elements in the recognition hierarchical structure. IStraw [16] is the technique 

chosen to find corners on a stroke and, consequently from the corners, get a list of lines a stroke 

is composed of. IStraw solves the limitations of a previous technique called ShortStraw [35]. The 

improvements are related to: add timing information, change dynamically the threshold for a 

collinear check and improving performance on lines with curves and arcs. Lines are part of every 
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Shape element in the Bayesian Network structure. In Figure 23, red points on the blue lines 

indicate a corner found. In total 9 lines are found on this drawing. 

 

Figure 23 – Corners detected using IStraw 

 

5.1.3 – Segmentation 

Segmentation is the process of isolating a stroke or a group of strokes according to some 

predefined constraints or characteristics. The two common approaches to segmentation are 

proximity-based [17] and timing [36]. In the first one, the strokes are clustered in base of the 

proximity of each other to the whole segment. The other one sets a time window for segmenting; 

all the strokes within that time belong to the ongoing segment drawn. 



35 
 

For this work we decided to use a proximity-based technique due to the fact that the user can 

probably go back and change a previously defined segment. Modified (EGIS) [17], is a 

segmentation technique proposed by Sun et. al. EGIS [37] segments pixels of an image by 

generating a undirected graph in which the vertices represent pixels and the edges represent the 

dissimilarity between the pixels. MEGIS, adapted to a sketch context, set strokes as vertices and 

minimum distance between strokes as edges. The process is summarized in the following 5 steps: 

1)        (   )                                        (     )  

2)    ( )                ( )                            

3)              ( )  
 

| |
 | |  

                            

                                
    

                                                                            

| |                                                                           

                                                                                 

4)                                          

    (     )     (   (  )   (  )    (  )    (  ))  

5)                                                                           

    (     )      (     )                                   

Two segments can be merged, if the segment is not a closed segment. A segment can be closed if 

it is already a completed component and it is a Coordinate or a Box. Completed components are 

shapes that contain all the required elements in the network. Figure 24, shows 4 segments on this 

graph, each segment is located inside a green rectangle. Coordinates are a completed component 

and are not merged anymore once completed. 
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Figure 24 – Components segmented by MEGIS algorithm. 

 

5.2 – Sketch recognition 

The recognition phase involves the definition of every shape using a Hierarchical description 

language, which is largely explained in [18]. A generative approach is taken in order to 

understand the sketch generated by users. High level components are proposed as hypotheses 

which will be validated given the lower level hypothesis identified and primitive elements. 
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5.2.1 – Hierarchical description language 

This description language is useful to model the elements of a hierarchical network, specify 

domain and finally establish interaction between shapes or primitive elements. The following are 

examples of the definition of Coordinates, stacked bar and 100% stacked bar graph shapes in our 

system. The complete definition is presented in Appendix A. 

 

Define Coordinates (C) 

(Subshapes A1, A2: (Arrow x y)) 

(Constraints C1: (perpendicular x.p1 y.p1 ) C2: (coincident x.p1 y.p1)) 

 

Define StackedBar (SB) 

(Subshapes vector Bar: (B[n]) ) 

(Constraints Ci: (OnTop B[i] B[i+1]) 

 

Define 100% Stack Bar Graph (SBG) 

(Subshapes vector StackedBar: (SB[n])) 

(Constraints C1: (nextTo SB[i] SB[i+1]) C2: (sameHeight SB[i] SB[i+1] … SB[n-1])) 
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5.2.2 – SketchREAD 

SketchREAD [7], is a multi-domain sketch recognition engine which we adapted for the 

statistical graphs domain. A variation to the algorithm is proposed in this work by using a 

segmentation algorithm by proximity and reducing the search space to each segment rather than 

the whole sketch. We believe an improvement can be achieved by doing so. This recognition 

engine proposes the use of a dynamically constructed Bayesian Network, which generates a 

probability network with shapes and primitive elements. For each shape, a Bayesian network is 

generated based on the hierarchical description. A shape has an outcome node and a set of 

income nodes. Primitive elements have probabilities set based on a previous observation from a 

pilot study. When a high level hypothesis is completed, depending on the probability ( > 60% ), a 

graph is generated. 

 

Figure 25 – Sketch of a Stacked Bar Graph to generate probability network 
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Figure 26 – Bayesian Network generated by the sketch on Figure 25 

 

Figure 26, shows the network generated by the successfully recognized sketch in Figure 25, 

which is a Stacked Bar Graph. The graph is generated from bottom to top, once a hypothesis in 

the lower level is complete a new set of hypotheses is generated based on it. 

 

5.2.3 – Bayesian Networks 

A Bayes network (BN) is a graphical model represented by a directed acyclic graph (DAG), in 

which each node has a conditional probabilistic distribution (CPD) [7]. BN has two structures 

(See Figure 27): diverging structures which we use in our work and converging structure. In a) 

out-degree is 4 and in b) in-degree is 3. The joint probability in our network is calculated by:  

 (         )      (   )  (   )  (   )  (   )  ( ) 
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Figure 27 – Bayes Network structure types. a) Diverging structure, b) Converging 

structure 

 

SMILE.NET is used to model the Bayesian Networks on C#. It has the advantage to implement 

several graph algorithms and it provides a graphical user interface (GeNIe) to visualize the 

network as well [39]. In SketChart Shape has as super class Network and each Shape’s child 

class create a node with the parent and children information based on the LADDER description 

of the component. 

 

5.2.4 – Types of Hypotheses 

A Hypothesis is a shape element that is generated based on the state and conditions of the 

network. For instance, if a set of bars is detected a grouped bar hypothesis would be triggered. In 

SketChart hypotheses are created based on context. For instance, given an empty canvas, the 

only hypothesis that can be generated is an arrow in order to generate a coordinate. Once a 

coordinate is completed a new set of hypotheses is generated for being used for graph generation. 
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Inside a coordinate, the hypotheses that can be generated are bars, quadrilaterals, grouped bars, 

but not arrows or coordinates. Constraints are functions to evaluate behavior and characteristics 

of the different shapes. 

 

Figure 28 – Possible Hypotheses of SketChart arranged in a hierarchical level 
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5.2.4.1 – Low-level Hypothesis 

Line is our low level Hypothesis as can be seen in Figure 28. In the case of having PieCharts as 

high level components, we would have Circle at the same level than line. Each one of the 

elements on top of the low-level hypothesis should have the ability to add a line, or another 

component. 

5.2.4.2 – Mid-level Hypothesis 

Hypotheses created between primitive elements and end elements are considered middle level. In 

Figure 28, second and third levels represent these hypotheses. These hypotheses are composed of 

primitive elements or other hypotheses at the same level. 

5.2.4.3 – High-level Hypothesis 

A triggered high level hypothesis will give birth to a new rendered graph, if the probability of the 

node is the greatest from all the other high level hypotheses. In Figure 28, the 10 possible graphs 

to be recognized are in the yellow background. 

 

5.2.5 – Hypothesis Evaluation 

Each hypothesis has two methods to evaluate in its structure: AddLine and AddComponent. In 

order to have a complete hypothesis the elements should be completed and the probability should 

be great than 0.6 which was estimated empirically. Candidate probabilities are first chosen by the 

greatest value. If so, the hypothesis would be added to the list of completed hypotheses. 
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5.3 – Gesture recognition 

The gestures the user can perform on the system are recognized using a template matching 

algorithm defined in [38]. This multi-stroke recognizer performs classification by comparing the 

strokes drawn with a set of training strokes stored on disk. The comparison is given by 

measuring a score value based on the Euclidean distance between correspondent points. The 

advantage of $N is that is fast for a small set of samples, it is translate, rotation and scale 

invariant, and it is easy to implement. 

The number of gestures defined for this work is 14. The gestures considered are the numbers 

from 0-9, ‘+’, ‘>’ and ‘<’. The number of templates for each gesture is 6 and it was gathered 

from right-handed people. Gestures are performed on the graph area. 

 

5.4 – Data Model 

A file can be uploaded and it is information loaded in memory. The file should be a csv file with 

headers on top and on the left. This data will be modeled in the application following the object 

model. 

5.5 – Object Model 

An object model is passed to the drawing function of all high-level hypotheses. It is composed 

by a list of generic elements created to handle data coming from the csv. In addition, two 
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dictionaries are defined to hash the string of the header and sub-header with a position and a 

possible state. All interaction on charts, updates the object model but not the Data model. 

 

5.6 – Chart Renderer 

A graph library is used to plot the statistical graph on the canvas. OxyPlot [19] is an open source 

library to represent data on colorful 2D visualizations. 

 

5.6.1 – OxyPlot 

Oxyplot is a cross-platform plotting library which is easy to integrate and use. It has a variety of 

different charts available in the gallery. SketChart graph rendering is performed by OxyPlot. 

Interaction over the rendered graph is not possible natively but with positional information a set 

of gestures can make the graph interactive. 

  



45 
 

CHAPTER 6 – INFORMAL USER STUDY 

 

A user study was conducted with 7 participants to measure the usability of the application and 

get some feedback to improve the user interface. The average age of the participants was around 

26, 23 being the youngest and 31 the oldest. The majority of the users were male (4). Their 

majors were engineering (5), accounting (1), and journalism (1). Participants have previously 

used a tool to generate statistical graphs and visualizations. First, an initial exploration of the 

system was performed. Sketch and gesture interaction was explained and they had 5 minutes to 

interact with SketChart. Next, a pre-questionnaire was given to gather some demographical 

information and previous skills with stylus and statistics. A questionnaire with 10 questions was 

given to the participant, one question per graph and all questions had to be answered by 

interacting with the application. Once they were finished with the experiment, a post-

questionnaire was given, in order to receive feedback about their experience, and how they 

compare SketChart with other traditional tools. A copy of the IRB letter and all questionnaires 

are presented in Appendix B and C respectively. 

 

6.1 – Results 

The results show a general acceptance of the system and 6 participants agree that the system can 

improve time to generate statistical graphs according to the requirements given on the 

questionnaire. Figure 29 shows that on average the recognition system has a positive evaluation, 

even though some participants had a tough time while drawing Boxplots. The users consider that 
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the feedback given by the interface is good enough, but they suggested that somehow the system 

should show a text with the name of the graph recognized. In addition to this, they suggested to 

show a list with 3 possible graphs to be plotted before rendering the graph on the canvas. 

Gestures were evaluated as positive, however, due to the fact that training samples were done by 

a right handed person, a left handed participant had trouble performing “+”. An additional 

gesture that some people had trouble with was the grouping gesture by placing a circle on top of 

sketch buttons. This can be improved in both cases. Graph visualization aspects in general are 

positive but an issue arose when users performed the exercises. The issue is related to the size of 

the rendered graph. Initially, the application is implemented to support more than one graph on 

the canvas, each graph is created according to the size of the sketch generated. A possible 

solution is to support multi-touch interaction to scale, translate and rotate the graph. 

 

Figure 29 – Average of the aspects rate, error bars are 95% CI. 
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In order to improve the system, participants suggested, making clearer labels on the graph when 

several bars are placed on it. Another recommendation involves the recognition engine, a 

previous step before rendering the graph, showing potential plots for users to select. There was 

one particular case of a user that sketched everything by one stroke, he had some problems 

especially with box plots. Grids were also suggested to visualize numbers easily. Finally, range 

values should be shown on right side as well as in left side, in order to visualize values of 

elements on the right side easily. 

Some comments about the user interface compared with a typical GUI are:  

“It is easier to describe the type of graph that I wanted by sketching it instead of selecting from a 

menu. Also, it is easier to change the graph to show different parts of the data.” 

“Sketch based system allow more freedom to create graphs.” 

“Smarter and easier to visualize” 

“It is more personal and interactive” 

“More efficient, more organized and more intelligent” 

“It is more comfortable, slightly intuitive, faster and seems to be more powerful. Manipulation of 

data is way easier since the number of clicks is reduced.” 

According to Figure 30, in terms of difficulty, erasing was the hardest to perform because of the 

scribble gesture. Overall interaction seems to be easy for most of the participants. 
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Figure 30 – Ease of use of the interaction techniques, error bars are 95% CI. 

 

Participants suggested the following functionality to the system: 

1. In the same way that two series or categories can be summed up, add subtraction to it. 

2. Create a gesture for “num1 < x < num2”. 

3. Comparing additional files generating a graph for each one. 

4. Grids on the graph. 

5. Zoom in, Zoom out. 

Additional graphs for the next release: 

1. Pie Chart 

2. Error bar 

3. Fitting line 
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4. Scattered graph 

5. Curves 

From the 7 participants, 3 would change the way they actually generate graphs, 2 definitely 

won’t change it and 2 maybe. 

Analytical Results: 

 Total Right Total Wrong Total Accuracy 

Coordinates X,Y 122 19 141 86.52 

Bargraph 10 1 11 90.91 

Grouped Bargraph 10 6 16 62.50 

Stacked Bargraph 9 2 11 81.82 

100% Stacked Bargraph 12 3 15 80.00 

Range Bargraph 9 7 16 56.25 

Box plot 10 10 20 50.00 

Paired bargraph 8 4 12 66.67 

Area Bargraph 8 0 8 100.00 

Histogram 8 1 9 88.89 

Deviation Bargraph 10 2 12 83.33 

Filtering 24 5 29 82.76 

+ followed by circle 46 13 59 77.97 

Gesture “+” 56 41 97 57.73 

Gesture “X” 11 8 19 57.89 

Tap 1706 32 1738 98.16 

Circle gesture 100 205 305 32.79 

Multiple selection 831 3 834 99.64 

Erase 21 54 75 28.00 

 

Table 1 – Accuracy for each element on the user interface. 
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Table 1 shows the accuracy obtained for each one of the elements in the user interface. It can be 

seen that more work is needed for box plot, range bar graph, grouped and paired bar graph which 

are the lowest ranked from the statistical chart recognition engine. Gestures need to be improved 

overall such as erase, circle for selection, “+” and “x” which where ambiguous due to users 

handwriting. However filtering and multiple selections were the easiest to perform by study 

participants. Finally, Table 2 shows the general accuracy for the 10 bar based graph recognition 

engine. Table 3 shows the performance of each participant per question. The overall correct 

question rate was 84.73%. User study questions are in Appendix C. 

Total Right Total Wrong Total Accuracy Graphs 

94 36 130 72.31 

 

Table 2 – Accuracy for the bar based recognition engine. 

 

 Participant 

 1 2 3 4 5 6 7 

Q. R W R W R W R W R W R W R W 

1 3 0 3 0 3 0 2 1 3 0 2 1 3 0 

2 3 0 3 0 3 0 3 0 3 0 3 0 3 0 

3 3 0 3 0 2 1 3 0 3 0 3 0 3 0 

4 3 0 3 0 3 0 1 2 3 0 3 0 2 1 

5 3 0 2 1 3 0 2 1 3 0 2 1 3 0 

6 3 0 2 1 1 2 3 0 3 0 3 0 1 2 

7 3 0 2 1 3 0 3 0 3 0 3 0 3 0 

8 1 1 2 0 2 0 2 0 2 0 0 2 2 0 

9 3 0 3 0 3 0 3 0 2 1 3 0 3 0 

10 0 3 0 3 3 0 2 1 2 1 1 2 1 2 

 

Table 3 – Questions answered for the participants. R = right; W = wrong; Q = questions 
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CHAPTER 7 – FUTURE WORK AND CONCLUSIONS 

7.1 – Future work 

The recognition engine needs to be improved; one alternative to try would be the use of HMMs 

to generate a model that can be explored in all directions. More graphs needs to be added to the 

system. The architecture allows integrating more graphs just by defining another shape class and 

the primitive elements associated to it. Feedback elements need to be added as well, such as 

popping out potential graphs from the sketch already generated. 

Additionally, exploring the application capabilities on different platforms is worth considering. 

Another feature to implement is a prediction function, calculated based on the partial hypothesis 

which could be the most probable next recognized element according to previous experience. 

Finally, multi-touch gestures are important, in order to achieve a more fluid interaction. Pinch 

and zoom are the most common interactions in current market applications and most of the users 

were expecting this as well. 

The ability to generate more than one graph at the same time, and interact with the data from 

different graphs on the same interface is definitely a great idea. By having two or more graphs 

and exchanging data between them can make a big difference over current tools. 
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7.2 – Conclusions 

We have presented SketChart, a pen-based tool that allows people to generate graphs, interact, 

and manipulate data directly on the graph by using a natural user interface. SketChart can be a 

useful tool for brainstorming and presentations due to the nature of real time interaction. Users 

are free to modify the graph, without worrying about modifying the data. 

A user study was performed to get a general idea of the usability of the system and get some 

feedback for future improvements. The results have shown a relative acceptance of the prototype 

and have left clear the weaknesses and strengths of it. People feel comfortable using it and found 

most of the interaction techniques easy to perform. 

Finally, users’ feedback to the application has shown that there is still a lot to do, that is very 

valuable to be explored. A new user study to compare how well SketChart performs against a 

known application such as Excel is essential. 
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APPENDIX A – LADDER DEFINITION FOR EACH ELEMENT ON THE 

PROTOTYPE 
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Define Arrow(A) 

(Subshapes L1, L2,L3: (Line shaft, head1, head2)) 

(Constraints C1: (coincident shaft.p1 head1.p1) C2:(coincident shaft.p1 head2.p2) C3:(equal-

length head1 head2) C4:(shorter head1 shaft) C5:(acute-angle head1 shatf) C6:(acute-angle 

head2 shaft)) 

 

Define Quadrilateral(Q) 

(Subshapes (vectorLine L[4])) 

(Constraints C1:(coincident L[i].p2 L[i+1].p1) C2:(coincident L[4].p2 L[1].p1)) 

 

Define Bar(B) 

(Subshapes (vectorLine L[3])) 

(Constraints Ci:( coincident L[i].p2 L[i+1].p1) Ci+2:( perpendicular L[i].p2 L[i+1].p1) 

Ci+4:(equal-length L[i] L[i+2]) Ci+5:(parallel L[i] L[i+2])) 

 

Define Box(Bx) 

(Subshapes Q, vectorLine L[5]: (Quadrilateral, mean, upper_value, lower_value, upper_limit, 

lower_limit)) 

(Constraints C1:( inside L[0] Q ) C2:( perpendicular L[1].p2 L[3].p1 ) C3:( perpendicular 

L[2].p2 L[4].p1 ) C4:( touches L[1] Q ) C5:( touches L[2] Q ) C6:( aligned L[1] L[2] )) 
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Define GroupedBar(GB) 

(Subshapes (vectorBar B[n])) 

(Constraints Ci:( nextTo B[i] B[i+1] )) 

 

Define Coordinates (C) 

(Subshapes A1, A2: (Arrow x y)) 

(Constraints C1: (perpendicular x.p1 y.p1 ) C2: (coincident x.p1 y.p1)) 

 

Define StackedBar (SB) 

(Subshapes vector Bar: (B[n]) ) 

(Constraints Ci: (OnTop B[i] B[i+1]) 

 

Define 100% Stack Bar Graph (TSBG) 

(Subshapes vector StackedBar: (SB[n])) 

(Constraints C1: (nextTo SB[i] SB[i+1]) C2: (sameHeight SB[i] SB[i+1] … SB[n-1])) 

 

Define Histogram (H) 

(Subshapes GroupedBar: (GB)) 
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Define Stack Bar Graph (SBG) 

(Subshapes vector StackedBar: (SB[n])) 

(Constraints Ci: (nextTo SB[i] SB[i+1])) 

 

Define Box Plot (BP) 

(Subshapes vector Box: (Bx[n])) 

(Constraints Ci: (adjacentTo Bx[i] Bx[i+1])) 

 

Define Area Bar Graph (ABG) 

(Subshapes vector Bar: (B[n])) 

(Constraints Ci: (adjacentTo B[i] B[i+1]) Ci+1: (differentWidth B[i] B[i+1] … B[n-1])) 

 

Define Bar Graph (BG) 

(Subshapes vector Bar: (B[n])) 

(Constraints Ci: (adjacentTo B[i] B[i+1])) 

 

Define Range Bar Graph (RBG) 

(Subshapes vector Quadrilateral: (Q[n])) 

(Constraints Ci: (adjacentTo Q[i] Q[i+1])) 
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Define Deviation Bar Graph (DBG) 

(Subshapes vector Bar: (B[n])) 

(Constraints C1: ( sameLine B[i] B[i+1]) C2: (!verifyPaired B[i] B[i+1] … B[n-1])) 

 

Define Paired Bar Graph (PBG) 

(Subshapes vector Bar: (B[n])) 

(Constraints C1: ( sameLine B[i] B[i+1]) C2: (verifyPaired B[i] B[i+1] … B[n-1])) 

 

Define Group Bar Graph (GBG) 

(Subshapes vector GroupedBar: (GB[n])) 

(Constraints Ci: (adjacentTo SB[i] SB[i+1])) 
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APPENDIX B – UCF IRB LETTER 
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APPENDIX C – QUESTIONAIRES 
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Participant No:      

Pre-Questionnaire 

1. What is your age? 

 

2. What is your gender? 

F  M 

3. What is your major? 

 

4. What hand do you normally favor (writing, sports, ..)? 

5. Left  Right 

6.  Please rate your ability to use statistical graphs to visualize data. 

[1=Not Competent, 5=Very Confident] 

1 2 3 4 5  

 

7. Have you ever used a computer with pen/stylus input before? 

Yes  No 

8. If you answered “Yes” to the previous question, please describe the task(s) for which you 

used it. 

 

9. Have you ever used any basic statistical graph tool to visualize data such as Excel? 

Yes  No 

If you answered ‘Yes’ to the previous question, please list the tool or tools you have used 

previously. 
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User Study 

SketChart: A Pen-Based Tool for Chart Generation and Interaction 

The next 10 questions are not meant to measure your ability in statistical graphs, instead is for 

measuring the usability of a tool for generating graphs using a sketch based application. We want 

to evaluate the interaction methods proposed and come up with new if necessary. 

1. Taking “Electricity Net Generation.csv” information. Draw a Bar Graph and indicate: 

a. In which years the “Conventional Hydroelectric Power” was over 300000000? 

 

 

b. Is Solar Electricity generation in years 2004 – 2005 greater than 2006 – 2007? 

 

 

c. By simple inspection which of the ways to generate electricity has become the 

most popular. 

 

 

2. With the same dataset. Draw a Grouped Bar Graph and indicate: 

a. From the six categories presented, which is the category with the most Kw/H 

produced? 

 

 

b. From the graph remove years 1989 – 2010. Taking 2011 year, if you put together 

the energy generation of “Geothermal”, “Solar/PV”, “Wind”, “Wood”, “Waste”. 

Is the sum greater than the energy generated by “Conventional Hydroelectric 

Power”? 

 

 

c. From the graph by selecting “Wind” and “Wood” information, in which years 

“Wind” electricity generation is greater than “Wood”. 

 

    

3. Now draw a Stacked Bar Graph and indicate: 

a. In which year the overall electricity net generation is the highest and in which 

year the lowest? 

 

 

b. In which years the overall electricity generation is between 300000000 and 

400000000. 

 

c. Compare overall energy generation on years 1989, 1990 and 1991 together with 

overall generation in years 2005 and 2006 together. Which interval generated 
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more electricity? 

 

4. Using the same dataset draw a 100% Stacked Bar Graph and indicate: 

a. By unselecting “Conventional Hydroelectric Power”. Please indicate with arrows 

if the energy generation increase, decrease or keep constant from 1989 to 2011. 

“Geothermal”   “Solar/PV”   “Wind” 

 

“Wood”   “Waste” 

 

b. By summing up the overall generation of 1989-1990 and 2010-2011. 

Approximately what is the increase/decrease percentage for “Conventional 

Hydroelectric Power”? 

 

 

c. By summing up the overall generation of “Wind”, “Wood” and “Waste”. 

Approximately what is the increase/decrease percentage of these three compared 

with “Hydroelectric Power”? 

 

 

5. For the next question please load the file “Population by level of education.csv”, draw a 

Range Bar Graph and indicate: 

a. Jot down which is the least range value for female and the year it occurs. Repeat 

exercise for men. 

 

 

b. The year in which the population by level of education is the minimum for males, 

and the minimum for females. Is the same year? 

 

 

c. The year in which the population by level of education is the maximum for males, 

and the maximum for females. Is the same year? 

 

 

6. With the same dataset, draw a Box Plot and indicate: 

a. The female population average from 1970 to 2011 is approximately in which 

range? 

 

 

b. For Tertiary education level male and female. In which year the population is 

almost the same, which means that the standard deviation is close to 0 and the 

confidence intervals are close to the average. 

 

 

c. In the graph, show the 3 years in which the average population is the least. 
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7. For the next set of questions please draw a Paired Bar Graph, and indicate: 

a. Is the data symmetric for male and female for each one of the education levels? 

 

 

b. Taking primary level of education for male and female. Show in the graph the 

years in which the populations almost not change. 

 

 

c. Join male and female categories and show them in the graph. 

 

 

8. With the same data, draw an Area Bar Graph and indicate: 

a. Select one year and indicate which categories are wider male or female? This will 

indicate the greatest cardinality in each category. 

 

 

b. With the same year join categories in a way that you get the opposite result from 

previous literal. 

 

 

9. Please load the file “SAT scores.csv”, draw a Histogram and indicate: 

a. The maximum frequency for the Math scores with 10 bins. 

 

 

b. Number of students with more than 550 points. 

 

 

c. Change the number of bins to 5 in the graph. 

 

 

10. For the next question load the file “Cumulative Trade Deficit/Surplus of Countries.csv” 

draw a Deviation Bar Graph and indicate: 

a. The ratio between the difference between the highest and the lowest of the surplus 

countries to the difference between Bangladesh and Oman is approximately? 

 

 

b. The ratio of the deficit of the first five deficit countries to the overall deficit of all 

the deficit countries is nearly equal to? 

 

 

c. The net total deficit/surplus is equal to? 
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Participant No.  

Post-Questionnaire 

This questionnaire asks you to answer questions about the usability, affordability and ease of use of the 

system used for the study. 

1. Using a Sketch-based graph system improve the time to generate a graph according to the 

requirements given. 

[1=Strongly Disagree, 7=Strongly Agree] 

1 2 3 4 5 6 7 

 

2. How would you rate each one of the following aspects of the system 

[1=Negative, 4=Indifferent, 7=Positive] 

Recognition Engine:   1 2 3 4 5 6 7 

Feedback:    1 2 3 4 5 6 7 

Gestures:     1 2 3 4 5 6 7 

Graph visualization:    1 2 3 4 5 6 7 

3. In your opinion, how would you improve any of the aspects listed above? 

 

 

 

 

 

 

4. In your own words, describe how different is to generate a graph and interact with it in a sketch-

based system rather than in a typical graphical user interface (button, keyboard and mouse). 
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5. From the following interactions indicate the difficulty level represented for each one:  

[1=Very difficult, 7=Very easy] 

Graph drawing:    1 2 3 4 5 6 7 

Gestures:     1 2 3 4 5 6 7 

Tap on buttons:     1 2 3 4 5 6 7 

Selection:     1 2 3 4 5 6 7 

Erase:      1 2 3 4 5 6 7 

 

6. List any additional features that you feel might be important in a basic statistical graph system. 

 

 

 

 

 

 

 

7. In your opinion, for a next release of the system which other statistical graphs would you like to 

be added? 

 

 

 

 

 

 

 

8. In your opinion, would you change the way you are actually generating graphs in a computer? 

And why?  
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