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ABSTRACT

The need to integrate critical optical components on a single chip has been an ongoing quest in both optoelectronics and optical communication systems. Among the possible devices, elements supporting non-reciprocal transmission are of great interest for applications where signal routing and isolation is required. In this respect, breaking reciprocity is typically accomplished via Faraday rotation through appropriate magneto-optical arrangements. Unfortunately, standard light emitting optoelectronic materials like for example III-V semiconductors, lack magneto-optical properties and hence cannot be directly used in this capacity. To address these issues, a number of different tactics have been attempted in the last few years. These range from directly bonding garnets on chip, to parametric structures and unidirectional nonlinear arrangements involving ring resonators, to mention a few [1-4]. Clearly, of importance will be to realize families of non-reciprocal devises that not only can be miniaturized and readily integrated on chip but they also rely on physical processes that are indigenous to the semiconductor wafer itself. Quite recently we have theoretically shown that such unidirectional systems can be implemented, provided one simultaneously exploits the presence of gain/loss processes and optical nonlinearities. In principle, these all-dielectric structures can be broadband, polarization insensitive, color-preserving, and can display appreciable isolation ratios provided they are used under pulsed conditions. In this study, we experimentally demonstrate a compact, monolithically integrated unidirectional 4×4 optical circulator, based on non-reciprocal optical transmission through successive amplification/attenuation stages and elements with very large resonance nonlinearities associated with InGaAsP quantum wells. Our results indicate that isolation ratios
over 20dB can be experimentally achieved in pulse-mode operation. Our design can be effortlessly extended to other existing optoelectronic device systems beyond InP.

In the second part of this report we study the dynamics of accelerating Helmholtz Bessel beams. We present closed form expressions describing the intensity profile of these wavepackets during propagation and we investigate the contribution of evanescent field components. We show that for higher-order Bessel beams, these non-paraxial classes of wave packets can still accelerate on circular trajectories up to 90° even in presence of evanescent components. We have also showed that new families of diffraction-free non-paraxial accelerating optical beams can be generated by considering the symmetries of the underlying vectorial Helmholtz equation. Both two-dimensional transverse electric and magnetic accelerating wave fronts are possible, capable of moving along elliptic trajectories. Experimental results corroborate these predictions when these waves are launched from either the major or minor axis of the ellipse. In addition, three-dimensional spherical non-diffracting field configurations are presented along with their evolution dynamics. Finally, fully vectorial self-similar accelerating optical wave solutions are obtained via oblate-prolate spheroidal wave functions. In all occasions, these effects are illustrated via pertinent examples.
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CHAPTER 1: INTRODUCTION

1.1. Non-reciprocal nonlinear circulator

Nonreciprocal elements are essential components in many optical systems. In principle however, non-reciprocity is inherently difficult due to the time-reversal symmetry in light matter interaction. Therefore any attempt to make an optical isolator needs a mechanism to break the Lorentz reciprocity\cite{5}. According to the Lorentz reciprocity theorem, two states of excitation with their corresponding magnetic and electric fields of $\vec{H}_1/\vec{E}_1$ and $\vec{H}_2/\vec{E}_2$, should satisfy the following equation.

$$\nabla \cdot (\vec{E}_1 \times \vec{H}_2 - \vec{E}_2 \times \vec{H}_1) = j\omega (\vec{E}_2 \cdot \vec{\varepsilon}\vec{E}_1 - \vec{E}_1 \cdot \vec{\varepsilon}\vec{E}_2 - \vec{H}_2 \cdot \vec{\mu}\vec{H}_1 + \vec{H}_1 \cdot \vec{\mu}\vec{H}_2)$$ \hspace{1cm} (1.1)

The right side of equation (1) would be equal to zero if $\varepsilon$ and $\mu$ were scalars. This is known as reciprocity theorem. Consequently any asymmetry in the permittivity or permeability tensor will yield to the directionality of the light propagation. The most common approach to break this reciprocity relies on the Faraday Effect utilizing magneto-optical materials in the presence of magnetic fields [1, 2, 6-9]. Reciprocity would also be broken under the nonlinear condition where the permittivity is influence by the electric field. This has attracted a lot of attention in recent years from directional coupler in quantum well structures [10], to the PT symmetry broken designs in ring resonators on silicon platforms [3, 4, 11-26]. The latter however present a very narrow spectral band-width isolation due to the high quality factor of the resonators.

Following the imparted motive, by characterizing and fully understating the directional coupler On QW platforms, based on the similar principles, we introduce a novel design for a three and four port circulator. This device is designed to perform in an active status where each port would be monitored electro optically to fulfill its capacity to circulate the light in all four
hands. The following report is a comprehensive explanation of the theory, design, fabrication and measurements of such devices.

1.2. Accelerating diffraction-free beams

Since the prediction and experimental observation of optical Airy beams,[27, 28] there has been a flurry of activities in understanding and utilizing accelerating nondiffracting wave fronts.[29-37] As first indicated within the context of quantum mechanics,[38] Airy wave packets tend to accelerate even in the absence of any external forces—a property arising from the inertial character of free-falling systems in a gravitational environment.[39] Interestingly, Airy waves represent the only possible self-similar accelerating solution to the free-particle Schrödinger equation when considered in one dimension. In optics, this peculiar class of waves is possible under paraxial diffraction conditions provided that they are truncated so as to have a finite norm.[27, 28] In this realm, the intensity features of Airy beams propagate on a parabolic trajectory and exhibit self-healing properties, desirable attributes in a variety of physical settings.[29] In the last few years, such accelerating beams have been utilized in inducing curved plasma filaments,[40] synthesizing versatile bullets of light,[41] carrying out autofocusing and supercontinuum experiments,[42] as well as manipulating microparticles.[29] The one-dimensional nature of these solutions was also successfully exploited in plasmonics.[43-46] Interestingly, shape-preserving accelerating beams can also be found in nonlinear settings, with Kerr, saturable, quadratic, and nonlocal nonlinearities.[47-49] In principle accelerating beams can also be generated though caustics.[33, 34] Yet, such wave fronts are by nature not self-similar and thus cannot propagate over a long distance, a necessary feature to reach large
deflections. Until recently, it was generally believed that shape preserving accelerating beams belong exclusively to the domain of Schrödinger-type equations,[38] which for general waves (e.g., electromagnetic, acoustic, etc.) will only be valid under paraxial conditions. Quite recently, however, nonparaxial, shape-preserving accelerating beams in the form of higher-order Bessel functions have been found as solutions of Maxwell equations[50] and experimentally demonstrated.[51, 52] This new family of waves represents exact vectorial solutions to the two-dimensional Helmholtz equation, and as such they follow circular trajectories (on a quadrant) on which the magnitude of acceleration is constant. Unlike paraxial Airy beams, these nonparaxial waves can in principle intersect the propagation axis at 90, thus considerably expanding their bending horizon. Such behavior can be particularly useful in many and diverse applications such as in nanophotonics where nonparaxiality is absolutely necessary. Apart from optics, these solutions can be similarly realized in other electromagnetic frequency bands as well as in acoustics.

Here it is important to emphasize that all these accelerating wavefronts are solutions to the full vector Maxwell equations in coordinate systems where the Helmholtz problem can be successfully separated. In fact, they correspond to modes in cavity configurations, when the enclosing “perfect metallic boundary” is eventually pushed to infinity. For instance, the Bessel waves (TE or TM) happen to be the circulating modes in a cylindrical cavity, of infinite extent. As a result, when this solution is launched in free space, it tends to self-bend along a circular trajectory, as in a cavity, until the open boundary conditions take a toll. Given that these are highly non-paraxial solutions, of importance will be to understand the role of evanescent contributions on their propagation. In addition, it is not at this point very clear how these beams will dynamically evolve even if they are not truncated. In other words, how will they propagate if
the entire waveform (that in principle extends to infinity) is provided? These questions can only be answered through an exact analytical approach since any numerical attempt has to rely on apodized versions of such beams. Moreover given that Airy beams are unique within 1D paraxial optics, the question naturally arises if the aforementioned higher-order Bessel accelerating diffraction-free waves represent the only possible solution. In other words, are there any other vectorial solutions to the full-Maxwell equations that could in general accelerate along more involved trajectories? If so, can they be extended in the three-dimensional vectorial regime, and are they again self-healing in character?

In this report, we present analytical results describing the evolution of accelerating Helmholtz Bessel beams. The contribution of the evanescent field components on the propagation of these vectorial wavepackets is investigated in detail. We show, that in spite of evanescent components, these non-paraxial Bessel beams can still accelerate up to a point, along circular trajectories, and in doing so they can exhibit large deflections. Both apodized and non-apodized Bessel beam configurations are considered in our study. We have also showed that indeed other families of accelerating nondiffracting wave solutions to Maxwell’s equations also exist. [53, 54] By utilizing the underlying symmetries of the corresponding Helmholtz problem, we demonstrate both theoretically and experimentally self-healing vectorial wave fronts—capable of following elliptic trajectories and hence experiencing a nonuniform acceleration. The existence of such beams clearly indicates that shape preservation is not an absolute must in attaining accelerating diffraction-free propagation. In addition, we theoretically explore the dynamics of self-similar accelerating 3D vectorial spherical wave functions along with their power flow characteristics. Other solutions of such classes of 3D accelerating ring wave fronts are also obtained via prolate spheroidal wave functions. Our results may pave the way toward
synthesizing more general classes of accelerating waves for applications in optics and ultrasonics.

1.3. Dissertation outline

The outline of this report is as follows. In chapter 2, we investigate theoretical and numerical beam propagation methods to study and simulate optical wave packet dynamics in directional coupler and circulator devices. Chapter 3 is a comprehensive review of the fabrication process to develop such devices. In chapter 4, we investigate and characterize the quantum well platform including gain and loss along with nonlinear response of the system. The selective band gap tuning of the quantum wells is also discussed in this section. Chapter 5, focus on the setup design and measurements of such devices. Finally in chapter 6, we will switch the topic from nonreciprocal devices to explore the theoretical and numerical investigations of propagation dynamics of fully vectorial accelerating diffraction-free wave packets.
CHAPTER 2: THEORY AND SIMULATION OF THE DEVICE DESIGN

2.1. Theory and beam propagation analysis of the directional coupler

Obeying the wave equation, applying the slowly varying envelope approximation, one can show that the electric fields in two adjacent waveguides in a linear regime can be modeled by a set of coupled equations as follows

\[
\begin{align*}
\frac{dE_1}{dz} + \beta_1 E_1 + \kappa_{12} E_2 &= 0 \\
\frac{dE_2}{dz} + \beta_2 E_2 + \kappa_{21} E_1 &= 0
\end{align*}
\]  

(2.1)

where \( E_1 \) and \( E_2 \) refers to the electric fields in first and second waveguides with \( \beta_1 \) and \( \beta_2 \) representing their propagation constants. Here, \( \kappa_{21} \) and \( \kappa_{12} \) are the coupling coefficients. Solving equations (2.1), for the general form of solutions, \( E_1 = a(z)e^{i\beta_1 z} \) and \( E_2 = b(z)e^{i\beta_2 z} \), the answers demonstrate a harmonic behavior.

\[
\begin{align*}
a(z) &= e^{-\frac{i\delta z}{2}} \left\{ a_0 \cos \left( \frac{\kappa}{F} z \right) + iF \left( b_0 + \frac{\delta}{2\kappa} a_0 \right) \sin \left( \frac{\kappa}{F} z \right) \right\} \\
b(z) &= e^\frac{i\delta z}{2} \left\{ b_0 \cos \left( \frac{\kappa}{F} z \right) + iF \left( a_0 - \frac{\delta}{2\kappa} b_0 \right) \sin \left( \frac{\kappa}{F} z \right) \right\}
\end{align*}
\]  

(2.2)
Where $\delta$ is the value of detuning and $\kappa = \kappa_{12} = \kappa_{21}$, with $F = \frac{1}{\sqrt{1 + \frac{\delta^2}{4\kappa^2}}}$. The above solutions for zero amount of detuning would result in complete switching of power from one waveguide to the other (figure 2.1), however this amount of coupling can be controlled by changing the propagation constant in the waveguides in respect to each other. As an example when $\delta/\kappa = 4$, this coupling will change to about twenty percent (figure 2.2).

![Figure 2.1. Power distribution in directional coupler for zero detuning. Red and blue color indicate waveguide number 1 and 2 respectively.](image1)

![Figure 2.2. Power distribution in directional coupler when $\delta = 4\kappa$. Red and blue color indicate waveguide number 1 and 2 respectively.](image2)
One approach to detune the two waveguides is by applying the nonlinearity. In the presence of nonlinearity, equation (2.1) would be modify as

\[
\begin{align*}
  i \frac{dE_1}{dz} + \beta_1 E_1 + \kappa_{12} E_2 + \left( k_0 \frac{n_2}{2} \right) |E_1|^2 E_1 &= 0 \\
  i \frac{dE_2}{dz} + \beta_2 E_2 + \kappa_{21} E_1 + \left( k_0 \frac{n_2}{2} \right) |E_2|^2 E_2 &= 0
\end{align*}
\]

(2.3)

with \( n_2 \) representing the nonlinear refractive index of the material. A solution to the equation of (2.3) has been proposed using the Stokes parameters in 1985 by B. Daino, et al [55]. These solutions are expressed in terms of Jacobi elliptic functions, \( cn(u, m) \) and \( dn(u, m) \) where \( m \) is the modulus of the elliptic function. Following Daino’s method, after few steps of calculations, one can derive the output power of one waveguide in respect to the input power as follows

\[
P_{out} = \begin{cases} 
\frac{P_{in}}{2} \left[ 1 + cn \left( 2Z, \frac{|a_0|^2}{4} \right) \right] & ; \quad |a_0|^2 \leq 1 \\
\frac{P_{in}}{2} \left[ 1 + dn \left( \frac{|a_0|^2}{2} Z, \frac{4}{|a_0|^2} \right) \right] & ; \quad |a_0|^2 > 1
\end{cases}
\]

(2.4)

where \( a_0 \) indicate the initial amplitude of the field in channel 1. Figure 2.3 shows the \( cn \) part of equation (2.4) for different values of \( a_0 \), in respect to \( z \). as it is shown in this figure, the \( |a_0| = 2 \) is a critical power in respect to the oscillatory behavior for these set of functions, for any initial intensity in the range \( |a_0|^2 \leq 2 \), the power switch back and forth between the waveguides. In \( dn \) solutions however (figure 2.4), for the power range of \( |a_0|^2 > 4 \), although the power oscillate in the launching channel, it will never switch back to the adjacent waveguide thoroughly.
Figure 2.3. Output power behavior for one channel in low intensity nonlinear coupler, \( cn \) solutions \((|a_0|^2 \leq 4)\).

Figure 2.4. Output power behavior for one channel in high intensity limit of nonlinear coupler, \( dn \) solutions \((|a_0|^2 > 4)\).

To better understand the effect of nonlinearity in these set of solutions, we have plotted the output power in respect to the input power. As it can see from figure 2.5, the oscillatory behavior start to shift from the switching behavior between two channels in the coupler as we increase the input power. One should keep in mind that the expressed analytical solutions in equation 2.4 in
the absence of any loss. In the presence of loss however one should numerically solve the
equations to reach an analytical description of the field distributions.

\[
V = \frac{2\pi a}{\lambda_0} \sqrt{n_1^2 - n_2^2} \approx \frac{2\pi a}{\lambda_0} n_1 \sqrt{2\Delta}
\]  \hspace{1cm} (2.5)

Figure 2.5. Nonlinear directional coupler behavior in respect to the input power.

The first experimental observation of this all optical switching has been performed on a
GaAs/GaAlAs multiple-quantum-well structure in 1985 by P. LiKamWa, et al [56]. Later on,
other experiments shows the same notion in a dual core fiber and a strained GaAs/InGaAs
superlattice[57, 58].

In this study we have exploited numerical beam propagation methods (BPM) to deliver a
robust design adequate for easy and standard optoelectronic device fabrication methods. As a
consequence a ridge waveguide platform has been employed and designed to ensure a single
mode structure to avoid any complexity rising from multiple mode interactions. An important
parameter to warrant this latter requirement is the so-called V number defining as

\[
V = \frac{2\pi a}{\lambda_0} \sqrt{n_1^2 - n_2^2} \approx \frac{2\pi a}{\lambda_0} n_1 \sqrt{2\Delta}
\]

with \(n_1\) and \(n_2\) being the refractive indices of core and cladding respectively. The waveguide is
single mode if \(V \leq 2.4\). With this considerations in mind, utilizing the “Split-Step Fourier
algorithm”, we explored different designs for a ridge waveguide directional coupler. However to find the effective refractive indices of the multiple quantum well (MQW) material, to insert in our one dimensional model in beam propagation, we advantage from COMSOL program to find the equivalent of effective indices in such material. Figure 2.6 shows the effective refractive index of the core measured to be $n_1 = 3.18$ while figure 2.7 indicate $n_2 = 3.20$, refractive index of the cladding of our waveguide.

Figure 2.6. Effective refractive index simulations of the core for a multiple layer quantum well structure from COMSOL.

Figure 2.7. Effective refractive index simulations of the cladding for a MQW structure from COMSOL.
Different waveguide widths have been explored utilizing our BPM to find the best coupling and yet satisfying the condition $V \leq 2.4$ for the single mode criteria. The final design has been set for two waveguides with 2$\mu m$ width and spacing of 2$\mu m$. A single mode field distribution in such structure is simulated using COMSOL reported in figure 2.8.

![Mode shape inside the ridge waveguide of MQW structure.](image)

Figure 2.8. Mode shape inside the ridge waveguide of MQW structure.

In the one dimensional BPM, the values for nonlinearity and losses are assumed to our best knowledge from our previous measurements of fabricated devices. In this case the nonlinearity coefficient is set to $n_2 = -10^{-12} m^2/W$, while the amount of loss is assume to be 2000$cm^{-1}$ along the coupler area. The simulations are performed for communication wavelength, $\lambda = 1550 nm$. Figure 2.9 shows the intensity distribution and the coupling length for a structure artificially set to have no loss, while figure 2.10 shows the results considering all the losses. The degree of isolation in first case with no loss is about 22dB, while in the presence of losses it drops to 18dB. In the latter, the coupler is design with a combination of optical amplifiers in a way that the input power equals to the output in both linear and nonlinear regime.
Figure 2.9. BPM results for two adjacent waveguides with 2\( \mu \text{m} \) width each and spacing of 2\( \mu \text{m} \) with no loss. The left shows the linear regime when the power is set to 1mW, while the right figure shows the intensity distribution when the initial power is 10mW.

Figure 2.10. BPM results for two adjacent waveguides with 2\( \mu \text{m} \) width each and spacing of 2\( \mu \text{m} \) considering the loss amount of \( \alpha = 2000\text{cm}^{-1} \) along the propagation. The left shows the linear regime when the power is set to 1mW, while the right figure shows the intensity distribution when the initial power is 10mW.
The single mode field distribution shown in figure 2. 8 is exceptionally susceptible to the ridge waveguide height as one would expect, given that the cladding effective refractive index of the waveguide depend on the etched height. Figure 2. 11 shows the electric field distribution of single mode shape for different ridge waveguide heights where the parameter \( w \), shows the cladding thickness of InP on top of the quantum well structure. As it is expected, for lower values of \( w \), the mode is more confined in the ridge waveguide. Table 2. 1 shows the cladding \( (n_0) \), and core \( (n_1) \) effective refractive indices for different thickness of the buffered InP on top of quantum wells.

Figure 2. 11. Single mode, electric field distribution in a ridge waveguide with two micron width for different waveguide heights.
Table 2.1. Effective refractive indices of the cladding ($n_0$) and core ($n_1$) for single mode waveguide in respect to remaining thickness of the buffered InP on top of quantum well layer.

<table>
<thead>
<tr>
<th>$W$(nm)</th>
<th>$n_{0\text{eff}}$</th>
<th>$n_{1\text{eff}}$</th>
<th>$\Delta n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3.158163</td>
<td>3.208319</td>
<td>0.050156</td>
</tr>
<tr>
<td>50</td>
<td>3.167481</td>
<td>3.208319</td>
<td>0.040836</td>
</tr>
<tr>
<td>100</td>
<td>3.178121</td>
<td>3.208319</td>
<td>0.030198</td>
</tr>
<tr>
<td>150</td>
<td>3.188932</td>
<td>3.208319</td>
<td>0.019387</td>
</tr>
<tr>
<td>200</td>
<td>3.199068</td>
<td>3.208319</td>
<td>0.009251</td>
</tr>
<tr>
<td>250</td>
<td>3.208166</td>
<td>3.208319</td>
<td>0.000153</td>
</tr>
</tbody>
</table>

Although the mode confinement would be desirable for the passive regions where guiding the light is the main objective, it would be a disadvantage in the coupler section where cross talk between the two adjacent waveguide depends on interaction of the two mode. Figure 2.12 shows the coupling length in respect to the parameter $w$.

Figure 2.12. Coupling in two adjacent waveguides with two micron width and two micron separation distance for different ridge waveguide height.
Considering the two results from figure 2.12 and figure 2.11, an optimum depth has been simulated and designed in our wafer structure for best mode confinement and reasonable coupling length. The parameter $w$ is finally designed to be $100\,nm$ in such systems. Yet one can always etch the passive regions, areas with no directional coupler, to reduce the propagation loss. The question remained to be answered is would the mode mismatching, or reflection from passing through one region to the other bring an excessive amount of loss. To answer this question we have investigated the effective mode refractive index for three different ridge waveguide height presented in figure 2.13. The reflection caused by passing through one region to the other is calculated from

$$R = \left(\frac{n_{eff_1} - n_{eff_2}}{n_{eff_1} + n_{eff_2}}\right)^2$$  \hspace{1cm} (2.6)

where $n_{eff}$ represent the effective refractive index of the mode propagating in the ridge waveguide.

Figure 2.13. Single mode electrical field distribution in a two micron width ridge waveguide for three different heights.
From equation (2.6), passing through a ridge waveguide with one micron height to the next with 1.375\(\mu m\), the mode would experience less than %0.0004 loss which is negligible in respect to the material loss of the system.

### 2.2. Circulator design and simulations with RSoft

Finding the best design for the directional coupler in our MQW platform, we proceed to the circulator design. Due to the topological concerns of our design, we used the program RSoft to simulate the beam propagation in our structure. Figure 2.14 shows a first draft of the circulator based on best coupling lengths find in section 2.a, All the distances are expressed in micrometer.

Figure 2.14. Three port circulator design with directional coupler legs. All the distances are expressed in micrometer.
Launching from port 1, due to the amplification before the coupler, the light will stay in first channel. However after passing the first curve due to all the losses caused by the bending structure, the intensity reaches to low enough values to switch to the port 2. The same concept is valid for switching from port 2 to 3 and 3 to 1 as the structure is symmetrical from the central point. In contrast to the directional coupler, the second channel would be dead end to guarantee the best switching performance. A challenging feature of the design presented in figure 2. 14 is the bending structure. Due to the lateral offset in a bend, significant amount of losses would be introduced in large values of bends ($\sim \theta > 20^0$) as the result of optical mode replacement. However this difficulty can be overcome by increasing the bending radius in a way that the optical wave would experience a slight amount of lateral displacement at each time [59-61]. Different designs have been tested using the RSoft program to achieve the best coupling from input 1 to input 2. The final values are presented in figure 2. 14. Figure 2. 15, shows the electrical field distribution in a circulator design when the light is launched from port 1. As it is shown in this picture, in spite all the losses due to the bend, the ratio of power ended up in port 2 is significantly higher than port 3. In this design the degree of isolation defines as logarithmic ratio of power in port 2 in respect to port 3 is about 38dB. The losses due to the bend, measured as the power ratio right before and after the bend is about seven percent.
Figure 2. 15. Electrical field distribution in 3-port circulator design when 10mw power is launched from port 1.

Other designs with smaller bending radius shows a significant loss in the bending area and a lower degree of isolation as the consequence.

In addition to the complexity of the large degree bending losses, one should keep in mind that the 3-port design would impose a great deal of obstacles in respect to the measurements and alignments. For this very reason, we have reached a 4 port design utilizing a 45 degree tilted total internal reflection mirrors (TIR) substituted for bending curves. The same approach can be employed for a 3-port design with 60° mirrors. Figure 2. 16 present such a design for a 4 port circulator.
Figure 2. 16. A 4-port circulator with $45^\circ$ TIR mirrors to rotate and guide the wave packet at the center to the next waveguide channel.

This new design not only compensate all the losses from the previous model, but also offer e a compact structure, $70 \times 6500 \mu m^2$, compatible with common fabrication processes and topologically matching the semiconductor lattice orientations in its cleaving points. As the directional coupler section of this design has been studied before using the BPM, we have only checked the extension, mostly passive parts of the design using RSoft package. Radius and shape of the s-bends are one of those passive areas that has been design to have the minimum loss and maximum transmission of the light from and to the coupler sections. As it is shown in figure 2. 17. a, a transmission of almost hundred percent is expected through a bend with 120$\mu m$ length. Total internal reflection mirrors in the centers, a familiar idea in device fabrication [62-66], has been studied using the same simulation package. Figure 2. 17. b and c shows the power transmission through the reflection from such structures. An overall loss of five percent has been predicted through this reflections for each leg.
Figure 2.17. RSoft simulation results for the passive regions of a 4-port circulator where the purple square indicates the area of study on the structure. a) The s-bend transition of optical power. The blue curve monitors the power before and the green monitor it after the curve. b) Power transmission through passing two TIR mirrors, where blue, green and red show the power monitor values before first mirror, in between, and after the second mirror respectively. c) Power transmission through two mirrors on the extended leg.
CHAPTER 3: MQW STRUCTURE AND DEVICE FABRICATION

3.1. Ridge waveguide fabrication process

In this study we have examined two different MQW wafers (A and B). Both structures involve six InGaAsP quantum wells grown by metal organic chemical vapor deposition (MOCVD) at a commercial semiconductor foundry. Each p-i-n structure is grown epitaxially on a Si doped InP substrate with a 70nm thick undoped InP buffer at the p-i interface. The active region of wafer A consists of six undoped InGaAsP ($\lambda_g = 1.56 \mu m$) quantum wells each 10nm thick sandwiched between five undoped layers of 15nm thick InGaAsP ($\lambda_g = 1.13 \mu m$) barriers while that of wafer B consists of six undoped InGaAsP ($\lambda_g = 1.59 \mu m$) quantum wells each 8nm thick sandwiched between five undoped layers of 15nm thick InGaAsP ($\lambda_g = 1.13 \mu m$) barriers, where $\lambda_g$ is the bandgap wavelength. A schematic cross section view of the wafer design is shown in figure 3.1.

<table>
<thead>
<tr>
<th>Layer Description</th>
<th>Thickness</th>
</tr>
</thead>
<tbody>
<tr>
<td>InGaAs p-type</td>
<td>150nm</td>
</tr>
<tr>
<td>InP p-type (Zn dopped)</td>
<td>1550nm</td>
</tr>
<tr>
<td>InGaAsP U/D</td>
<td>70nm</td>
</tr>
<tr>
<td>5×InGaAsP (15nm)/6×InGaAsP (10nm)</td>
<td></td>
</tr>
<tr>
<td>InGaAsP U/D</td>
<td>70nm</td>
</tr>
<tr>
<td>InP n-type (Si doped)</td>
<td>2500nm</td>
</tr>
<tr>
<td>InGaAs n-type (Si doped)</td>
<td>50nm</td>
</tr>
<tr>
<td>InP Substrate (Si doped)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.1. Schematic cross sectional view of MQW design A grown by MOCVD.
The samples used in this study were ultrasonically cleaned with acetone to remove debris and organic residue from the top layer, followed by rinsing with isopropyl alcohol (IPA) and deionized (DI) water. The samples were then immersed in buffered oxide etch (BOE) to remove any native oxide from the surface. Then a sacrificial layer of 200nm SiN has been deposited using plasma-enhanced chemical vapor deposition (PECVD), to be used as etching mask (Table 3.1). The patterning of the waveguides is done using photolithography with the positive photoresist S-1805 (Table 3.2).

Table 3.1. Sacrificial SiN PECVD recipe.

<table>
<thead>
<tr>
<th>Pressure (mTorr)</th>
<th>900</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temp (°C)</td>
<td>250</td>
</tr>
<tr>
<td>RF Power</td>
<td>20</td>
</tr>
<tr>
<td>N₂ (sccm)</td>
<td>400</td>
</tr>
<tr>
<td>SiH₄ (sccm)</td>
<td>120</td>
</tr>
<tr>
<td>NH₃ (sccm)</td>
<td>4.56</td>
</tr>
<tr>
<td>Ratio (nm/min)</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 3.2. Spin-coat recipe for positive photoresist S1805.

<table>
<thead>
<tr>
<th>Spin (S1805)</th>
<th>3500 (rpm) / 40 (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soft-Bake</td>
<td>120°C / 4 (min)</td>
</tr>
<tr>
<td>UV Exposure</td>
<td>12 mW/cm² / 5.5 (sec)</td>
</tr>
<tr>
<td>Develop 351/DI Water (1:7)</td>
<td>25 (sec)</td>
</tr>
<tr>
<td>Hard-Bake</td>
<td>120°C / 4 (min)</td>
</tr>
</tbody>
</table>
The SiN film then has been etched using the PECVD machine with the recipe presented in table 3.3 for 5 minutes and 15 seconds. We then removed the photoresist mask by immersing the sample in acetone on 100°C hot plate for 5 minutes.

Due to the gas type limitation in our PECVD machine, the specific reactive ion etching (RIE) for InP based materials was not available at the time. For this very reason we chose chemical acid-based etch recipes for our coupler device. After removing the photoresist, to remove the top InGaAs layer, the sample were immersed in the solution $H_3PO_4 : H_2O_2 : H_2O$ with the proportion of 1:1:30 respectively. The ratio of this chemical etch is measured to be around $125 \text{ nm/min}$ and the next layer (InP) would properly act as an etch stop film. As the wet InP etch is highly sensitive to the photoresist, after the first layer etch, we have cleaned the sample under RIE ash removal recipe with $O_2/He$ clean for about 20 minutes. The second layer, InP, is etched with using $HCl : H_3PO_4$ with fractions of 1:1. This later wet etch is rather fast in respect to the previous step which is followed by an InGaAs etch stop cover beneath. The etch rate was measured to be $1 \mu m/min$. Finally the sacrificial layers on top has been removed completely using the RIE etch for SiN mask.

Later on another step has been added to our wet etch recipe, as it was explained before in chapter 2, the mode coupling in two adjacent waveguides is highly sensitive to the remaining top
InP layer before the diffusion protection layers InGaAsP. On the other hand, on the single waveguide paths, deeper the ridge waveguide height is, we have a better mode confinement and lower loss as the consequence. Thus we have added a step where we protect coupler section with the same sacrificial SiN layer, except this time we have opened some areas in between where we could etch the rest of the device deeper to achieve a better confinement and yet protecting our directional coupler. Figure 3. 2 shows the scanning electron microscopy (SEM) pictures of the final coupler device. This device has been fabricated to merely characterize the losses and the directional coupler, thus it only include the coupler section design.

Figure 3. 2. SEM pictures of the coupler device.
The wet etch recipe works ideally for the coupler device where we had only straight waveguides. However one should keep in mind that our wet etch recipe is highly anisotropic where the etched profile depends on the orientation of the wafer. This could bring some complexity in the circulator design, where we have 45° tilted mirrors. Figure 3. 3, shows this profile after the wet etch. As it is clear in figure 3. 3. a, due to anisotropic behavior of the wet etch, the 45° mirrors profile would be tilted toward the waveguide structure. This can be confirmed by figure 3. 3. b, where we have removed the sacrificial top mask. To resolve this issue, we have moved to RIE based dry etch. Figure 3. 4 shows the mirror profiles after the dry etch while table 3. 4 shows the RIE recipe used in this step.

![Figure 3. 3. Mirror profile using the wet etch recipe. a) with SiO2 mask on top. b) After removing the mask.](image)

Figure 3. 3. Mirror profile using the wet etch recipe. a) with SiO2 mask on top. b) After removing the mask.
Recall that the mirrors has to be etched through the quantum wells to perform as total internal reflection planes. Thus with the same approach in the coupler device, the directional coupler has been protected in the circulator design using a sacrificial SiN mask, while all other regions has been etched down through the quantum wells.
3.2. Active device process and metal contacts

After making the ridge waveguides for both circulator and directional coupler designs, the device would be ready for its final step of fabrication. Metal contacts has been designed properly to be fabricated on the p-i-n junction to serve as an semiconductor optical amplifiers (SOA), which would later be controlled actively through the measurement. To put the metal contacts, we need to first deposit a dielectric layer to planarize the underlying topography and thus provide a flat plane for subsequent metallic layers. For this purpose we have employed the Cyclotene resin, commercially known as BCB, for its unique planarization properties. In this process, the BCB has been span on each device with 3500rpm for 40 seconds. To solidify this resin then we put the samples in an oven to be cured for two hours in 250°C. Having the solid resin we etched the BCB using RIE etch up to the level where the top surface of the waveguides appears. We then spin and develop a negative photoresist NR7-1000 PY, to pattern the metal pads and later assist the lift-off process for the protected areas. For the top contacts, we deposit 10nm of titanium proceed by 4nm of zinc and 300nm of gold. After lift-off process, to fuse the metals we cure the samples in a rapid thermal annealing (RTA) machine for 30 seconds at 430°C. The back side of the sample then is being polished and thinned up to 120μm. We then deposit 4nm of nickel proceed with 20nm of germanium and 220nm of gold. The sample is then ready to be cleaved and tested in the measurement. Figure 3. 5. a and b shows the final appearance of the coupler device after the metal deposition while figure 3. 5. c and d present a complete circulator device from top view.
Figure 3. 5. a) Finalize active coupler device with metal pads. b) Complete circulator device.
4.1. Selective area bandgap tuning of multiple quantum well structures

To reduce the amount of loss in the passive areas where the only objective is guiding the light we prefer to tune the bandgap in favor of minimum losses. Selective area bandgap tuning of multiple quantum well structures has been an ongoing task in optoelectronic device fabrication in the past few decades [67-83]. This matter is of particular importance in the fabrication of high-performance laser diodes (LD) and photonic integrated circuits (PIC) [84-88]. Among the variety of available techniques a great deal of attention has been focused on induced disordering of MQWs by impurity-free vacancy diffusion (IFVD), due to its inherent spatial selectivity between adjacent regions and its ability to conserve the electrical properties of the disordered and non-disordered sections alike. IFVD techniques however, rely on the application of a capping layer, usually SiO2/SiNx, which promotes the out-diffusion of Ga from the top surface of the wafer into the dielectric film, thus leaving vacancies in the group III sub-lattice during a high temperature rapid thermal annealing. While relative simplicity of IFVD is an asset, the degree of intermixing that can be achieved through this technique is significantly susceptible to the film properties, the specific structure of MQW, the annealing conditions and even the duration of surface exposure to radio-frequency plasma during reactive ion etching [81, 83].

In the intermixing of InGaAsP MQW’s, a SiO2 cap is usually employed to achieve considerable blue shift to the bandgap transition wavelength of up to 100nm [76, 77, 80], while a SiN cap behaves as an inhibitor to the intermixing process. On rare occasions, the MQW region covered by the SiNx cap undergoes a very slight bandgap change after the rapid thermal
annealing [76, 77, 80]. In this work we demonstrate a significant range in the degree of bandgap modification (up to 140nm in wavelength shift towards the blue wavelengths and 120nm towards the red wavelengths) by manipulating the chemical compositions of the SiOyNx and SiNx films. These bandgap tunings have been determined by measuring the room temperature photoluminescence spectra of the disordered MQW’s samples. The reduction in the bandgap energy is also corroborated by measuring the emission spectra of several semiconductor optical amplifier (SOA) waveguide strips, fabricated on the MQW wafer that was covered by SiNx during the rapid thermal annealing.

In this study we have examined two different MQW wafers (A and B). Both structures involve six InGaAsP quantum wells grown by metal organic chemical vapor deposition (MOCVD) at a commercial semiconductor foundry. Each p-i-n structure is grown epitaxially on a Si doped InP substrate with a 70nm thick undoped InP buffer at the p-i interface. The active region of wafer A consists of six undoped InGaAsP (\(\lambda_g=1.56 \, \mu m\)) quantum wells each 10nm thick sandwiched between five undoped layers of 15nm thick InGaAsP (\(\lambda_g=1.13 \, \mu m\)) barriers while that of wafer B consists of six undoped InGaAsP (\(\lambda_g=1.59 \, \mu m\)) quantum wells each 8nm thick sandwiched between five undoped layers of 15nm thick InGaAsP (\(\lambda_g=1.13 \, \mu m\)) barriers, where \(\lambda_g\) is the bandgap wavelength. A schematic cross section view of the wafer design is shown in figure 4.1.
The samples used in this study were ultrasonically cleaned with acetone to remove debris and organic residue from the top layer, followed by rinsing with isopropyl alcohol (IPA) and deionized (DI) water. The samples were then immersed in buffered oxide etch (BOE) to remove any native oxide from the surface. In order to study the dependence of bandgap tuning of the MQWs on the different dielectric capping layers, a number of samples are prepared with a variety of SiO₂, SiNx and SiOyNx films grown by plasma-enhanced chemical vapor deposition (PECVD). After each individual sample was coated with a film of SiNx or SiOyNx, the film was removed over half of the surface using a photoresist mask and reactive-ion etching (RIE). After having removed the photoresist, a final layer of SiO₂ is grown by PECVD to cover everything. Consequently all the samples contain two sections, an area that is covered by a single layer of SiO₂ and the remaining area that is covered with either SiNx or SiOyNx followed by an over-layer of SiO₂. The latter is expected to perform as an inhibitor for the intermixing. To formulate SiOyNx films with various compositions, the ratio of N₂O to NH₃ used in the PECVD process is varied from five to one in small steps. Evidently a higher ratio of N₂O/NH₃ results in a SiOyNx
film with a larger oxygen content and hence the film has a lower refractive index. On the other hand, the SiN\textsubscript{x} film is grown in the absence of any N\textsubscript{2}O gas, and the composition is controlled by varying the ratio of SiH\textsubscript{4} to NH\textsubscript{3} during the PECVD process. In this case, higher SiH\textsubscript{4} to NH\textsubscript{3} ratios lead to Si rich films which have higher refractive indices. Therefore the refractive index of the film was used as a measure of the composition of SiN\textsubscript{x} or SiO\textsubscript{y}N\textsubscript{x}. Our PECVD machine utilizes a 2\% silane gas (SiH\textsubscript{4}) pre-diluted with nitrogen gas and the SiN\textsubscript{x} films are usually under high tensile stress. By adding N\textsubscript{2} and He to the growth recipes, the tensile or compressive behavior of the SiN\textsubscript{x} films can be controlled. However it was found that there was always some residual stress in the films and the only effective way to prevent film cracking during high temperature anneals was to limit the thickness of the SiN\textsubscript{x}/SiO\textsubscript{y}N\textsubscript{x} films to less than 50nm. In this study, the thickness of the SiN\textsubscript{x}/SiO\textsubscript{y}N\textsubscript{x} films was kept at 30nm as a good compromise between repeatability and film robustness to high temperature anneals. On the other hand the thickness of the SiO\textsubscript{2} film that is expected to promote the intermixing, is kept at 200 nm for all the samples. Each sample was treated individually in a rapid thermal annealer (RTA) for 30 sec at 800\textdegree{}C. During the RTA process, the MQW samples were sandwiched between two GaAs wafers to maintain an As over-pressure and minimize the outgassing of As from the samples. Figure 4. 2 outlines the characteristic changes of the photoluminescence (PL) spectra measured at room temperature for the samples of MQW wafer A that were covered with different film compositions and annealed at 800\textdegree{}C for 30s. The absolute values of PL peak shift from that of the as-grown sample is plotted in figure 4. 2 as a function of the refractive indices of the covering films. The down-pointing and up-pointing triangles correspond to samples covered with SiO\textsubscript{y}N\textsubscript{x} and SiN\textsubscript{x} respectively. Overall, the shift of the PL peak that was obtained using the different film compositions is in the range of -140nm to +120nm. The results shown in figure 4.
2 indicate that the SiOyNx films that were grown using PECVD processes containing N2O in the gas mixture, tend to result in blue shifts of the PL peak, similar to SiO2 films, but to varying degrees depending on the ratio of NH3 to N2O mixtures.

Figure 4. 2. Absolute value of the PL shift measured from RTA treated samples capped with different dielectric films, with respect to the refractive index of the film. The blue shift associated with SiON films for different ratios of NH3/N2O, while the red shift refers Si-rich compositions. The inset shows the absolute PL spectrum for selected data points.

Larger ratios of NH3/N2O produce SiOyNx films that contain larger x/y ratios with correspondingly higher refractive indices, and tend to shift the PL to a longer wavelength. In the absence of N2O during the PECVD process, the SiNx films lead to red shifting of the PL peak. However, it was observed that the degree of the PL peak shift could be controlled by the ratio of
SiH4 to NH3 gases during the PECVD growth of the capping film. A larger ratio of SiH4/NH3 leads to a film of higher refractive index which is consistent with a Si-rich film that results in a MQW disordering with more bandgap narrowing. The SiO2 covered sections of all these samples exhibited a blue shift of 140nm in the PL peak. Table 4. 1 shows a summary of the pertinent parameters that were employed in the PECVD growth of the SiOyNx /SiNx films.

Table 4. 1. Recipes for SiN/ SiOxNy film composition sorted with respect to their refractive index;

<table>
<thead>
<tr>
<th>Power(W)</th>
<th>Temp(oC)</th>
<th>SiH4(sccm)</th>
<th>NH3(sccm)</th>
<th>N2O(sccm)</th>
<th>N2(sccm)</th>
<th>HE(sccm)</th>
<th>Index of Refraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>150</td>
<td>300</td>
<td>200</td>
<td>4</td>
<td>20</td>
<td>800</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>250</td>
<td>200</td>
<td>10</td>
<td>35</td>
<td>600</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>250</td>
<td>200</td>
<td>10</td>
<td>29</td>
<td>600</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>150</td>
<td>300</td>
<td>180</td>
<td>3.5</td>
<td>10</td>
<td>800</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>150</td>
<td>300</td>
<td>180</td>
<td>3.5</td>
<td>5</td>
<td>800</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>250</td>
<td>180</td>
<td>4.2</td>
<td>0</td>
<td>200</td>
<td>219</td>
</tr>
<tr>
<td>7</td>
<td>150</td>
<td>300</td>
<td>180</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>450</td>
</tr>
<tr>
<td>8</td>
<td>150</td>
<td>300</td>
<td>180</td>
<td>4</td>
<td>4</td>
<td>800</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>100</td>
<td>250</td>
<td>240</td>
<td>4</td>
<td>0</td>
<td>200</td>
<td>219</td>
</tr>
<tr>
<td>10</td>
<td>150</td>
<td>300</td>
<td>180</td>
<td>4.2</td>
<td>0</td>
<td>200</td>
<td>219</td>
</tr>
<tr>
<td>11</td>
<td>150</td>
<td>300</td>
<td>180</td>
<td>3.75</td>
<td>0</td>
<td>200</td>
<td>219</td>
</tr>
<tr>
<td>12</td>
<td>150</td>
<td>300</td>
<td>180</td>
<td>4</td>
<td>0</td>
<td>800</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>150</td>
<td>300</td>
<td>220</td>
<td>4</td>
<td>0</td>
<td>200</td>
<td>219</td>
</tr>
<tr>
<td>14</td>
<td>150</td>
<td>300</td>
<td>200</td>
<td>3.5</td>
<td>0</td>
<td>800</td>
<td>0</td>
</tr>
</tbody>
</table>

Noting the compelling nature of this new observation of significant bandgap narrowing caused by selective area intermixing of InGaAsP MQWs, we decided to verify this technique of bandgap tuning using SiNx films of varying Si compositions on the MQWs wafer B. To reduce any other unintended influences, in the growth of the SiNx films, the SiH4, He and N2 mass flow rates as well as the plasma rf power and the substrate temperature were all kept constant while changing the NH3 flow for all different recipes. Figure 4. 3 shows the photoluminescence results of MQW PL shift toward red, treated with RTA and dielectric films with varying Si concentrations. The results clearly show a red shifting of the PL peak emission for Si-rich
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compositions of SiN\textsubscript{x} with the largest shift occurring when the ratio of SiH\textsubscript{4} to NH\textsubscript{3} is highest during the PECVD process.

![Graph](image)

**Figure 4.3.** Blue/Red shift report implying Si-rich films on a MQW structure

In order to eliminate the potential of the red-shifted PL spectra being caused by an unintended imbedded layer in the semiconductor wafer, the cladding coating of the wafer shown in figure 1 has been removed layer by layer and the photoluminescence spectrum of the wafer is measurement each time separately. As a result no change was revealed in the PL spectrum of a red shifted sample. To investigate this issue further, the electroluminescence spectrum of both red and blue shifted samples was obtained (Fig. 4. 4). This measurement was performed utilizing a semiconductor optical amplifier (SOA) fabricated on a waveguide strip.
In conclusion, we have presented a thorough study of broad bandgap tuning for InGaAs(P)/InP based multi-structure quantum wells, up to 140nm toward blue and 120nm toward red parts of the spectrum employing SiOyNx /SiNx PECVD growth films. We examined new techniques to achieve absolute red shifts of the bandgap with selectivity over a broad spectrum. This process is controlled by the Si concentration in the film compositions.

![Graph](image.png)

Figure 4. The electroluminescence and photoluminescence response of a red shifted and a blue shifted sample.

The solid line indicates the PL while the dash line represents the EL spectrum.
4.2. Waveguide loss measurements

As explained in the previous section, the passive region bandgap, excluding the directional coupler, is tuned to a shorter wavelength in respect to the pump laser to reduce the amount of material loss. In this section, we have characterized the optical losses for both shifted and preserved regions of the device.

Figure 4.5 shows photoluminescence (PL) measurement performed using an optical spectrum analyzer (OSA), of a typical sample with two sections of blue shifted (a) and red shifted (b) bandgaps for passive and coupler/SOA regions respectively. We have then fabricated ridge waveguides, similar to the ones that we have on our devices, to measure the losses.

Two general approaches has been adopted in these set of measurements. In the first method, by scanning through each waveguide we have utilized the Fabry-Perot fringes generated from a straight waveguide to measure the loss coefficient directly from the fringe visibility. For a Fabry-Perot cavity with losses we have
\[ \frac{I_t}{I_i} = \frac{E_t E_t^*}{E_i^2} = \frac{(1 - R)^2 \exp(-\alpha l)}{1 + R^2 \exp(-2\alpha l) - 2R \cos(2\beta) \exp(-\alpha l)} \]  
(4.1)

with \( R \) define as \( R = \left( n_0 - n_{eff}/n_0 + n_{eff} \right)^2 \). From equation 4.1 one can find the loss coefficient as the following

\[ \alpha = \frac{\ln \left( \frac{R(V - 1)}{V + 1 - 2\sqrt{V}} \right)}{L} \]  
(4.2)

Here the \( V \) is the visibility and it’s define as

\[ V = \frac{T_{max}}{(T_{min,1} + T_{min,1})/2} \]  
(4.3)

with \( T_{max} \) and \( T_{min} \) expressed as

\[ T_{max} = \frac{(1 - R)^2 \exp(-\alpha l)}{1 + R^2 \exp(-2\alpha l) - 2R \exp(-\alpha l)} \]  
(4.4)

\[ T_{min} = \frac{(1 - R)^2 \exp(-\alpha l)}{1 + R^2 \exp(-2\alpha l) + 2R \exp(-\alpha l)} \]  
(4.4)

derived directly through equation 4.1.

One should keep in mind that in this method the scan steps should be accurate enough to recognize the free spectral range of the Fabry-Perot, \( \Delta \nu_{fsr} = c/2L' \), where \( c \) is the speed of light and \( L' \) is the optical path define as \( L' = n_r L \cos \theta \) with \( n_r \) being the effective refractive index of our single mode coupled into the waveguide. Substituting the values, for free spectral range in our system we find \( \Delta \lambda \sim 0.2674 \text{nm} \). However the full width half maximum (FWHM) the laser reported from the company is \(<100 KHz \rightarrow 0.155 \text{nm} \) for 1550nm. In this case we expect our loss measurements from Fabry-Perot fringes to be slightly higher than the actual losses due
to the possible overlap of these fringes as the FWHM of the laser is only about half of the free spectral range of our fringes.

Using 40x microscope objective we couple the light into our devices. The laser source used in this experiment is a broad band tunable laser, lightwave measurement system model 8164A. Another 20X objective is responsible to collect the transmitted light right after the sample. We then measure the output intensity using a THORLABS InGaAs amplified photodetector. The setup will be discussed in more detail in chapter 5. We first scan the sample with high resolution (0.01nm steps) in a short range of 1575nm to 1580nm for the red shifted sample and 1565-1570nm for blue shifted. After removing the background current of the photodiode and smoothen the data by averaging on five adjacent points, the loss parameter ($\alpha$) can be found directly from fringe visibility of data recorded by the photodiode using equation 4.2, for each wavelength.

![Figure 4.6](image)

Figure 4.6. Photodetector respond in respect to wavelength change for a light passing through a blue-shifted ridge waveguide.
Figure 4. 6 shows the photodiode respond for a typical blue-shifted sample. The Fabry-Perot fringes are evident in this figure. Having the loss coefficient for a small range of spectrum through the Fabry-Perot fringes, we then scan the sample with lower resolution (0.5nm) for longer range (from 1530-1580nm). We then collect the output power by the photodiode, smoothing the data by averaging on 30 adjacent points. We call this $P_2$. In a separate measurement we find the input power ($P_1$) by removing the sample and collecting the laser spectral passing through all the optical elements excluding the sample and objectives.

![Figure 4. 7. Defining input and output power inside and outside a close box system.](image)

The actual powers inside the Fabry-Perot resonator is related to the outside system powers by relations:

\[
P_{\text{in}} = P_1 \times T_1
\]

\[
P_{\text{out}} = P_2 \times T_2
\]

(4.5)

Following the definition for loss, having the actual input and output powers, one can derive a new formula for loss coefficient with a correction factor that can be measured through a comparison of direct loss measurements with the one from Fabry-Perot fringes as follow:

\[
\frac{P_{\text{out}}}{P_{\text{in}}} = \exp(-\alpha \cdot L) = \frac{P_2}{P_1} \cdot \frac{1}{T_1 T_2} \rightarrow \alpha \cdot L = \ln\left(\frac{P_1}{P_2}\right) + \ln(T_1 T_2)
\]

\[
\alpha = \frac{1}{L} \ln\left(\frac{P_1}{P_2}\right) + \frac{\ln(T_1 T_2)}{L}
\]
\[ \alpha = \frac{1}{L} \ln \left( \frac{P_1}{P_2} \right) + \alpha_{corr} \]  

(4.6)

Using this \( \alpha_{corr} \) and having \( P_1 \) and \( P_2 \) for the whole spectrum (1530-1580nm) we found the loss coefficient for ridge waveguides for two blue/red shifted regions by averaging over 10 different waveguides. Figure 4. 8 shows the result of this measurements where SiN covered indicated the red shifted area and SiO2 denote blue shifted waveguides.

![Figure 4. 8. Loss spectrum for a blue/red bandgap shifted (SiO2/SiN covered) waveguides by averaging over results from 10 waveguides.](image)

**4.3. Characterization of nonlinear response of InGaAsP quantum wells**

A significant distinction in optical properties rise in a multi-structure quantum well (MQW) in respect to a bulk semiconductor material, due to its quantum confinement. A relatively smooth absorption spectrum in bulk materials give its way to a sharp, enhanced excitonic interaction, resulting in step like absorption spectrum influenced by discrete energy levels of the quantum
well in valance and conduction band. These excitonic interactions rise to a new interesting optical effects that can only be seen in such quantum confined structures. The band filling effect is among those, where for high optical power in a very short time, due to optical absorption the conduction band become occupied with electrons while the valance band is populated with holes. As a results, the electrons from the valance band require a greater amount of energy to fill in the conduction band and the absorption spectrum is blue shifted. Following the Kramers-Kronig relations, one can refer to this change in the absorption to obtain a change in the refractive index. In this chapter we tried to measure and characterized this refractive index change.

Typically to measure the nonlinear refractive index, one should monitor the phase change in respect to optical power intensity of a light passing through the material. Figure 4.9 shows a Mach-Zehnder free space interferometer we designed for this measurement.

![Mach-Zehnder interferometer](image)

**Figure 4.9.** The Mach-Zehnder free space interferometer design to measure the phase change occurs in MQW due to the refractive index change for high optical powers.

The nonlinear refractive index coefficient can be measured from

\[ \Delta \phi = \frac{2\pi}{\lambda} n_2 \Delta IL \]  

(4.7)
where $\lambda$ is the frequency of the light, and $L$ present the length of the sample. The optical light intensity change, $\Delta I$, can be translated with the optical power through the definition $\Delta I = \Delta P_0 / dA$, with $dA$ defines through our ridge waveguide effective mode size. As the result, the nonlinear refractive index can be measured through

$$n_2 = \frac{\Delta m \cdot \lambda}{\Delta P_0 \cdot L} dA \quad (4.8)$$

with $\Delta m$ being the number of fringes moved due to the change of peak power $\Delta P_0$. One should keep in mind that the change of power by itself is not sufficient to measure the nonlinear phase change, as the average power variation can bring thermal positive nonlinear effects into play which might compensate the negative nonlinear in the transparent region due to absorption change. To make sure we factored out the influence of average power, we have only changed the intensity by pulsing the source power. The light source in this measurement is an erbium doped mode lucked fiber laser pumped with a diode laser, with the frequency of 26MHz. We have externally pulsed this laser, using a free space acousto-optic modulator to keep the average power the same with controlling the pulse width, while the intensity is changed using the pulse height. The peak power in this case is given by

$$P_0 = \frac{TP_{avg}}{t} \quad (4.9)$$

where the $T$ refers to pulse repetition time and $t$ indicates pulse width. The repetition $T$ remains at 2$\mu$s during all the measurements while the $t$ is changed from 100 to 950$ns$. The height of the pulses is fixed accordingly to keep the average power identical in one set of experiment. A correction factor from comparison of the loss measurement in the previous section is used to find the actual power coupled intro the device. Figure 4.10 shows a typical fringe movement for $\lambda = 1560nm$, when the pulse width is changing from 100 to 950$ns$. The same measurement has
been repeated for different wavelengths. Figure 4.11, shows the nonlinear coefficients measured for different wavelengths from equation 4.8. The results are in agreement with our expectations from the wafer design in order of magnitude.

Figure 4.10. Fringe movement due to intensity variation of the input light for $\lambda = 1560\text{nm}$.
4.4. Gain calibrations and semiconductor optical amplifier device characterization

Finding a healthy absorption spectrum from the quantum well platform, one should expect and appreciate amplified spontaneous emission (ASE) and stimulated emission in such an environment in the presence of free carrier injection. To characterize these properties, we have fabricated semiconductor optical amplifiers (SOA) to measure and calibrate the gain. This chapter is a summary on our SOA device measurements and its characterization.

Metal contacts has been fabricated on ridge waveguides with different widths as explained in section 3. b. Following the same method as expressed in section 4. b, a SOA device could be considered as a Fabry-Perot cavity with gain medium and consequently the gain coefficient could be characterized directly from the Fabry-Perot fringe visibility[89]. However one should keep in mind that a SOA is not a Fabry-Perot resonator cavity by itself as the feedback is killed from each facet. On the other hand the gain measurement through a laser device, in the presence of the feedback, is going to be misleading as for above the threshold current, lasing can filter out a specific mode and as a consequence the result gain coefficient is expressing a partial contribution of the actual gain. Then again, below the threshold, a net gain
would be measured as the results of loss presence. However a laser device could be very beneficial as through direct measurement of Fabry-Perot fringes one could measure and exact point were both the losses and gain compensate each other in a way that $\alpha = \gamma = 0$, which is called the transparency point. The point $\gamma_{net} = 0$ occurs slightly below the threshold, before the lasing start to happen. Finding this threshold current, one could then characterized a SOA device to measure the actual gain spectrum.

Gain coefficient in a Fabry-Perot resonator can be obtained from the fringe visibility utilizing the formula

$$\gamma_{net} = \ln \left[ \frac{R \times (v - 1)}{v + 1 - 2 \times \sqrt{v}} \right]$$

(4.10)

where again in the same manner as loss measurements, $v$ represent the visibility of the fringes and $R$ express the reflectivity of the waveguide facets. Figure 4. 11 represent equation 4. 10, where the net gain is plotted in respect to the visibility. As it is shown in this figure, the point $v = 3.36085$ is the critical visibility were the net gain is zero and our point of interest.

![Figure 4. 12. Net gain in respect to Fabry-Perot fringe visibility.](image)
The P-I curve of a laser device has been obtained in figure 4.13 to locate the threshold current. From this figure, $I_{th}$ is measured around $75mA$. The gain measurements then has been performed on the SOA device for the currents higher than this $I_{th}$. In the SOA device the feedback from the facets has been destroyed by depositing 200nm layer of SiN on each end, which eventually broadened the FWHM of the lasing spectra from less than 1nm in laser device to 35nm for 100mA current applied.

![P-I curve](image)

Figure 4.13. The P-I curve of a laser device fabricate on quantum well structure to characterize the threshold current.

One should keep in mind that the net gain value would be zero only for one specific point. The actual gain coefficient then can be normalized using the net gain values for below and above this transparency turning position. To characterize this gain spectrum for different currents, we have found the net gain coefficient for a laser device below the threshold for different currents (figure 4.14).
Figure 4. 14. Net gain measured for a laser device directly from the Fabry-Perot fringes for currents below the threshold.

The actual gain then has been collected through the direct input/output power measurement with considering the correction of net gain obtained through figure 4. 14. Figure 4. 15 shows the final results of gain measurement in such medium.
Figure 4. 15. Gain spectrum for currents above threshold for SOA devices.
CHAPTER 5: EXPERIMENTAL SETUP AND DEVICE MEASUREMENTS

5.1. General measurement setup design

The setup prepared to measure devices has two general components. A visible light for alignment and the original tunable Erbium-doped mode-locked fiber laser performing at 1550nm. Figure 5.1 shows a schematic view of the designed experimental setup. An IR camera is provided to observe the mode shape collected from the sample and an extra optical free space branch is added for Mach-Zehnder interferometer design. The input light is pulsed through an acousto-optic modulator to control the intensity and distinguish the signal from background noise. The polarization of the light is controlled through a half-wave plate before the sample. A 40X objective is responsible to couple the light into 2μm waveguides and a 20X objective collect the transmitted light from the other side. The sample sat on a Peltier cooler while a slow stream of water is passed through its stage to keep the TE cooler maintaining a constant temperature (Figure 5.2).

Figure 5.1. Schematic view of the setup designed to measure the coupler/circulator devices
To pass the current through the sample we have employed a needle, connected to the Lightwave current source model LDX-3525, to locate each SOA fabricated in our device individually. The ground is connected through the stage holder back to the current source. A bandpass filter is added in the collecting branch to remove any possible ASE (amplified spontaneous emission), and eventually a THORLABS InGaAs amplified photodetector is responsible for intensity measurements of the switching occur in devices. The setup is occasionally modified as described briefly in previous sections, to be compatible with several measurements regarding the characterization experiments.

5.2. Directional coupler measurements and characterization

As mentioned in the previous sections, a solely directional coupler segment has been designed, fabricated and characterized, intending to direct for a better design of the circulator device. For this purpose, directional couplers with different lengths, from 1400nm to 750nm, has been fabricated on a single device while the ridge waveguide widths has been changed from $2 - 3\mu m$,
with the spacing differs from $2 - 3 \mu m$. As the wet etch procedure brings us narrower structure in respect to the mask, a design with $3 \mu m$ width and $2 \mu m$ spacing was finally selected as the best pattern to be studied and fabricated. Utilizing the setup reported in the previous section, in the first set of experiments we have measured the best coupling length in a passive device by measuring the output ratio from port 3 to port 4 while the input light is coupled in either port 1 or port 2 (figure 5.3). Figure 5.4, shows a plot this ratio in respect to different coupler lengths. From this measurement, we figured the best coupling length should occur close to $950 \mu m$.

![Diagram of directional coupler](image1.png)

**Figure 5.3.** Definition of different ports in our directional coupler device.

![Plot of coupling ratio](image2.png)

**Figure 5.4.** The coupling ratio in a directional coupler in respect to the coupler length
Finding the best coupling length for a complete switching in the presence of low optical power, we have to validate the device performance under the high optical power influence in nonlinear regime. One should keep in mind that the high optical power is provided utilizing an SOA fabricated on the device. In this case an optical ASE is inevitable due to the high current requirements, which has to be monitored and distinguished from the pump signal. For this purpose we have designed four set of experiments to fully understand the ASE behavior and following the signal passage through the directional coupler. In the first set of these experiments, by blocking the input light, we only trigger the ASE by increasing the applied current on SOA from 0-150mA. As it is shown in figure 5.5, in the absence of the signal the ASE intend to stay in the upper channel as the output is screened on port 3. This is reasonably expected as the ASE is known and measured to have broadband spectrum while the coupler is designed for a only selective frequency switching.

Figure 5.5. ASE triggered from port 1, passage through a directional coupler device.
In the next set of experiments, directionality of the coupler in the presence of high optical power has been tested where the input light has been coupled through port one, and its transition through the device has been monitored when the amplifier on port 1 is turned on and off. Figure 5.5. a, shows the output as captured by the camera, where the amplifier is off while figure 5.5. b, indicate the case where a maximum current of 150mA has been passed through the amplifier. A complete switching in the output facet is obvious in this results. Notice that in the presence of input light, despite figure 5.5. where only ASE existed, alignment fringes appears on the camera which is eventually removed from intensity measurements utilizing a slit.

Figure 5.6. a) Directional coupler functionality when a low power light is launched through port 1. b) when the light in channel 1 is amplified before reaching the coupler section.
To distinguish the possible ASE in port 3 for the case presented in figure 5. 6. a, from the original signal, each output has been collected individually and send to an optical spectrum analyzer. The peak power of the signal exiting port 4 then has been monitored during the switching. A 60 times drop in the output power has been recorded due to the switching which indicate a healthy degree of isolation for our directional couplers.

In the final version of the device, the amplifier in port 1 is supposed to work in its full functionality all the time, directing the input light from port 1 toward port 3, while any incoming light in port 3 is supposed to be directed to port2. One question that should be discussed in this design is then, can the presence of a high power ASE in such a system, trigger the nonlinearity in a way that even the low power light remain in its original input port branch. To investigate this hypothesis, we have designed an experiment presented in figure 5. 7, where the light is coupled from one side through one port, while the SOA on the other side is turned on. As it is shown in this figure, by increasing the current on the SOA on port 4, no nonlinear switching has been observed for the input light launched through port1. Port 3 in this experiment has been monitored by coupling through an optical spectrum analyzer and as the result no abrupt change in the signal power has been detected. Only a power change can be observed in port 4 due to the excessive amount of ASE from the SOA which can be eventually filtered out in the final experiment by utilizing a bandpass filter.
5.3. **Unidirectional 4 × 4 circulator measurements and characterization**

As discussed in chapter 2, the 4-port circulator is designed based on the unidirectional couplers. The resulting counter-clockwise unidirectional optical transport (1→2→3→4→1) was accomplished by exploiting the interplay between successive amplification/attenuation stages and coupling elements displaying large resonance nonlinearities associated with InGaAsP quantum wells. To obtain the counter-clockwise transportation between adjacent ports, total internal reflection (TIR) mirrors has been employed in the center of the structure to guide optical...
pulses along the circulated path. The performance of these TIR mirrors has been tested by FDTD methods in full-wave package of RSoft which has been explained in detail in chapter 2. However, the actual experimental losses in this section can be critical in the final performance of the circulator. To characterize this losses we have fabricated a waveguide with two mirrors along with a single waveguide as it is shown in figure 5.8 (a) and (b).

![Figure 5.8. a) Schematic view of a single waveguide compare to (b) a waveguide with two mirrors.](image)

Following the same techniques described in chapter 4.2, we have measured the losses in each structure of figure 5.8. Figure 5.9 shows the loss measurement of a single waveguide derived directly from its Fabry-Perot fringes. The value of this loss is much smaller than the previous measurements as a result of employing dry etch techniques for fabrication.

![Figure 5.9. Loss measurements of a single waveguide through the Fabry-Perot fringes.](image)
Based on similar principles, we have also measured losses in the structure with mirrors. Figure 5.10 shows loss measurement of the two structure. Comparing the outputs, we have extrapolated the reflectivity of each mirrors which is about 94%.

![Graph showing loss measurements of a single waveguide compared with a waveguide with two mirrors.](image)

Figure 5.10. Loss measurements of a single waveguide compares with a waveguide with two mirrors.

Measuring a healthy reflectivity on the mirror sections, we followed with the device measurements. Although the system is nonlinear, for our circulator we have defined a linear scattering matrix \( S \) to characterize the output of each port in the presence of excitation at one channel \( P_{\text{out}} = P_{\text{in}}S \). The scattering matrix \( S \) is defined as

\[
S = \begin{pmatrix}
    c_{11} & c_{12} & c_{13} & c_{14} \\
    c_{21} & c_{22} & c_{23} & c_{24} \\
    c_{31} & c_{32} & c_{33} & c_{34} \\
    c_{41} & c_{42} & c_{43} & c_{44}
\end{pmatrix}.
\]  

(5. 1)

Where component \( c_{ij} \) indicate the output at port \( j \), when port \( i \) is excited. Due to the symmetry in the system and direction of propagation, most of the components in scattering matrix would be
zero. The main remaining element to be measured is port to port transition, where channel $i$ is excited and channel $j$ is the following anticlockwise rotated port in the structure to be measured. Because of the symmetrical design in our circulator, $c_{12} = c_{23} = c_{34} = c_{41}$. We define the port to port transition matrix element by $c_f$ where $f$ stands for the forward beam propagation. On the other side, any leak to the unwanted channel (i.e. when one is excited, four is marked as the unwanted) should be characterized. For this case we define $c_b$ where $b$ stands for backward propagation and indicate the leak in the system. The final form of the scattering matrix in this case is then represented as

$$S = \begin{pmatrix}
0 & c_f & 0 & c_b \\
c_b & 0 & c_f & 0 \\
0 & c_b & 0 & c_f \\
c_f & 0 & c_b & 0
\end{pmatrix} \quad (5.2)$$

For characterization of the $c_f$, as shown in figure 5.11 (a), we have excited channel one and collect the output from channel two. For low optical power at the input, with finely choosing the best coupling length over the coupler devices, most of the light will couple to the adjacent waveguide in port one and guided toward port four as the consequence. However, by increasing the power, or in this case amplifying the signal by injecting the current through the gain medium, the detuning triggered by nonlinear response will guide the pulse toward port two. Figure 5.11 shows the normalized mode distribution in channel two monitored by an IR camera while the injected current on channel one is increased from zero to 200mA. We have also monitored port four, when channel one was excited for different injected currents. This time, the output will decrease by increasing the current as it is expected (figure 5.12).
Figure 5.11. (a) Schematic view of the four port circulator for port to port measurements. (b) Output at channel two, while the injected current on channel one is increased from 0-200mA.

The best performance of the device is in a state where $c_f \gg c_b$. Therefore, we define the isolation degree in terms of $\beta = 10 \log \frac{P_{circulated}}{P_{leak}}$. To calculate this ratio, we have plotted the normalized output intensity of channel two and channel four on the same graph when the injected current on the excite port one is increased from $0 - 200mA$ (Figure 5.13).
Figure 5.12. (a) Schematic view of the four port circulator for leak measurements. (b) Output at channel two, while the injected current on channel one is increased from 0-200mA.

Figure 5.13. The normalized intensity of the output light from (black) channel two, and (red) channel four, when port one is excited, in respect to the injected current on port one.

The isolation degree, when all three SOA’s on channel one, two and four are active, is reported at 21.3dB.
Finally we have to characterize the device spectral response. For this purpose, we have measured the isolation degree for different wavelengths achievable with our hand-made mode-lock laser. Figure 5.14 shows the results of this measurement. As one can see from this figure, the device has been designed to perform with the highest isolation degree at 1.5\( \mu m \). This is partially due to the design on directional coupler section. Figure 5.15 shows the isolation degree of a directional coupler in respect to wavelength. As it is shown in this figure, the isolation degree of a directional coupler is wavelength dependent and it has its maximum value for 1.5\( \mu m \).

Figure 5.14. Isolation degree of circulator device in respect to the wavelength.
Figure 5.15. Isolation ratio of an isolator (directional coupler) device in respect to the wavelength. The inset shows the zoom-in figure for 1545-1565nm.

Another crucial element that can influence the isolation degree is the laser response in respect to the laser. As our laser source is an Erbium-doped handmade mode lock laser, the output optical power by itself is not uniform along different wavelengths. Figure 5.16 characterize the response of our laser. And finally one should recall that the SOA’s gain spectrum can effect device performance and consequently the isolation degree. Considering all the elements, as it is shown in figure 5.14, the ultimate isolation only drop to the twenty percent of its maximum value over 20nm range.
Figure 5.16. Erbium-doped laser response in respect to the wavelength.
6.1. Theoretical analysis of dynamical evolution of Bessel wave-packets in 2D

We begin our analysis by considering the Helmholtz equation in two dimensions \((\nabla^2 + k^2)\{E, H\} = 0\), where \(k = \omega n/c\) represents the wave number. Without any loss of generality we here assume a transverse-electric mode, i.e., \(E = E_y(x, z)\hat{y}\). When this problem is treated in cylindrical coordinates, the following circulating mode can be directly obtained in terms of Bessel functions:

\[
\vec{E} = J_\nu(kr)e^{i\nu\phi}\hat{y} \tag{6.1}
\]

where \(r = \sqrt{x^2 + y^2}\) and \(\phi = \tan^{-1}(z/x)\). Using the Fourier transform to decompose the Helmholtz equation in plane waves we get the familiar diffraction integral in the form

\[
E_y(x, z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \ F(\omega) e^{i\omega x} e^{iz\sqrt{k^2 - \omega^2}}, \tag{6.2}
\]

where \(z\) is the propagation direction and \(F(\omega)\) represents the Fourier transform of the electric field at \(z = 0\). For a Bessel function of the form \(J_\nu(kx)\), where \(\nu\) stands for the order of the Bessel function, \(F(\omega)\) has a closed analytical form:[90]

\[
F_c(\omega) = (k^2 - \omega^2)^{-\frac{1}{2}} \cos \left\{ \nu \sin^{-1} \left( \frac{\omega}{k} \right) \right\}, \quad \omega < k \tag{6.3_a}
\]

\[
F_c(\omega) = -k^\nu \sin \left( \frac{\nu\pi}{2} \right) (\omega^2 - k^2)^{-\frac{1}{2}} \left\{ \omega + (\omega^2 - k^2)^{\frac{1}{2}} \right\}^{-\nu}, \quad \omega > k \tag{6.3_b}
\]

\[
F_s(\omega) = (k^2 - \omega^2)^{-\frac{1}{2}} \sin \left\{ \nu \sin^{-1} \left( \frac{\omega}{k} \right) \right\}, \quad \omega < k \tag{6.3_c}
\]
\[ F_s(\omega) = k^\nu \cos \left( \frac{\nu \pi}{2} \right) (\omega^2 - k^2)^{-\frac{1}{2}} \left\{ \omega + (\omega^2 - k^2)^{\frac{1}{2}} \right\}^{-\nu}. \quad \omega > k \]  

(6.3d)

where \( F_c(\omega) = \int_0^\infty J_\nu(kx) \cos(\omega x) \, dx \) and \( F_\delta(\omega) = \int_0^\infty J_\nu(kx) \sin(\omega x) \, dx \). Note that the symmetry properties of a Bessel function eliminate the evanescent contributions from Eq. 6.3 for \( \omega > k \) to the propagation integral in Eq. 6.2. Therefore to investigate the role of this component we study the dynamical evolution of a half-branch Bessel wave-packet—
a very typical arrangement very typical in experiments where the initial symmetries are broken using a Heaviside step function \( (H(x)). \) i.e. \( E_y(x,0) = H(x)J_\nu(kx) \). Writing the Fourier transform in Eq. 6.2, in terms of sine (odd) and cosine (even) parts i.e. \( F(\omega) = e(\omega) - i\sigma(\omega) \), and by rewriting the oscillating exponential as \( e^{i\omega x} = \cos(\omega x) + i\sin(\omega x) \), then after removing the odd terms the integral in Equation 6.2 assumes the form

\[ E_y(x,z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \left[ e(\omega) \cos(\omega) + \sigma(\omega) \sin(\omega x) \right] e^{ix\sqrt{k^2 - \omega^2}}, \quad (6.4) \]

Due to the symmetry properties of Eq. 6.3, it is more convenient to study the even and odd orders of a Bessel function individually. Starting from an even-order Bessel function, where \( \nu = 2m \), it is clear from Eq.6.3 that for the limit \( \omega > k \) the even part of the Fourier transform is proportional to \( \sin(m\pi) \) and consequently cancels. Therefore the only contribution to the evanescent field comes from the second term in the integral of Eq. 6.4. Substituting Eq. 6.3 (d) in eq. 6.4 and by using the change of variable as \( \omega = k\cosh \theta \) the integral for the evanescent part gets the form

\[ E_y(x,z) = \frac{(-1)^m}{\pi} \text{Im} \left[ \int_0^\infty d\theta \, e^{ikx\cosh \theta} e^{-2ksinh \theta} e^{-2m\theta} \right]. \quad (\omega > k) \quad (6.5) \]

The dominant contribution to the integral comes mainly from the region around \( \theta \approx 0 \), since the integrant oscillate very fast outside the mentioned range and would cancel out. In this case, it
would be valid to use the approximations $\sinh \theta \sim \theta$ and $\cosh \theta \sim 1 + \theta^2/2$. Given these limits, one is able to obtain a closed analytical form for the integral in equation 6.5:

$$E_y(x, z) = \frac{(-1)^m}{\pi} \Im \left[ e^{ikx} \sqrt{\frac{i\pi}{2kx}} e^{\frac{i}{2kx}(2k+2m)^2} \left( 1 - \text{erf} \left( \frac{z-k+2m}{\sqrt{-2ikx}} \right) \right) \right], \quad (\omega > k) \quad (6.6)$$

To evaluate the propagation integral in the region $|\omega| < k$, for the case of an even Bessel function, i.e., $\nu = 2m$ one should consider both the sine and cosine contributions in the Fourier transform separately. Substituting Eq. 6.3a in Eq. 6.2 and using the change of variable as $\omega = k \sin \theta$ the integral for the cosine part assumes the form

$$E_y(x, z) = \frac{1}{2\pi} \int_{-\pi/2}^{\pi/2} d\theta \cos\{2m\theta\} e^{ikx \sin \theta} e^{izk \cos \theta}. \quad (6.7)$$

For convenience we define a new variable as $\phi = \sin^{-1} z/r$, so the integral in Eq. 6.7 changes to

$$E_y(x, z) = \frac{1}{2\pi} \int_{-\pi/2}^{\pi/2} d\theta \cos\{2m\theta\} e^{ikr \sin \phi}. \quad (6.8)$$

By expanding the exponential component in terms of Bessel functions and by using the relation, $e^{ixn\theta} = \sum_{n=-\infty}^{\infty} e^{inx} J_n(z)$, and changing the order of integration with the summation, one can get an exact closed form solution to the integral in Eq. 6.8:

$$E_y^c(x, z) = \frac{1}{2} \cos 2m\phi J_{2m}(kr)$$

$$+ \frac{i}{\pi} (-1)^m \sum_{n=0}^{\infty} (-1)^n J_{2n+1}(kr) \sin[(2n + 1)\phi] \frac{4n + 2}{(2n + 1)^2 - 4m^2}. \quad (6.9)$$

Here the index $c$ represent the cosine contribution to the field. One can follow the same procedure in order to obtain a similar solution for the sine contribution, $E_x(x, z)$.
\[ E_y^z(x, z) = -\frac{1}{2} \sin 2m\phi J_{2m}(kr) \]

\[ + \frac{i}{\pi} (-1)^m \sum_{n=0}^{\infty} (-1)^n J_{2n+1}(kr) \cos[(2n + 1)\phi] \frac{4m}{(2n + 1)^2 - 4m^2}. \tag{6.10} \]

Combining the two solutions in Eqs. 6.9 and 6.10 with the evanescent contribution from Eq. 6.6, the propagation dynamics of a half even Bessel function of the order \( \nu = 2m \) can be described in the form

\[ E_y(x, z) = \frac{1}{2} J_{2m}(kr)e^{2im\phi} \]

\[ + \frac{i}{\pi} (-1)^m \sum_{n=0}^{\infty} (-1)^n J_{2n+1}(kr) \sin(2n + 1)\phi \frac{4n + 2}{(2n + 1)^2 - 4m^2} \]

\[ - i \cos(2n + 1)\phi \frac{4m}{(2n + 1)^2 - 4m^2} \]

\[ + \frac{(-1)^m}{\pi} \text{Im} \left[ e^{ikx} \left( \frac{i\pi}{2kx} e^{rac{i}{2kx}(zk+2m)^2} \left( 1 - \text{erf} \left( \frac{zk + 2m}{\sqrt{-2ikx}} \right) \right) \right) \right]. \tag{6.11} \]

A similar analytical result can be obtained for the propagation of an odd-order Bessel function when \( E_y(x, 0) = H(x) J_{2m+1}(kx) \). In this case the odd part of Fourier transform is proportional to \( \sin(m\pi) \) for the range \( (\omega > k) \) and therefore the only contribution from evanescent fields comes from the even component. Substituting Eq. 6.3_b in the integral of equation 6.2 one should get a similar result to the even-order Bessel for the evanescent field contribution to the propagation:

\[ E_y(x, z) = \frac{(-1)^{m+1}}{\pi} \text{Re} \left[ e^{ikx} \left( \frac{i\pi}{2kx} e^{rac{i}{2kx}(zk+2m+1)^2} \left( 1 - \text{erf} \left( \frac{zk + 2m + 1}{\sqrt{-2ikx}} \right) \right) \right) \right] \]

\[ (\omega > k) \tag{6.12} \]
Evidently, analytical solutions for the region $|\omega| < k$ can be evaluated for the odd-order Bessel propagation in the form

$$E_y(x, z) = \frac{1}{2} J_{2m+1}(kr)e^{i(2m+1)\phi}$$

$$+ \frac{(-1)^m}{\pi} \sum_{n=1}^{\infty} (-1)^n J_{2n}(kr) \left[ \cos 2n\phi \frac{4m + 2}{(2m + 1)^2 - 4n^2} + i \sin 2n\phi \frac{4n}{(2m + 1)^2 - 4n^2} \right].$$

$(-k < \omega < k) \quad (6.13)$

Figures 6.1 (a, b) show the two-dimensional intensity patterns for such accelerating half even-Bessel wave packets, based on the analytical solutions of equations 6.11, when $m = 5$ and $m = 25$ respectively. To check the validity of the approximations that have been used to derive the evanescent components, we have also plotted the normalized intensity profile at $z = 0$ obtained from analytical results in equations 6.11 and compare it with the initial Bessel functions in Fig 6.1 (c, d). This comparison shows an error less that $10^{-5}$ when $m = 5$ and a difference of $10^{-7}$ for $m = 25$. Note that this difference diminishes as the order of the Bessel functions increases. One can show that for higher orders the radius increases asymptotically.
According to the relation $r \sim \lambda/2\pi \left[ \nu + 0.808\nu^{\frac{1}{3}} + 0.072\nu^{\frac{1}{3}} \right]$, where $\nu$ stands for the order of the Bessel function. As a result the beam-envelope will travel a longer path for higher Bessel orders and the evanescent part will disappear after a certain distance. This effect can be seen in Eqs 6.6 and 6.12, where the argument of the error function increases by raising the order of the Bessel wavepacket, i.e., $\nu$. Moreover the width of the first lobe can be approximated asymptotically by $\Delta \sim \lambda/2\pi \left[ 2.094\nu^{\frac{1}{3}} + 1.921\nu^{-\frac{1}{3}} \right]$ for large orders. Figures 6.1 (e, f) show the intensity variation of the main lobe as a function of the angle of propagation for $2m = 10$ and $2m = 50$ respectively. As it is clear from these figures, the higher order Bessel beams tend to
experience more oscillations during propagation as the evanescent field contribution fades out faster.

6.2. Propagation dynamics of half branch apodized Bessel-Beams

As it was mentioned before, all the optical diffraction-free wavefronts possess an infinite norm which makes it necessary to apodize them in order to observe them experimentally. This apodization can affect the propagation pattern dramatically. To investigate these effects we have studied the propagation pattern of an apodized version of such accelerating Bessel beams. Here we choose the apodization to be $1/x$, ensuring that the wave-packet has finite energy. In this case by using the equation $J_v(kx)/x = \frac{1}{2v}[J_{v-1}(kx) + J_{v+1}(kx)]$ and by using the results of the previous section, the propagation dynamics of such apodized even order Bessel beams (i.e, $\nu = 2m$), can be expressed in a closed form as follows

$$E(x, z) = \frac{1}{8m} [J_{2m+1}(kr)e^{i(2m+1)\phi} + J_{2m-1}(kr)e^{i(2m-1)\phi}]$$

$$+ \frac{(-1)^m}{4m\pi} \sum_{n=1}^{\infty} (-1)^n J_{2n}(kr) \left\{ \cos 2n\phi \left[ \frac{4m+2}{(2m+1)^2 - 4n^2} + \frac{-4m+2}{(2m-1)^2 - 4n^2} \right] + i \sin 2n\phi \left[ \frac{4n}{(2m+1)^2 - 4n^2} + \frac{-4n}{(2m-1)^2 - 4n^2} \right] \right\}$$

$$+ \frac{(-1)^{m+1}}{4m\pi} \text{Re} \left[ e^{ikx} \sqrt{\frac{i \pi}{2kx}} e^{\frac{i}{2kx}(zk+2m+1)^2} \left( 1 - \text{erf} \left( \frac{zk + 2m + 1}{\sqrt{-2ikx}} \right) \right) \right]$$

$$+ \frac{(-1)^m}{4m\pi} \text{Re} \left[ e^{ikx} \sqrt{\frac{i \pi}{2kx}} e^{\frac{i}{2kx}(zk+2m-1)^2} \left( 1 - \text{erf} \left( \frac{zk + 2m - 1}{\sqrt{-2ikx}} \right) \right) \right]$$

(6.14)
Figure 6.2 shows the plots of analytical results as obtained from Eq. 6.14 for two different orders of \( \nu = 10 \) and \( \nu = 50 \). To check the validity of the approximations, again in this case we have plotted the initial Bessel distribution along with the analytical results at \( z = 0 \). As it is shown in figure 6.2 (b, c) a good agreement has been achieved between the results in Eq. 6.14 and the initial distribution. Note that in this case the oscillations don’t show up in the intensity of the main lobe. This happens because the apodization affects both the evanescent and propagating parts of this beam.

Figure 6.2. (color online). Intensity profile resulting from the self-bending dynamics of an even-order apodized Bessel beam (a) with \( 2m=10 \), and (b) \( 2m=50 \). (c, d) Corresponding normalized initials field at \( z = 0 \) (e, f) Normalized intensity change of the first lobe correspond to the patterns in (a, b) in respect to the angle of propagation up to 90°.
6.3. Dynamical evolution of fully symmetrical accelerating Bessel beams

As it was mentioned before the whole Bessel accelerating wave-packets are evanescent free due to their symmetrical distribution. For this reason the dynamical evolution of such beams is entirely different from the half branch Bessel case. As an example for an even Bessel function in the initial distribution i.e., \( E_y(x, 0) = J_\nu(kx) \) where \( \nu = 2m \) with \( m \) being an integer, the sine contributions to the Fourier transform cancels out due to the symmetries. Moreover, as it is clear in Eq. 6.3_b that the evanescent part for the case \( \omega > k \) would be proportional to \( \sin(m\pi) \) which is going to be zero all along propagation. Hence by substituting the only remaining term from Eq. 6.3_a, the integral in Eq. 6.2 with a change of variable as \( \omega = k \sin \theta \), gets the form

\[
E_y(x, z) = \frac{1}{\pi} \int_{-\pi/2}^{\pi/2} d\theta \cos(2m\theta) e^{ikx \sin \theta} e^{iz \cos \theta}. \tag{6.15}
\]

To evaluate the integral in Eq. 6.3.1 a similar approach to the one described before should be followed. However it is important to stress that this time only the cosine part of the Fourier transform contributes to the propagation. One can get an exact close form solution to the integral in Eq. 6.15 as follows

\[
E_y(x, z) = \cos 2m \phi J_{2m}(kr)
+ \frac{2i}{\pi} (-1)^m \sum_{n=0}^{\infty} (-1)^n J_{2n+1}(kr) \sin[(2n + 1)\phi] \frac{4n + 2}{(2n + 1)^2 - 4m^2}. \tag{6.16}
\]

Equation 6.16 describes the acceleration pattern of an even-Bessel function in free space. The first term in this equation, ensures that the initial Bessel function would accompany the whole pattern during evolution. However the second term introduces variations in the initial distribution. A similar result can be obtained when, \( \nu = 2m + 1 \), for an odd-order Bessel
function. Note that in this case the cosine part of the Fourier transform of the initial distribution would vanish due to the symmetries of odd-order Bessel function. Also, the evanescent field, given by Eq. 6.3_d is proportional to \( \sin(m\pi) \) and is canceled out. Following the same technique described before, one can get a similar result to Eq. 6.16 for the propagation pattern of an odd-order Bessel function:

\[
E_y(x, z) = \cos(2m + 1) \phi J_{2m+1}(kr)
\]

\[
+ \frac{2i}{\pi} (-1)^m \sum_{n=1}^{\infty} (-1)^n J_{2n}(kr) \sin[(2n)\phi] \frac{4n + 2}{(2n + 1)^2 - 4m^2}.
\]

Similarly in the case of odd-order Bessel function, the initial field configuration persists during the propagation and the disturbing terms only contribute to the pattern shortly after the origin. It would be easy to show from Eq. 6.16 and 6.17 that the analytical results would converge to the initial field distributions at \( z = 0 \) for each case. Figures 6.3 show two-dimensional plots correspond to the intensity profile of an even/odd order Bessel distribution described in eqs. 6.16 and 6.17, where \( m = 25 \).

Figure. 6. 3. (color online). Intensity profile of an (a) even-order Bessel accelerating beam when \( 2m=50 \), and (b) odd-order Bessel propagation with \( 2m+1=51 \).

As it is clear from Fig. 6.3, interference patterns occur in both left and right branches, even for small distance of propagation. Note that this alternation would just affect the lobes, while the intensity profile of the semicircle remains unchanged and as a result the acceleration trajectory
stays circular. As Fig. 6.3 shows, this interference pattern can lead to the focusing of two branches to give maximum on the z-axis for even order Bessel function whereas is zero for the odd case due to destructive interference.

6.4. Elliptical coordinates and Mathieu wave packets analysis

Given that Airy beams are unique within 1D paraxial optics, the question naturally arises if the aforementioned higher-order Bessel accelerating diffraction-free waves represent the only possible solution. In other words, are there any other vectorial solutions to the full-Maxwell equations that could in general accelerate along more involved trajectories? If so, can they be extended in the three-dimensional vectorial regime, and are they again self-healing in character?

In this section, we show that indeed other families of accelerating nondiffracting wave solutions to Maxwell’s equations also exist. By utilizing the underlying symmetries of the corresponding Helmholtz problem, we demonstrate both theoretically and experimentally self-healing vectorial wave fronts—capable of following elliptic trajectories and hence experiencing a nonuniform acceleration. The existence of such beams clearly indicates that shape preservation is not an absolute must in attaining accelerating diffraction-free propagation. Our results may pave the way toward synthesizing more general classes of accelerating waves for applications in optics and ultrasconics.

We begin our analysis by first considering the Helmholtz equation in two dimensions

\[(\partial_{xx} + \partial_{yy} + k^2)\{\vec{E}, \vec{H}\} = 0,\]

that governs both the electric and magnetic field components of an optical wave. For the transverse-electric (TE) case, the electric field involves only one component, i.e.,
\[ \vec{E} = E_z(x, y) \hat{z} \text{ from where the magnetic vectors } H_x, H_y \text{ can be readily deduced from Maxwell’s equations for a given wave number } k = \omega n / c. \] By introducing elliptic coordinates, the Helmholtz problem takes the form

\[
\left[ \frac{2}{f^2 (\cosh 2u - \cos 2v)} \left( \frac{\partial^2}{\partial u^2} + \frac{\partial^2}{\partial v^2} \right) + k^2 \right] E_z = 0 \quad (6.17)
\]

where \( x = f \cosh u \cos v, \ y = f \sinh u \sin v \) with \( u \in [0, \infty) \) and \( v \in [0, 2\pi) \). In this representation, \( f \) represents a semifocal distance and is associated with the ellipticity of the system. Equation 6.17 is in turn solved via standard separation of variables, e.g., \( E_z = R(u)S(v) \) in which case one obtains the following ordinary differential equations:

\[
\left[ \frac{d^2}{dv^2} + (a - 2q \cos 2v) \right] S(v) = 0 \quad (6.18 - a)
\]

\[
\left[ \frac{d^2}{du^2} - (a - 2q \cosh 2u) \right] R(u) = 0 \quad (6.18 - b)
\]

with the dimensionless quantity \( q = f^2 k^2 / 4 \). On the other hand, the parameter ‘\( a \)’ in eqs. 6.18 can be obtained from a sequence of eigenvalues \( a_m (m = 1, 2, \ldots) \) corresponding to the Mathieu eq. 6.4.2 (a). From this point on, both the angular \( S_m(v) \) and radial \( R_m(u) \) Mathieu functions can be uniquely determined. A possible elliptic solution to these equations is expected to display a circulating power flow in the angular direction. This can be achieved through a linear superposition of the standard solutions to Eqs. 6.18 with constant real coefficients \( A \) and \( B \).[53, 54, 91]

\[
E_z^m(u, v; q) = A c_m(v; q) M^{(1)}_m(u; q) + i B s_m(v; q) M^{(1)}_m(u; q), \quad (6.19)
\]
where \( ce_m \) and \( se_m \) represent even and odd angular Mathieu functions of order \( m \) while \( Mc_m^{(1)} \) and \( Ms_m^{(1)} \) stand for their corresponding radial counterparts (of the first kind). Figures 6. 4 (a) and (b) show a two-dimensional plot of these elliptic modes for two different values of \( q \) when \( m = 8 \) and \( A = B = 1 \). As one would expect, the ellipticity of the light trajectory increases with the semifocal parameter \( f \). What is also clearly evident from these figures is the fact that the intensity of the rings does not remain constant in the angular domain. In other words, unlike other families of diffraction-free beams, these elliptical beams can propagate in an accelerating fashion up to 90 without exactly preserving their shape. Note that the power density, especially that of the first lobe, tends to increase along the major axis while it reaches its lowest value when it is passing the minor axis of the ellipse. Interestingly, this behavior persists even under dynamic conditions, i.e., when such a field configuration is launched on axis.

Given that all optical diffraction-free arrangements (including those mentioned here) possess, strictly speaking, an infinite norm, in practice they have to be apodized in order to be experimentally observed. Figure 6. 4 (c) depicts an elliptic trajectory when a weakly truncated (using a Gaussian apodization) version of the field profile in Eq. 6.19 is used at \( v = 0 \), e.g., when launched from the major axis. These simulations are carried out for \( \lambda = 1 \mu m, m = 150, \) and \( f = 31.8 \mu m \) provided that the width of the first lobe is approximately 550 \( nm \). In this case, the intensity \( |E_x|^2 \) of the main lobe follows an ellipse, starting at 34 \( \mu m \) and eventually reaching 12 \( \mu m \), on the \( y \) axis. On the other hand, when this same beam is launched from the \( y \) axis \( [v = \pi/2, \text{ in Eq. 6.19}] \) the main lobe meets the major axis at 34\( \mu m \) [Fig. 6.4 (d)]. Unlike the previously reported Bessel wave fronts propagating on circular trajectories,[50] these beams can exhibit diffraction-free behavior in spite of the fact that their intensity features are no longer
invariant during propagation because of their varying acceleration. Figure 6.4 (d) also indicates that the intensity of the lobes tends to eventually increase before intersecting the x axis. Conversely, it decreases when reaching the y axis for the case shown in Fig. 6.4 (c). Interestingly, this response is in agreement with the results of Figs. 6.4 (a) and (b) when taken over the first quadrant.

Figure 6.4. (Color online). Intensity profiles of elliptic modes of order \( m = 8 \) when (a) \( q = 10 \) and (b) \( q = 20 \). (c) Propagation pattern of a weakly truncated Mathieu beam when it is launched from the major axis, when \( m = 150 \) and \( q = 10000 \), starting from \( x = 34 \mu m \) and reaching \( y = 12 \mu m \) on the minor axis. (d) Same Mathieu beam as in (c), launched from the minor axis, starting at \( y = 12 \mu m \) and reaching \( x = 34 \mu m \). In (d), note the increase in intensity at the apogee point.

The variation of the intensity levels along these elliptic trajectories can be better understood from power conservation requirements. Given that in elliptic coordinates, a given lobe moves on a \( u = \text{const} \) trajectory, then, as \( u \) increases (needed for establishing a broad wave front), the encompassing region becomes almost circular. As a result, this same power flow happens to be
constricted when crossing the major axis, hence elevating the intensity levels within the beam. Conversely, the intensity drops in the other regime [Fig. 6. 4 (c)]. To demonstrate that these beams remain actually diffraction-free, we next examine their self-healing properties. Figure 6. 5 (a) depicts the propagation dynamics of such a Mathieu wave front when its main lobe is initially obstructed [Fig. 6. 5 (b)]. The parameters used are the same as those of Fig. 6. 4 (c). The self-healing mechanism is here clearly evident after propagating a distance of $5 \mu m$.

In our experiments, elliptic Mathieu beams were generated in the Fourier domain by appropriately imposing a phase function through a spatial light modulator. In this setup a broad Gaussian beam from a continuous-wave $\lambda = 633\ nm$ laser source was used. The resulting phasemodulated wave was then demagnified and projected onto the back focal plane of a $60 \times$ objective lens in order to produce the Mathieu function in the spatial domain. Subsequently the
evolution of this beam was monitored along the propagation direction using a 60 × objective lens and a CCD camera. Figure 6.6 (a) depicts experimental results associated with the intensity profile of a Mathieu elliptic beam when \( m = 1400 \) and \( q = 2.5 \times 10^5 \). In this case, the phase mask was judiciously designed so as to launch this elliptic beam toward the major axis (where apogee was reached) under the constraint of a limited numerical aperture (\( \sim 0.7 \)), arising from the first lens in the system. This beam was found to intersect again the horizontal launching line after 200 \( \mu m \). Conversely, when this same beam was launched in a complementary fashion, its apogee was attained on the minor axis, Fig. 6.6 (b). In both cases the elliptic trajectory is clearly apparent. The fact that the intensity of this elliptic beam is maximum on the major axis is also evident, in accord with theoretical predictions [Fig. 6.4 (d)]. These results are in good agreement with their corresponding simulations presented in Figs. 6.6 (c) and (d).

Figure. 6.6 (color online). Observed intensity profile of an elliptic Mathieu beam with \( m = 1400 \) and \( q = 2.5 \times 10^5 \) when propagating (a) toward the major axis and (b) minor axis. (c), (d) Corresponding theoretical simulations for the experimental results in (a),(b).
6.5. Dynamics of Helmholtz beam in spherical and spheroidal coordinate in 3D

Apart from the aforementioned two-dimensional accelerating diffraction-free solutions, other more involved three-dimensional accelerating field configurations also exist. To demonstrate this possibility, we consider the Helmholtz equation in its more general form. To treat this problem we introduce auxiliary magnetic and electric vector potentials, \( A \) and \( F \), through which one can recover the electrodynamic field components,[92] i.e.,

\[
\begin{align*}
E &= -\nabla \times F - \frac{1}{i\omega} \nabla \times \nabla \times A \quad (6.20) \\
H &= +\nabla \times A - \frac{1}{i\omega\mu} \nabla \times \nabla \times F.
\end{align*}
\]

By employing a proper Lorentz gauge along with their respective scalar potentials, one arrives at a vectorial Helmholtz equation for the vector potentials, \( \nabla^2\{A, F\} + k^2\{A, F\} = 0 \). Pertinent solutions to the underlying Maxwell equations can be obtained by separately considering transverse electric and transverse magnetic field arrangements. For example if we set \( A = 0, F = \hat{y}\psi \) this leads to a transverse electric solution with respect to \( y \), i.e., \( E_y = 0 \). On the other hand, if \( A = \hat{y}\psi, F = 0 \), a transverse magnetic field mode is established with respect to \( y \), implying that the \( y \) component of magnetic field is now zero. In both cases the scalar function \( \psi \) satisfies \( \nabla^2\psi + k^2\psi = 0 \).

In spherical coordinates, this latter scalar Helmholtz problem can be directly solved. More specifically, we find

\[
\psi(x, y, z) = j_n(kr)P^m_n(cos\theta)e^{im\phi} \quad (6.21)
\]

where \( j_n(x) \) represents spherical Bessel functions of the first kind, of order \( n \), \( P^m_n(x) \) stands for associated Legendre polynomials of degree \( n \) with \( -n \leq m \leq n \), and \( k \) denotes the free space wavenumber. From here, \( \{E, H\} \) can be deduced from Eqs.(6. 5. 1) depending on whether the
mode is TE or TM. Figures 6.7 (a) and 6.7 (b) show two-dimensional profiles of the electric vector potential $F$ associated with a TE field configuration when $m = n = 50$ and $n = 50, m = 49$, respectively. The corresponding diffraction-free dynamics resulting from apodized versions of these beams are shown in Figs. 6.7 (c) and (d) when launched in the $x-z$ plane. These five-component vectorial waves propagate in a self-similar fashion within the first quadrant of the $x-y$ plane, by revolving around the $z$ axis. The TM case can be similarly analyzed.

Additional families of three-dimensional accelerating solutions also exist in other coordinate systems. For example, by adopting prolate spheroidal coordinates, $(\xi, \eta, \phi)$, the scalar function
\( \psi \) can be determined and is given by \( \psi = R_{mn}(\xi, \gamma)S_{mn}(\eta, \gamma)e^{im\phi} \) where \( \gamma = f k/2 \) with \( f \) being the semifocal distance in this system. In the last equation, \( R_{mn}, S_{mn} \) represent radial and angular prolate spheroidal wavefunctions of orders \( m, n \). Figure 6.8 (a) provides a two-dimensional plot of the electric vector potential \( \mathbf{F} \) associated with a TE accelerating mode, within the \( x-z \) plane. The dynamical evolution of this beam (after a Gaussian apodization) is depicted in figure 6.8 (b). The self-similar behavior of this field distribution is again evident. Similarly, accelerating solutions in oblate spheroidal coordinates can also be found under TE or TM conditions.

Figure 6.8. (Color online). (a) Two dimensional profile associated with the electric vector potential \( \mathbf{F} \) in prolate spheroidal coordinates when \( m = n = 30 \) and \( = 20 \). (b) Dynamical evolution of this beam when launched in the \( x-z \) plane.
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