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ABSTRACT

We study Distributed Estimation (DES) problem, where several agents observe a noisy version of an underlying unknown physical phenomena (which is not directly observable), and transmit a compressed version of their observations to a Fusion Center (FC), where collective data is fused to reconstruct the unknown. One of the most important applications of Wireless Sensor Networks (WSNs) is performing DES in a field to estimate an unknown signal source. In a WSN battery powered geographically distributed tiny sensors are tasked with collecting data from the field. Each sensor locally processes its noisy observation (local processing can include compression, dimension reduction, quantization, etc) and transmits the processed observation over communication channels to the FC, where the received data is used to form a global estimate of the unknown source such that the Mean Square Error (MSE) of the DES is minimized.

The accuracy of DES depends on many factors such as intensity of observation noises in sensors, quantization errors in sensors, available power and bandwidth of the network, quality of communication channels between sensors and the FC, and the choice of fusion rule in the FC. Taking into account all of these contributing factors and implementing a DES system which minimizes the MSE and satisfies all constraints is a challenging task. In order to probe into different aspects of this challenging task we identify and formulate the following three problems and address them accordingly:

- Consider an inhomogeneous WSN where the sensors’ observations is modeled linear with additive Gaussian noise. The communication channels between sensors and FC are orthogonal power- and bandwidth-constrained erroneous wireless fading channels. The unknown to be estimated is a Gaussian vector. Sensors employ uniform multi-bit quantizers and BPSK modulation. Given this setup, we ask: what is the best fusion rule in the FC? what is the best transmit power and quantization rate (measured in bits per sensor) allocation schemes that minimize the MSE? In order
to answer these questions we derive some upper bounds on global MSE and through minimizing those bounds, we propose various resource allocation schemes for the problem, through which we investigate the effect of contributing factors on the MSE.

- Consider an inhomogeneous WSN with an FC which is tasked with estimating an scalar Gaussian unknown. The sensors are equipped with uniform multi-bit quantizers and the communication channels are modeled as Binary Symmetric Channels (BSC). In contrast to former problem the sensors experience independent multiplicative noises (in addition to additive noise). The natural question in this scenario is: how does multiplicative noise affect the DES system performance? how does it affect the resource allocation for sensors, with respect to the case where there is no multiplicative noise? We propose a linear fusion rule in the FC and derive the associated MSE in closed-form. We propose several rate allocation schemes with different levels of complexity which minimize the MSE. Implementing the proposed schemes lets us study the effect of multiplicative noise on DES system performance and its dynamics. We also derive Bayesian Cramér-Rao Lower Bound (BCRLB) and compare the MSE performance of our proposed methods against the bound. As a dual problem we also answer the question: what is the minimum required bandwidth of the network to satisfy a predetermined target MSE?

- Assuming the framework of Bayesian DES of a Gaussian unknown with additive and multiplicative Gaussian noises involved, we answer the following question: Can multiplicative noise improve the DES performance in any case/scenario? the answer is yes, and we call the phenomena as ‘enhancement mode’ of multiplicative noise. Through deriving different lower bounds, such as BCRLB, Weiss-Weinstein Bound (WWB), Hybrid CRLB (HCRLB), Nayak Bound (NB), Yatarcos Bound (YB) on MSE, we identify and characterize the scenarios that the enhancement happens. We investigate two situations where variance of multiplicative noise is known and unknown. We also compare the performance of well-known estimators with the derived bounds, to ensure practicality of the mentioned enhancement modes.
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Distributed Estimation (DES) serves as one of the major and main applications in Wireless Sensor Network (WSNs), where large scale WSNs consisting of battery operated devices with limited sensing, computation and communication capabilities are deployed over a sensing region to monitor physical or environmental phenomena. DES in WSNs can benefit many practices such as surveillance [1], target tracking, fire detection, border protection and target localization [2, 3]. The vision is that once the sensors are deployed in the sensing field, each sensor makes a noisy measurement which depends on the unknown parameter, processes locally its measurement and transmits the relevant information to a common Fusion Center (FC). Having the collective information from sensors, the FC is tasked with estimating the unknown parameter via fusing the received data. The main challenges for designing a DES schemes in Wireless Sensor Networks (WSNs) can be categorized as following: i) designing local encoders in sensors while taking into account the practical limitations of sensors, ii) proposing optimal resource (power and rate) allocation methods for transmission of locally processed data to the FC, iii) designing optimal fusion rules in the FC to estimate the unknown via fusing received data from sensors. Our proposed novel schemes addressing the mentioned challenges, enable an accurate and robust estimation subject to practical limitations such as network bandwidth and power constraints.

1.1 Centralized versus Distributed Estimation

In Centralized Estimation (CE), it is assumed that the observations data are transmitted to the FC with full precision. The communication channels between the sensors and the FC are assumed to be error-free (without power or bandwidth constraint on channels). Having all full precision observations, the FC is tasked with making a global estimation of the unknown via fusing the col-
lective data. Thus the quality and reliability of the global estimation depends on the number of available observations, noise levels in sensors and fusion rule. This is more like the classic estimation philosophy where it is assumed that all observations are available with full precision without any further processing in a central unit, where a single estimator fuses the noisy observations to produce an estimate of the unknown [4]. In practical WSNs there is limitations on transmit power and bandwidth. Hence assuming to have the error-free full-precision observations in the FC is not realistic. To address power and bandwidth limitations, it is desirable that the sensors locally process (compress) their observations and then send their locally processed (compressed) observations to the FC. This is the core idea of DES. In contrast to CE, in DES framework, each sensors’ observations are locally compressed to few information bits, then the bits are transmitted via digital transmission schemes over error-free or erroneous channels to the FC. Next, the FC is tasked with reliably estimating the unknown via fusing the received bits. Designing DES system involves different challenges at sensor level, channel level and FC level. One needs to design: i) a local processing unit (for instance a quantizer) at the sensors, considering the limitations of the sensors and individual observation qualities, ii) a power allocation scheme taking into account the channel qualities and available power, iii) a global fusion rule in the FC to fuse the received data and produce a reliable estimate of unknown.

In this thesis we study the DES in a WSN where the available bandwidth and/or power are limited. Regarding the communication channels between the sensors and the FC, we consider both error-free and erroneous channel models. As we mentioned earlier the sensors in WSNs have limited sensing, computation and communication capabilities which are all integrated into a tiny electronic board. Sensors are powered with batteries which usually are not replaceable. This motivates us to study the problem where each sensor node in the network, quantizes its noisy observation to few bits and transmits the bits via digital modulation schemes like Binary Phase Shift Keying (BPSK) to the FC. Generally the received quantization levels (assuming a hard decoding at the
FC, the quantization levels can be reconstructed by fusing the bits received from each sensor) are not necessarily equal to the transmitted ones due to wireless channel errors. This implies that the accuracy of estimation in the FC depends on the quality of transmission channels as well as the quality of sensors’ observations, which should be taken into account in designing the DES schemes. Thus in designing an optimal DES scheme, all system parameters associated with the sensors’ observation model and also parameters corresponding to the communication channels needs to be considered.

1.2 Literature Survey and Related Works

The research on DES problem for deterministic and random unknown parameters has a long history and dates back to 1988 when Zhang and Berger [5] introduced the notion of *estimation via compressed information* for an unknown deterministic scalar and formulated a novel problem by extending CE theory to the case in which the observations are transmitted to the FC over bandwidth-constrained (otherwise error-free) orthogonal channels. Toby Berger and his colleague’s work was followed by [6, 7]. Next, multi-terminal source coding was introduced in [8] and studied further in [9–11] for DES of an unknown random scalar. Another inherently related problem to DES, widely known as CEO problem was introduced in [12,13]. In quadratic Gaussian CEO problem [13] a team of agents observes a Gaussian source, corrupted by independent additive Gaussian noises. Agents communicate their coded messages over error-free channels to the CEO (FC), that is tasked with estimating the Gaussian source with minimal Mean Square Error (MSE). The authors conjectured a rate-distortion region, where the decay rate of the MSE is inversely proportional to the total source coding rate of agents when the number of agents goes to infinity. Later, [14] found the rate-distortion region explicitly for an arbitrary number of agents. These works consider the problem from the information theoretic perspective, and build upon funda-
mental assumptions that the sensors sample their observations continuously and use infinite-length complex source codes (jointly typical sequences) to compress their samples into bits, and the FC utilizes the best decoder (estimator), in terms of minimizing the MSE. These assumptions disregard several key characteristics of WSN, including hardware complexity, computational capability, power, and delay constraints.

On the other hand the distributed signal processing approaches towards DES are based on the assumptions that the delay and computational complexity are low and each sensor makes only few observations. Hence the proposed schemes in information theoretic works (including the rate allocation schemes in [15–17]) cannot be directly applied to WSNs. However these information theoretic works provide useful benchmarks for the latter approaches and insights for algorithmic designs.

In particular, [18] designed optimal quantizers that maximize Bayesian Fisher information for estimating a random parameter. Assuming identical one-bit quantizers, [19, 20] found the minimum achievable Cramér-Rao Lower Bound (CRLB) and the optimal quantizers for estimating a deterministic parameter.

1.2.1 Bandwidth Constrained Distributed Estimation

The study of bandwidth-constrained DES has a long history in information theory [5–13, 21] and signal processing [18–20, 22–46] literature. The common assumption is to translate the bandwidth constraint to limiting the number of bits per observation that a sensor can transmit to the FC, rendering quantization and quantizer design a critical issue of DES. Focusing on studying the effect of quantization and bandwidth constraint on DES problem, several works [18–20, 22–44] assumed

---

1Note that wireless spectrum is a notoriously scarce resource and designing bandwidth constrained systems has always been of great interest in both system [47–61] and antenna level [62–66].
that the quantized versions of observations are transmitted to the FC on *error-free* channels. Early works of Reibman [22, 23] discussed iterative algorithms to find local quantizers at each sensor to optimize the Bayesian Fisher information for estimating an unknown random scalar. Considering a network-wide bandwidth constraint, [67] investigated the trade-off between fine quantization of observations of only a few sensors and coarse quantization of observations of as many sensors as possible, as well as its effect on Fisher information. In [18] assuming that the joint distribution of unknown and observations is available, the authors designed optimal quantizers that maximize Bayesian Fisher information for estimating a random parameter. Assuming identical one-bit quantizers, [19, 20] found the minimum achievable CRLB and the optimal quantizers for estimating a deterministic parameter.

For some special cases of linear fusions [25, 26] established the optimal Minimum Mean Square Error (MMSE) local quantizers. When estimating a deterministic unknown, the estimation accuracy usually depends on the unknown itself, and makes it infeasible to design quantizers to be optimal for all values of unknown. To circumvent this [27–29] considered a MinMax problem which minimizes the maximum difference between Fisher information of quantized and unquantified observations. The authors in [30,31] formulated a MaxMin problem to maximize the minimum asymptotic relative efficiency between Maximum Likelihood Estimator (MLE) based on quantized and unquantized observations for a class of score-function quantizers. One-bit quantizers has attracted the attention of many researchers for DES of a scalar deterministic parameter for several years. For example in [35,36] the authors employed adaptive one-bit quantizers and in [32–34] they used the fixed one-bit quantizers. We will discuss in Chapter 2 that in some scenarios one-bit quantizers have a critical drawback that can deteriorate the estimation performance drastically. In [32] it is shown that the value of optimal quantization threshold, assuming identical one-bit quantizers in sensors, depends on the unknown parameter. To circumvent this, the authors in [33,34] suggested to divide the sensors in groups and assign fixed but distinct thresholds for these groups, hoping that
some thresholds would be close the value of unknown parameter. In [35, 36] the authors proposed adaptive quantizers such that each sensor adjusts its quantization threshold according to the earlier transmission from other sensors. Universal DES schemes were first proposed by Luo in [37], in which the distribution of additive observation noise is assumed to be unknown. He continued his work in [38, 39] expanding the idea to inhomogeneous environments where sensors have different Signal to Noise Ratio (SNR). Later, Giannakis and his colleague investigated the fixed one bit quantizers for estimating a deterministic parameter and nonlinear observation models [40].

In some literature the researchers interpreted the bandwidth constraint as limiting the number of real valued messages that a sensor can send per observation to the FC. For example in [41–44] the authors discussed DES of an unknown deterministic [44] or random [41–43] vector. The sensors make a vector observation and reduce its dimension by using a linear transformation and transmit that to the FC, where a linear estimator is used to reconstruct the unknown vector. Several researchers relaxed the assumption of communication channels being error free [68, 69]. For estimating a vector of deterministic parameters, [68] investigated an Expectation-Maximization [4] algorithm and compared its MSE performance with CRLB, when sensors employ fixed and identical multi-bit quantizers and the communication channels are modeled as Additive White Gaussian Noise (AWGN). A related problem was studied by [69], where the FC employs a spatial Best Linear Unbiased Estimator (BLUE) for field reconstruction and the MSE distortion is compared with a posterior CRLB.

1.2.2 Power Constrained Distributed Estimation

As mentioned in earlier subsection, error-free channel assumption is widely adopted in many signal processing literature, however a near error-free and reliable communication can be achieved at the cost of resource consuming channel coding and consequently increasing transmit power
consumption. Such an increasing demand for power, exceeds the energy constraints of a typical WSN. Fading channels and adverse channel qualities will worsen the challenge of power scarcity of the network. Motivated by this many researchers studied power constrained and energy-efficient DES problem, some examples are [70–78] for analog transmission and [79–89] digital transmission, over an AWGN Multiple Access Channel (MAC) [90–92]. Particularly for DES of a scalar unknown [70, 73] proposed an optimal power allocation scheme on an orthogonal MAC, which minimizes the MSE subject to total network power constraint. The authors in [72] explored DES of an unknown vector with non-linear observation model and correlated additive noises and analog transmission over an orthogonal MAC. Assuming a non-orthogonal coherent MAC and Amplify and Forward (AF) transmission [71, 76] suggested optimal linear transformations at the sensors subject to network power constraint in order to minimize the MSE distortion. In [78] a power allocation scheme was proposed for minimizing the distortion outage probability of the WSN, subject to total and individual power constraints. The FC employs Linear Minimum Mean Square Error (LMMSE) estimator for estimating a Gaussian random parameter. The communication channels are modeled as coherent MAC with fading.

The authors in [77] studied MSE minimization of DES of a random scalar subject to network power constraint. The BLUE estimation rule is employed at the FC and communication channels are modeled as coherent MAC. The authors also investigated the effect of correlated additive noise on DES performance. From an information theoretic point of view in [93] Gastpar and his colleagues probe into the trade-offs between the MSE distortion and power consumption for the quadratic CEO problem on an AWGN MAC. Few studies [80, 82, 83] also exist on energy efficient DES with digital transmission (sensors transmit quantized data to the FC).

The authors in [80] extended the studies in [33, 34] to noisy channels. An optimal power allocation scheme for M-ary Quadrature Amplitude Modulation (M-QAM) transmission was proposed in [83] in order to minimize the $L^2$-norm of the transmission power vector of sensors subject to a target
MSE distortion constraint, where the FC employs BLUE to reconstruct a scalar deterministic unknown parameter. A converse problem was considered in [82], which minimized the MSE subject to a network transmit power constraint.

For a homogeneous WSN, [79] investigated a bit and power allocation scheme that minimizes the MSE, subject to a total transmit power constraint, when communication channels are modeled as Binary Symmetric Channel (BSC). Note that [79] did not include a total bit constraint in its problem formulation. The authors in [84] proposed a resource allocation scheme for sensors in order to minimize an upper bound on MSE of the LMMSE estimation of a scalar Gaussian parameter, where sensors transmit via digital modulations on fading channels. The authors in [85] derived a Fisher information matrix for DES of a Gaussian vector in a WSN with digital transmission and total power constraint.

It is noteworthy to mention that the authors in [93] concluded that for estimating a scalar Gaussian random unknown in a WSN with Independent and Identically Distributed (i.i.d) Gaussian additive observation noises and communication channels modeled as AWGN non-orthogonal coherent MAC, the optimal transmission scheme is analog AF (in contrast to Quantize and Forward or relaying techniques [94–98]). The optimality results however do not hold true for other channel models. As a matter of fact in [99] the authors from an information theoretic point of view contended that digital transmission is optimal in a WSN with orthogonal MAC between the sensors and the FC, where the unknown parameter to be estimated is modeled as a Gaussian scalar. This result and also the advantages of digital communication motivated us to employ the digital scheme in our study in the succeeding Chapters.

Consensus algorithms for an ad-hoc WSN with no FC have been discussed in [100–103]. Note that in this thesis we focus on WSNs with a FC, hence consensus algorithms are out of scope of this thesis.
Several literature [11, 104–106] studied DES problem in hierarchical network structures, where sensors are grouped in clusters. Each cluster has one cluster-head which acts as a local FC and collects the information from sensors and forms a local estimate of the unknown parameter. All cluster-heads transmit their local estimates to the global FC, where the global FC is tasked with estimating the unknown parameter by fusing all collective data received from the cluster-heads. In this thesis we focus on star topology with a single FC with connectivity to all sensors.

1.2.3 Distributed Estimation in Environments with Multiplicative Noise

The bulk of literature on DES considered an observation (sensing) model with only additive noise [18, 20, 33, 67–69, 72, 77, 78, 80, 81, 83, 107–113], while some assumed that the statistical knowledge of the additive observation noise is incomplete (referred to as noise model uncertainty) [33, 109].

One of the early works that considered multiplicative observation noise in a sensor array, is [114] that proposed an approximate MLE for localizing a source, where the received signal is corrupted by multiplicative observation noise. Later, CE with both multiplicative and additive observation noises was studied in [115–118]. In particular [115] assumed that there is a bounded perturbation in sensing/observation matrix, and proposed a linear MinMax estimator for estimation of a deterministic vector, that minimizes worst case MSE over all perturbations. In [116] assuming that sensing matrix is random with known first and second order statistics, the authors proposed a linear MinMAx estimator that minimizes the worst case MSE over all possible unknown deterministic vectors to be estimated. In [117, 118] the authors studied Maximum Likelihood (ML) CE of a deterministic unknown vector with linear observation model where the mixing matrix is modeled as a random Gaussian matrix with known second order statistics. In addition the CRLB was derived in [118] and the effect of uncertainty in mixing matrix on the estimation performance was investigated. The authors reported scenarios that for some specific values of the deterministic unknown
parameter, randomness in model matrix may improve the MSE performance, however in most cases the multiplicative observation noise exacerbates the estimation performance. Another related work is [119] which derived and analyzed the CRLB for estimation of a deterministic sparse vector where both sensing matrix and measurement vector are corrupted with Gaussian noise.

Despite its great importance, few researchers have studied DES with both multiplicative and additive observation noises. DES with Gaussian multiplicative and additive observation noises, one-bit quantizers at the sensors and MLE at the FC has been investigated very recently in [120, 121], respectively, for vector and scalar unknown deterministic parameters. In [120] the authors reported that the multiplicative noise exacerbates the performance of the MLE in most cases. However, provided that the variance of additive observation noise is small compared to the energy of the unknown parameter, some values of multiplicative noise variance may improve the MSE performance for some special values of the deterministic unknown parameter. Similar studies have been included in [121], where the authors also reported that employing binary quantizers with nonidentical nonzero thresholds in the sensors, improves the performance of MLE in comparison to the case of zero thresholds for all sensors. These works rely on MLEs which require perfect knowledge of Probability Density Function (PDF) of the model uncertainties which may not always be justifiable.

As another quite related topic, some papers have reported similar enhancement effects for additive observation noise, such that increasing the variance of additive noise can enhance the estimation performance in some scenarios. For instance [122] reported a case with a special non-linear observation model, where increasing the additive noise intensity enhances the estimation accuracy of the MMSE estimator. In [123] the authors derived the optimal distribution of the additive observation noise that minimizes the CRLB for estimation of a scalar unknown parameter based on quantized observations.
We also note that most DES literature is focused on one-bit quantization [18, 20, 33, 72, 80, 107–109, 121, 124], assuming that the dynamic range of the unknown parameter to be estimated is equal to or less than that of the additive observation noise [109]. Interestingly, [33] argued that there can be a significant gap between the CRLB performance based on one-bit quantization and the clairvoyant benchmark (when unquantized observations are available at the FC), when the dynamic range of the unknown is large with respect to the additive observation noise variance. Also, [124] reported that in presence of the multiplicative observation noise, low power additive observation noise can negatively impact the performance of MLE based on one-bit quantization. The works in [33, 124] motivate us to consider DES based on multi-bit quantization in Chapters 4 and 5. Different from [33, 124], we assume that either the distribution of the multiplicative noise is unknown or it has a known distribution with unknown variance. We consider both error-free and erroneous communication channel models, however we focus on the effect of the multiplicative observation noise and multi-bit quantization errors on the estimation performance of DES.

### 1.3 Dissertation Organization and Contributions

Thanks to the collective efforts of many researchers significant progress has been made toward understanding of DES of a scalar unknown parameter with a linear observation model and additive observation noise. The works on DES of an unknown vector are mainly concentrated on reducing the dimensionality of observation vectors over error-free channels. The literature falls short of studying DES of an unknown vector with correlated observation noises. These knowledge gaps motivated us to study the DES of an unknown Gaussian vector with correlated additive noises and digital communications on fading channels in Chapter 2. Assuming an inhomogeneous WSN and power and bandwidth constrained wireless channels, we proposed various power and rate allocation schemes with different levels of complexity. In contrast to the aforementioned works that
considered either transmit power or bandwidth constraints, we consider DES subject to both total transmit power and bandwidth constraints. From practical perspectives, having a total transmit power constraint enhances energy efficiency in battery-powered WSNs. On the other hand placing a cap on the total bandwidth can further improve energy efficiency because data communication is a major contributor to the network energy consumption. We investigate the effects of observation noise, quantization errors, fading and communication channel noises on estimation accuracy and explore the trade-offs between transmit power, rate and estimation performance.

In Chapter 3 we derive an accurate closed-form approximation for Bayesian Cramér-Rao Lower Bound (BCRLB) on MSE of a Bayesian DES in a heterogeneous WSN. It is axiomatic that greatest lower bound\(^2\) under the MSE criterion is the MSE of MMSE estimator, however its implementation is often not practical and calculating its MSE usually requires multiple integrations which may be computationally infeasible [125]. Thus providing a closed-form expression for BCRLB, or an alternative accurate approximation is always intriguing [126,127]. In Chapter 3 we contribute to this topic by deriving a compact expression for the BCRLB. The unknown parameter to be estimated is modeled as a Gaussian random variable with known mean and variance and the observation model is linear with Gaussian additive noise. Each sensor separately quantizes its noisy observation with a uniform multi-bit quantizer and transmits the bits to the FC, where the received data is fused to estimate the unknown parameter. We take into account practical limitations of sensors and assume that the sensing dynamic range of the sensors are limited. In sequel we provide an easy-to-manipulate closed-form approximation for the BCRLB, which provides us a better understanding of the behavior of the bound. The simulation examples verify the accuracy of our proposed approximation. We also investigate the effect of sensing range of sensors, quantization rates and additive noise variance on the BCRLB with simulation examples.

---

\(^2\)Because it is attainable.
In Chapter 4 we consider DES of a Gaussian source, corrupted by independent multiplicative and additive observation noises, in a heterogeneous bandwidth-constrained network. Similar to [33, 81], we choose the total number of quantization bits as the measure of network bandwidth. Different from [121, 124], we assume that the distribution of the multiplicative observation noise is unknown (observation model uncertainties) and only its mean and variance are known. To overcome the limitations caused by the observation model uncertainties, the FC employs LMMSE estimator to fuse the quantization bits received from the sensors over the orthogonal channels. We consider both error-free and erroneous communication channels, using BSC model. We focus on the effects of observation model uncertainties and quantization errors on the accuracy of estimating the Gaussian source. We derive a closed-form expression for the MSE of the LMMSE estimator and consider two system-level constrained optimization problems with respect to the sensors’ quantization rates: i) we minimize the MSE given a network-wide bandwidth constraint, and ii) we minimize the required network-wide bandwidth given a target MSE. To address these two problems, we propose several rate allocation schemes. In addition, we compare the MSE performance of the proposed schemes against the BCRLB. Note that focus of Chapter 4 is on investigating the effect of multiplicative noise, observation model uncertainties and available bandwidth, on the DES performance, which makes the Chapter different from energy efficient and power constrained DES problems addressed in [68–71, 77, 78, 80, 82–84, 110–112, 128].

In Chapter 5 we explore lower bounds on the MSE of the Bayesian DES of a Gaussian unknown parameter in a WSN, where both multiplicative and additive Gaussian noises are considered in the observation model. To assess the Bayesian estimation performance bounds, and analyze their behaviors with respect to (w.r.t) multiplicative noise variance, two well-known Bayesian bounds from Weiss-Weinstein (WW) family are derived for the problem in hand. First one is Weiss-Weinstein Bound (WWB) [125] which is known to be the tightest bound of the family. The second one is the Bayesian version of classical well-known CRLB (BCRLB) [129]. Analyzing the derived
bounds we discover some scenarios that the multiplicative observation noise enhances the estimation accuracy. We call the phenomena *enhancement mode* of the multiplicative noise. We contend that in the *enhancement mode* as the variance of multiplicative noise increases the lower bounds on the MSE of DES decreases which is an unintuitive result. In addition we derived the WWB and BCRLB for the case that sensor measurements are separately quantized with uniform quantizers at the sensors and transmitted on error-free channels to the FC. Analyzing the latter bounds we observe the *enhancement mode* of the multiplicative noise even for the case of quantized observations. However for this case the quantization rate and additive noise variance need to be large enough to generate *enhancement mode*. Afterwards we compare the MSE performance of two well-known Bayesian estimators (i.e., MMSE and Maximum A Posterior (MAP) estimators) with the derived bounds in different scenarios. The comparisons verify the existence of *enhancement modes* for these estimators as-well, provided that the network size is large enough. In sequel we consider the case where the variance of multiplicative noise is unknown. Modeling this unknown as a deterministic nuisance parameter we establish lower bounds on MSE of the Bayesian DES. In particular, we characterize and analyze Hybrid Cramér-Rao Lower Bound (HCRLB) [130, 131], Yataculos Bound (YB) [132], Nayak Bound (NB) [133, 134] and recently proposed Risk Unbiased Bound (RUB) [135] for different scenarios. According to the bounds the *enhancement mode* can still occur in this case, however it needs larger network sizes, compared with those of known multiplicative noise variance. Next we compare the MSE performance of Minimum Mean Square Error-Maximum Likelihood (MMSE-ML) and Maximum A Posterior-Maximum Likelihood (MAP-ML) with the bounds in various scenarios. The comparisons reveal that although that the bounds may suggest existence of *enhancement mode*, according to MSE performance of estimators there is no *enhancement modes* for the case of unknown multiplicative noise variance.

The results in Chapter 5 for Bayesian DES are interestingly different from those reported in [120]
[121] [118] for non-Bayesian DES. The reported improvements in [120] [121] [118] depend on the value of the unknown parameter, which makes exploiting the enhancement modes elusive. Depending the enhancements to be upon on values of unknown makes it elusive to exploit the enhancement modes. On the other hand our reported enhancement mode does not depend on the values of the unknown parameter and therefore is more convenient to assess and characterize. The reported improvements in [120] [121] [118] are also expected to be maximum for a special value of the multiplicative noise variance. In contrast our reported enhancement mode in Chapter 5 is essentially different from that of these papers, such that increasing the multiplicative noise variance improves the estimation accuracy unboundedly till the MSE reaches zero. The authors in [120] and [121] also argued that enhancement mode occurs when the variance of additive observation noise is small in comparison to the energy of the unknown parameter. In contrast our results suggest that for the Bayesian DES, the enhancement mode is more likely to happen for larger additive noise variances. Furthermore for the case of quantized observations, according to our results there is no enhancement mode for binary quantizers in Bayesian DES, in contrast [120] and [121] reported some scenarios where the presence of the multiplicative noise may improve the MSE or estimation performance when sensors employ binary quantizers.
CHAPTER 2: DISTRIBUTED VECTOR ESTIMATION FOR POWER- AND BANDWIDTH-CONSTRAINED WIRELESS SENSOR NETWORKS

We consider the MSE of a Gaussian vector with a linear observation model in an inhomogeneous WSN, in which a FC reconstructs the unknown vector using a linear estimator. Sensors employ uniform multi-bit quantizers and BPSK modulation, and they communicate with the FC over orthogonal power- and bandwidth-constrained wireless channels. We study transmit power and quantization rate (measured in bits per sensor) allocation schemes that minimize the MSE. In particular, we derive two closed-form upper bounds on the MSE in terms of the optimization parameters and propose “coupled” and “decoupled” resource allocation schemes that minimize these bounds. The proposed schemes enables us to find the best resource allocation (i.e., power and bit) in extreme cases where (i) we have scarce total transmit power and ample total bandwidth and (ii) we have plentiful total transmit power and scarce total bandwidth. We show that the bounds are good approximations of the simulated MSE and that the performance of the proposed schemes approaches the clairvoyant CE when the total transmit power or bandwidth is very large.

We investigate how the power and rate allocations and overall estimation accuracy are dependent on the sensors’ observation qualities and channel gains and on the total transmit power and bandwidth constraints. Our simulations corroborate our analytical results and demonstrate the superior performance of the proposed algorithms.

The remainder of this chapter is organized as follows. Section 2.1 introduces our system model and establishes our optimization problem. In Section 2.2, we derive two closed-form upper bounds, $D_a$ and $D_b$, on the MSE corresponding to the linear estimator at the FC in terms of the optimization parameters (i.e., transmit power and quantization rate per sensor). In Section 2.3, we propose “coupled” resource allocation schemes that minimize these bounds using the iterative ellipsoid method.
This method conducts a multi-dimensional search to find the quantization rate vector. In Section 2.4, we propose “decoupled” resource allocation schemes, which rely on a one-dimensional search to find the quantization rates. Section 2.7 discusses our numerical results. Section 2.8 concludes this chapter.

2.1 System Model and Problem Statement

We consider a WSN with \( K \) spatially distributed inhomogeneous sensors. Each sensor makes a noisy observation, which depends on an unobservable vector of random parameters \( \theta \), locally processes its observation, and transmits a summary of its observation to a FC over erroneous wireless channels. The FC is tasked with estimating \( \theta \) via fusing the collective received data from sensors (see Fig. 2.1). We assume that \( \theta = [\theta_1, ..., \theta_q]^T \in \mathbb{R}^q \) is zero-mean Gaussian with covariance matrix \( C_\theta = \mathbb{E}\{\theta\theta^T\} \). Let random scalar \( x_k \) denote the noisy observation of sensor \( k \). We assume the following linear observation model:

\[
x_k = a_k^T \theta + n_k, \quad k = 1, ..., K,
\]

where \( a_k = [a_{k1}, ..., a_{kq}]^T \in \mathbb{R}^q \) is a known observation gain vector. We assume that the observation noise vector \( n = [n_1, ..., n_K]^T \) is zero-mean Gaussian with covariance \( C_n \) and that \( n \) and \( \theta \) are uncorrelated. Define observation vector \( x = [x_1, ..., x_K]^T \) and matrix \( A = [a_1, ..., a_K] \). Suppose that \( C_x = \mathbb{E}\{xx^T\} \) and \( C_{x\theta} = \mathbb{E}\{x\theta^T\} \) represent the covariance matrix of \( x \) and cross-covariance matrix of \( x \) and \( \theta \), respectively. It is easy to verify that

\[
C_{x\theta} = A^T C_\theta, \quad C_x = A^T C_\theta A + C_n.
\]
Sensor $k$ employs a uniform quantizer with $M_k$ quantization levels and quantization step size $\Delta_k$ to map $x_k$ into a quantization level $m_k \in \{m_{k,1}, \ldots, m_{k,M_k}\}$, where $m_{k,i} = \frac{(2i-1-M_k)\Delta_k}{2}$ for $i = 1, \ldots, M_k$. Considering our observation model, we assume that $x_k$ almost surely lies in the interval $[-\tau_k, \tau_k]$ for some reasonably large value of $\tau_k$, i.e., the probability $p(|x_k| \geq \tau_k) \approx 0$. Consequently, we let $\Delta_k = \frac{2\tau_k}{M_k-1}$. These imply that the quantizer maps $x_k$ as the following: if $x_k \in [m_{k,i} - \frac{\Delta_k}{2}, m_{k,i} + \frac{\Delta_k}{2}]$, then $m_k = m_{k,i}$; if $x_k \geq \tau_k$, then $m_k = \tau_k$; and if $x_k \leq -\tau_k$, then $m_k = -\tau_k$. Following quantization, sensor $k$ maps the index $i$ of $m_{k,i}$ into a bit sequence of length $L_k = \log_2 M_k$ and finally modulates these $L_k$ bits into $L_k$ BPSK modulated symbols [79]. Sensors send their symbols to the FC over orthogonal wireless channels, where transmission is subject to both transmit power and bandwidth constraints. The $L_k$ symbols sent by sensor $k$ experience flat fading with a fading coefficient $h_k$ and are corrupted by a zero-mean complex Gaussian receiver noise $w_k$ with variance $\sigma^2_{w_k}$. We assume that $w_k$s are mutually uncorrelated and that $h_k$ does not change during the transmission of $L_k$ symbols. Let $P_k$ denote the transmit power corresponding to $L_k$ symbols from sensor $k$, which we assume is distributed equally among $L_k$ symbols. Suppose that there are constraints on the total transmit power and bandwidth of this network, i.e., $\sum_{k=1}^{K} P_k \leq P_{tot}$ and $\sum_{k=1}^{K} L_k \leq B_{tot}$.

To describe the estimation operation at the FC, let $\hat{m}_k$ denote the recovered quantization level
corresponding to sensor $k$, where in general $\hat{m}_k \neq m_k$ due to communication channel errors. The FC first processes the received signals from the sensors individually to recover the transmitted quantization levels. In the absence of knowledge of the joint distribution of $\hat{m}_k$s and $\theta$, the FC resorts to a linear estimator [77, 82] to form the estimate $\hat{\theta}$ using $\hat{m}_1, ..., \hat{m}_K$. The linear estimator has a low computational complexity [136], and only requires knowledge of $A$ and second-order statistics $C_\theta$ and $C_n$ to estimate $\theta$. Let $\mathcal{D}_0 = \mathbb{E}\{(\hat{\theta} - \theta)(\hat{\theta} - \theta)^T\}$ denote the error correlation matrix corresponding to this linear estimator, whose $i$-th diagonal entry, $[\mathcal{D}_0]_{ii}$, is the MSE corresponding to the $i$-th entry of vector $\theta$. We choose $\mathcal{D}_0 = \text{tr}(\mathcal{D}_0)$ as our MSE distortion metric [4]. Our goal is to find the optimal resource allocation scheme, i.e., quantization rate $L_k$ and transmit power $P_k$ \forall $k$, that minimizes $\mathcal{D}_0$. In other words, we are interested in solving the following optimization problem:

$$\min_{L_k, P_k, \forall k} \mathcal{D}_0(\{L_k, P_k\}_{k=1}^K)$$ (2.2)

s.t. $\sum_{k=1}^K L_k \leq B_{tot}$, $\sum_{k=1}^K P_k \leq P_{tot}$, $L_k \in \mathbb{Z}_+$, $P_k \in \mathbb{R}_+$, $\forall k$.

2.2 Characterization of MSE

We wish to characterize $\mathcal{D}_0$ in terms of the optimization parameters $\{L_k, P_k\}_{k=1}^K$. For this purpose, we take a two-step approach [83]: in the first step, we assume that the quantization levels transmitted by the sensors are received error free at the FC. Based on the error-free transmission assumption, we characterize the MSE due to observation noises and quantization errors. In the second step, we take the contribution of wireless communication channel errors on the MSE into account. This approach provides us with an upper bound on $\mathcal{D}_0$, which can be expressed in terms of $\{L_k, P_k\}_{k=1}^K$. Define vector $m = [m_1, ..., m_K]^T$, which includes the transmitted quantization
levels for all sensors, and vector \( \hat{m} = [\hat{m}_1, \ldots, \hat{m}_K]^T \), which consists of the recovered quantization levels at the FC. Let

\[
\hat{\theta} = G m, \quad \text{where} \quad G = \mathbb{E}\{\theta m^T\}(\mathbb{E}\{mm^T\})^{-1}.
\]  

(2.3)

Note that \( \hat{\theta} \) is the LMMSE estimator if the FC had received the transmitted quantization levels without errors [4]. Having \( \hat{m} \), the FC employs the same linear operator \( G \) to obtain the linear estimate \( \hat{\theta} = G \hat{m} \). To characterize the MSE, we define covariance matrices \( D_1 = \mathbb{E}\{(\hat{\theta} - \theta)(\hat{\theta} - \theta)^T\} \) and \( D_2 = \mathbb{E}\{(\hat{\theta} - \bar{\theta})(\hat{\theta} - \bar{\theta})^T\} \). One can verify that

\[
D_0 = D_1 + D_2 + 2\mathbb{E}\{(\hat{\theta} - \theta)(\hat{\theta} - \bar{\theta})^T\},
\]

or equivalently,

\[
D_0 = D_1 + D_2 + 2\mathbb{E}\{(\hat{\theta} - \bar{\theta})^T(\hat{\theta} - \bar{\theta})\},
\]

where \( D_1 = \text{tr}(D_1) \) and \( D_2 = \text{tr}(D_2) \). Applying the Cauchy-Schwarz inequality and using the fact that \( (x + y)^2 \leq 2(x^2 + y^2) \) for \( x, y \geq 0 \), we establish an upper bound on \( D_0 \) as follows:

\[
D_0 \leq (\sqrt{D_1} + \sqrt{D_2})^2 \leq 2(D_1 + D_2) = 2D.
\]  

(2.4)

Note that the upper bound on \( D_0 \) in (2.4) consists of two terms: the first term \( 2D_1 \) represents the MSE due to observation noises and quantization errors, whereas the second term \( 2D_2 \) is the MSE due to communication channel errors. In other words, the contributions of observation noises and quantization errors in the upper bound are decoupled from those of communication channel errors.

Relying on (2.4), in the remainder of this section, we derive two upper bounds on \( D \), denoted as \( D_a \) and \( D_b \) in Sections 2.2.1 and 2.2.2, respectively, in terms of \( \{L_k, P_k\}_{k=1}^K \). Although \( D_a \) is a tighter bound than \( D_b \), its minimization demands a higher computational complexity. Leveraging on the
expressions of $D_a$ and $D_b$ derived in this section, in Sections 2.3 and 2.4, we propose two distinct schemes, which we refer to as “coupled” and “decoupled” schemes, to address the optimization problem formulated in (2.2) when $D_0$ is replaced with $D_a$ or $D_b$.

2.2.1 Characterization of First Bound $D_a$

Recall that $D=D_1+D_2$ in (2.4). In the following, we first derive $D_1$. Deriving an exact expression for $D_2$ remains elusive. Hence, we derive an upper bound on $D_2$, represented as $D_2^{upb}$. Let $D_a = D_1 + D_2^{upb}$. Based on (2.4), we have $D_0 \leq 2D \leq 2D_a$.

- **Derivation of $D_1$ in $D_a$:** Because $\tilde{\theta}$ is the LMMSE estimator of $\theta$ given $m$, $D_1$ is the corresponding error covariance matrix. Consequently, $D_1 = \text{tr}(D_1)$ is [4]

\[
D_1 = \text{tr}(C_\theta - \mathbb{E}\{\theta m^T\}(\mathbb{E}\{mm^T\})^{-1}\mathbb{E}\{\theta m^T\}^T),
\]

(2.5)

where $\mathbb{E}\{\theta m^T\}$ and $\mathbb{E}\{mm^T\}$ are cross-covariance and covariance matrices, respectively. To find these matrices, we need to delve into the statistics of quantization errors. For sensor $k$, let the difference between observation $x_k$ and its quantization level $m_k$, i.e., $\epsilon_k = x_k - m_k$, be the corresponding quantization noise. In general, $\epsilon_k$s are mutually correlated and are also correlated with $x_k$s. However, in [137], it is shown that when correlated Gaussian random variables are quantized with uniform quantizers of step sizes $\Delta_k$s, quantization noises can be approximated as mutually independent random variables that are uniformly distributed in the interval $[-\frac{\Delta_k}{2}, \frac{\Delta_k}{2}]$ and are also independent of quantizer inputs. In this chapter, because the $\theta$ and $n_k$s in (2.1) are assumed to be Gaussian, $x_k$s are correlated Gaussian that are quantized with uniform quantizers of quantization step sizes $\Delta_k$s. Hence, $\epsilon_k$s are approximated as mutually independent zero-mean uniform random variables with variance $\sigma_{\epsilon_k}^2 = \frac{\Delta_k^2}{12}$ that are also independent of $x_k$s (and thus independent of $\theta$ and
These imply that \( \mathbb{E}\{\theta m_k\} = \mathbb{E}\{\theta(x_k - \epsilon_k)\} = C_{\theta} a_k \). Therefore,

\[
\mathbb{E}\{\theta m^T\} = C_{\theta} A = C_{x\theta}^T. \tag{2.6}
\]

Additionally, it is straightforward to verify that

\[
\mathbb{E}\{mm^T\} = A^T C_{\theta} A + C_{n} + Q = C_{x} + Q, \tag{2.7}
\]

where \( Q = \text{diag}(\sigma^2_{\epsilon_1}, \ldots, \sigma^2_{\epsilon_K}) \). Substituting (2.6) and (2.7) into (2.3) and (2.5) yields

\[
G = C_{x\theta}^T (C_{x} + Q)^{-1}, \tag{2.8}
\]

\[
D_1 = \text{tr}(C_{\theta}) - \text{tr}(C_{x\theta}^T (C_{x} + Q)^{-1} C_{x\theta}). \tag{2.9}
\]

**Derivation of \( D_{2UPB} \) in \( D_a \):** By substituting \( \hat{\theta} = G m \) and \( \hat{\theta} = G \hat{m} \) into \( D_2 \), we obtain \( D_2 = G \mathcal{M} G^T \), where we define matrix \( \mathcal{M} = \mathbb{E}\{(\hat{m} - m)(\hat{m} - m)^T\} \). Because communication channel noises are mutually uncorrelated, \( \mathbb{E}\{(\hat{m}_i - m_i)(\hat{m}_j - m_j)\} = 0 \) for \( i \neq j \). Hence, \( \mathcal{M} \) is a diagonal matrix, whose \( k \)-th entry, \( [\mathcal{M}]_{k,k} = \mathbb{E}\{(\hat{m}_k - m_k)^2\} \), depends on the employed modulation scheme, channel gain \( |h_k| \), channel noise variance \( \sigma^2_{\omega_k} \), value of \( \tau_k \), transmit power \( P_k \), and quantization rate \( L_k \). For our system model depicted in Section 5.1, in which sensors utilize BPSK modulation, we obtain (see Appendix A.1)

\[
[\mathcal{M}]_{k,k} \leq \left(\frac{4\tau_k^2 L_k}{3}\right) \exp\left(-\frac{\gamma_k P_k}{L_k}\right) = u_k, \tag{2.10}
\]

where \( \gamma_k = \frac{|h_k|^2}{2\sigma^2_{\omega_k}} \) is the Channel to Noise Ratio (CNR) for sensor \( k \). Because \( \mathcal{M} \) and \( D_2 \) are semi-positive definite matrices, i.e., \( \mathcal{M} \succeq 0, D_2 \succeq 0 \), the bound in (2.10) can provide us with an upper bound on \( D_2 = \text{tr}(D_2) \). Let \( \mathcal{M}' = \text{diag}(u_1, \ldots, u_K) \). Because \( \mathcal{M}' - \mathcal{M} \succeq 0 \) and \( G\mathcal{M}'G^T \succeq 0 \), we
find that [138]
\[ D_2 = \text{tr}(G M G^T) \leq \text{tr}(G M' G^T) = D_2^{upb}, \] (2.11)

A remark follows regarding \( D_1 \) and \( D_2^{upb} \).

**Remark 1**: Note that \( D_1 \) in (2.9) only depends on quantization rates \( L_k \)'s through the variances of quantization noises \( \epsilon_k \)'s in \( Q \). However, \( D_2^{upb} \) in (2.11) depends on transmit powers \( P_k \)'s through \( M' \), as well as \( L_k \)'s through \( M' \) and \( Q \) in \( G \). Hence, we derive the upper bound \( D_a = D_1 + D_2^{upb} \) in terms of the optimization parameters \( \{L_k, P_k\}_{k=1}^K \).

### 2.2.2 Characterization of Second Bound \( D_b \)

Recall from Section 2.2.1 that \( D_a = D_1 + D_2^{upb} \), where \( D_0 \leq 2D \leq 2D_a \). Note that both \( D_1 \) and \( D_2^{upb} \) involve the inversion of matrix \( C_x + Q \), incurring a high computational complexity that increases with \( K \). For large \( K \), such a matrix inversion required to find the optimal resource allocation (see Section 2.3.1) is burdensome. To reduce the computational complexity, in this section, we derive upper bounds on \( D_1 \) and \( D_2^{upb} \), which are represented as \( D_1^{upb} \) and \( D_2^{uupb} \), respectively, that do not involve such a matrix inversion. Let \( D_b = D_1^{upb} + D_2^{uupb} \). Based on (2.4), we have \( D_0 \leq 2D \leq 2D_a \leq 2D_b \).

**Derivation of \( D_1^{upb} \) in \( D_b \)**: To find an upper bound on \( D_1 \) in (2.9), we use the following inequality [72]:
\[ \text{tr}(E^T F^{-1} E) \geq \frac{(\text{tr}(E^T E))^2}{\text{tr}(E^T F E)}, \] (2.12)
where \( E \) is arbitrary and \( F \succeq 0 \). Recall that \( Q \) is a diagonal matrix with non-negative entries, i.e., \( Q \succeq 0 \). Additionally, \( C_x \succeq 0 \) because it is a covariance matrix. These imply that \( Q + C_x \succeq 0 \) [138]. Applying (2.12) to (2.9), we obtain
\[ D_1 \leq \text{tr}(C_{\theta}) - \frac{(\text{tr}(C^T_{x\theta} C_{x\theta}))^2}{\text{tr}(C^T_{x\theta} (C_x + Q) C_{x\theta})} = D_1^{upb}. \] (2.13)
\textbf{Derivation of }\mathcal{D}_2^{upb} \text{ in } \mathcal{D}_b: \text{ To find an upper bound on } \mathcal{D}_2^{upb} \text{ in (2.11), we take the following steps:}

\[ \mathcal{D}_2^{upb} = \sum_{k=1}^{K} \lambda_k(G^T G \mathcal{M'}) \leq \sum_{k=1}^{K} \lambda_k(G^T G) \lambda_k(\mathcal{M'}) \]

\[ \leq \lambda_{max}(G^T G) \sum_{k=1}^{K} \lambda_k(\mathcal{M'}) = \lambda_{max}(G^T G) \sum_{k=1}^{K} u_k, \quad (2.14) \]

where (a) in (2.14) is obtained using the facts that \( \text{tr}(EF) = \text{tr}(FE) \) for arbitrary \( E, F \) with matching sizes and \( \text{tr}(E) = \sum_k \lambda_k(E) = \sum_k |E|_{k,k} \) for a square matrix \( E \) with eigenvalues \( \lambda_k \)'s, (b) is found using Theorem 9 in [139], and (c) is true because \( \lambda_k(G^T G) \leq \lambda_{max}(G^T G) \) for \( \forall k \). Next, we derive an upper bound on \( \lambda_{max}(G^T G) \) in (2.14). Using \( G \) in (2.8), we find that \( G^T G = (C_x + Q)^{-1} C_{x\theta} C_{x\theta}^T (C_x + Q)^{-1} \). Note that \( (C_x + Q)^{-1} \) and \( C_{x\theta} C_{x\theta}^T \) are symmetric matrices. Therefore,

\[ \lambda_{max}(G^T G) = \frac{1}{\lambda_{max}((C_x + Q)^{-1})^2} \lambda_{max}(C_{x\theta} C_{x\theta}^T) \]

\[ = \lambda_{min}(C_x + Q)^2 \lambda_{max}(C_{x\theta} C_{x\theta}^T) \quad (2.15) \]

(d) holds due to the norm equality [140], (e) is true because \( \lambda_{max}(E^{-1}) = \frac{1}{\lambda_{min}(E)} \) for an invertible \( E \), and (f) is obtained because for \( E, F \succeq 0 \), Weyl’s inequality [140] states that \( \lambda_{min}(E + F) \geq \lambda_{min}(E) + \lambda_{min}(F) \). Additionally, \( \lambda_{min}(Q) = \min_k (\sigma_{\epsilon_k}^2) \). Combining (2.14) and (2.15), we obtain

\[ \mathcal{D}_2^{upb} \leq \lambda \sum_{k=1}^{K} u_k = \mathcal{D}_2^{upb} \]

A remark follows regarding \( \mathcal{D}_1^{upb} \) and \( \mathcal{D}_2^{upb} \).
Remark 2: Note that $D_{1upb}$ in (2.13) only depends on $L_k$s through the variances of quantization noises $\epsilon_k$s in $Q$. However, $D_{2upb}$ depends on $P_k$s through $u_k$s, as well as $L_k$s through $u_k$s and $\sigma^2_{\epsilon_k}$s in $\tilde{\lambda}$. Hence, we derive the upper bound $D_b = D_{1upb} + D_{2upb}$ in terms of $\{L_k, P_k\}_{k=1}^K$. Proposition 1 summarizes the upper bounds $D_a$ and $D_b$ on $D_0$.

Proposition 1: $D_a$ and $D_b$ are

\[
D_0 \leq 2D_a \leq 2D_b \\
D_a = D_1 + D_{2upb} = \text{tr}(C_\theta) - \text{tr}(C_x^T(C_x + Q)^{-1}C_x\theta) + \text{tr}(G\mathcal{M}'G^T) \\
D_b = D_{1upb} + D_{2upb} = \text{tr}(C_\theta) - \frac{(\text{tr}(C_x^T C_x\theta))^2}{\text{tr}(C_x^T (C_x + Q) C_x\theta)} + \tilde{\lambda} \sum_{k=1}^K u_k
\]

2.3 “Coupled” Scheme for Resource Allocation

Thus far, we have established that $D_0 \leq 2D \leq 2D_a \leq 2D_b$, where $D_a$ and $D_b$ are derived in Sections 2.2.1 and 2.2.2 in terms of $\{L_k, P_k\}_{k=1}^K$. In this section, we address the optimization problem formulated in (2.2) when $D_0$ is replaced with $D_a$ (in Section 2.3.1) or $D_b$ (in Section 2.3.3). Note that (2.2) is a Mixed Integer Nonlinear Programming (MINLP) problem with exorbitant computational complexity [141]. To simplify the problem, we temporarily relax the integer constraint on $L_k$s and allow them to be positive numbers, i.e., we consider

\[
\begin{align*}
\text{minimize} & \quad D_0(\{L_k, P_k\}_{k=1}^K) \\
\text{s.t.} & \quad \sum_{k=1}^K L_k \leq B_{tot}, \sum_{k=1}^K P_k \leq P_{tot}, L_k, P_k \in \mathbb{R}_+, \forall k.
\end{align*}
\]

1 When correlated channels are considered, the non-diagonal entries of matrix $\mathcal{M}'$ are $[\mathcal{M}']_{i,j} = 8\tau^2[Q(\vartheta_i, \vartheta_j; \rho_{i,j}^c) - Q(\vartheta_i, \vartheta_j; -\rho_{i,j}^c)]$, $i \neq j$, where $\vartheta_i = \sqrt{2\gamma_i P_i L_i}$, $\rho_{i,j}^c$ is the correlation coefficient between $w_i$ and $w_j$, and $Q(\cdot, \cdot)$ is the two-dimensional $Q$-function. However, this does not lead to closed-form solutions for the following resource allocation schemes.
We propose the “coupled” scheme to solve the relaxed problem in (2.16), where the objective function is replaced with $D_a$ or $D_b$. In Section 2.3.2, we discuss a novel approach to migrate from relaxed continuous $L_k$s to integer $L_k$s solutions.

2.3.1 Coupled Scheme for Minimizing $D_a$

The quintessence of this “coupled” scheme is as follows. We replace $D_0$ with $D_a$ in (2.16) and decompose the relaxed problem into two sub-problems (SP1) and (SP2), as follows:

\[
\text{(SP1)} \quad \text{given} \{L_k\}_{k=1}^K, \quad \underset{P_k, \forall k}{\text{minimize}} \quad D_a(\{P_k\}_{k=1}^K)
\]

\[
\text{s.t.} \quad \sum_{k=1}^K P_k \leq P_{tot}, \quad P_k \in \mathbb{R}_+, \quad \forall k;
\]

\[
\text{(SP2)} \quad \text{given} \{P_k\}_{k=1}^K, \quad \underset{L_k, \forall k}{\text{minimize}} \quad D_a(\{L_k\}_{k=1}^K)
\]

\[
\text{s.t.} \quad \sum_{k=1}^K L_k \leq B_{tot}, \quad L_k \in \mathbb{R}_+, \quad \forall k.
\]

We iterate between solving these two sub-problems until we reach the solution [142].

• Solving (SP1) Given in (2.17): Considering Remark 1, we note that only $D_{2}^{upb}$ in $D_a$ depends on $P_k$s. Hence, we replace the objective function in (2.17) with $D_{2}^{upb}$. Because $D_{2}^{upb}$ is a jointly convex function of $P_k$s (see Appendix A.2), we use the Lagrange multiplier method and solve the corresponding Karush-Kuhn-Tucker (KKT) conditions to find the solution. Substituting $u_k$ of (2.10) into $\mathcal{M}'$ and noting that $G$ does not depend on $P_k$s, we rewrite (SP1) as follows:

\[
\text{given} \{L_k\}_{k=1}^K, \quad \underset{P_k, \forall k}{\text{minimize}} \quad \sum_{k=1}^K \alpha_k L_k \exp\left(\frac{-\gamma P_k}{L_k}\right)
\]

\[
\text{s.t.} \quad \sum_{k=1}^K P_k \leq P_{tot}, \quad P_k \in \mathbb{R}_+, \quad \forall k,
\]

where $\alpha_k = (4\tau_k^2/3)||g_k||^2$ and $||g_k||^2$ is the squared Euclidean norm of the $k$-th column of $G$. Let
\( \mathcal{L}(\{L_k, P_k, \mu_k\}_{k=1}^{K}, \lambda) \) be the Lagrangian for (2.19), where \( \mu_k \) and \( \lambda \) are the Lagrange multipliers.

The corresponding KKT conditions are as follows:

\[
\frac{\partial \mathcal{L}}{\partial P_k} = -\alpha_k \gamma_k \exp(-\frac{\gamma_k P_k}{L_k}) - \mu_k + \lambda = 0, \quad \forall k,
\]

\[
P_k \mu_k = 0, \quad \mu_k \geq 0, \quad P_k \geq 0, \quad \forall k,
\]

\[
\lambda \left( \sum_{k=1}^{K} P_k - P_{tot} \right) = 0, \quad \lambda \geq 0, \quad \sum_{k=1}^{K} P_k \leq P_{tot}.
\]

Because \( D_2^{upb} \) is a decreasing function of \( P_k \)s and \( P_{tot} \) (see Appendix A.2), solving (2.19) for \( P_k \)s, we find that

\[
P_k = \left( \frac{L_k}{\gamma_k} \ln \left( \frac{\gamma_k \alpha_k}{\lambda^*} \right) \right)^+ \quad \forall k,
\]

where \([x]^+ = \max(0, x), \sum_{k=1}^{K} P_k = P_{tot}\), and \( \ln \lambda^* \) is

\[
\ln \lambda^* = \left( \sum_{k \notin \mathcal{I}} \frac{L_k}{\gamma_k} \right)^{-1} \left[ -P_{tot} + \sum_{k \notin \mathcal{I}} \frac{L_k}{\gamma_k} \ln(\gamma_k \alpha_k) \right].
\]

Set \( \mathcal{I} = \{k : P_k = 0, k = 0, \ldots, K\} \) in (2.21) as the set of inactive sensors: sensors whose \( L_k = 0 \) or \( \gamma_k \alpha_k < \lambda^* \), where \( \gamma_k \) is the CNR of sensor \( k \) and \( \alpha_k \) depends on the parameters of the observation model. Eq. (2.20) indicates that \( P_k \) depends on both sensor observation and communication channel qualities through \( \gamma_k \) and \( \alpha_k \). Additionally, sensor \( k \) with a larger \( L_k \) is allocated a larger \( P_k \).

For the asymptotic regime of large \( P_{tot} \), we substitute (2.21) into (2.20) and obtain the following:

\[
P_k = \frac{L_k P_{tot}}{\gamma_k \sum_{k \notin \mathcal{I}} \frac{L_k}{\gamma_k}}, \quad \forall k.
\]

Eq. (2.22) implies that in this asymptotic regime, \( P_k \) is proportional to \( \frac{L_k}{\gamma_k} \). When \( L_k \)s are equal, a sensor with a smaller CNR is allotted a larger \( P_k \) (inverse of water filling). When \( \gamma_k \)s are equal,
a sensor with a larger $L_k$ is assigned a larger $P_k$. Regarding the solution in (2.20), two remarks follow.

**Remark 3**: For sensor $k$, we examine how $P_k$ varies as $\gamma_k$ changes for a given $L_k$. We obtain the following:

$$\frac{\partial P_k}{\partial \gamma_k} = \frac{L_k}{\gamma_k} (1 - \ln\left(\frac{\gamma_k \alpha_k}{\lambda^*}\right)), \; \forall k.$$  

Examining (2.23) shows that when $\gamma_k \alpha_k < e \lambda^*$, as $\gamma_k$ increases, $P_k$ increases (water filling). In contrast, when $\gamma_k \alpha_k > e \lambda^*$, as $\gamma_k$ increases, $P_k$ decreases (inverse of water filling).

**Remark 4**: For sensors $i, j$, we examine how $P_i, P_j$ are related to $\gamma_i, \gamma_j$. Suppose that $L_i = L_j = L$ and $\alpha_i = \alpha_j = \alpha$. When $\frac{\alpha \lambda^*}{\alpha} < \gamma_j < \gamma_i$, then $P_i < P_j$ (inverse of water filling). In contrast, when $\gamma_j < \gamma_i < \frac{\alpha \lambda^*}{\alpha}$, then $P_i > P_j$ (water filling).

**Solving (SP2) Given in (2.18)**: Finding a closed-form solution for this problem remains elusive due to the non-linearity of the cost function and the fact that the inequality constraint on $L_k$s is not necessarily active. Let $\mathcal{F} = \{ L_k : \sum_{k=1}^{K} L_k \leq B_{tot}, L_k \in \mathbb{R}_+, \forall k \}$ be the feasible set of (SP2). To solve (SP2), we use *a modified version of the ellipsoid method* [143, 144]. This cutting-plane optimization method is the generalized form of the one-dimensional bisection method for higher dimensions, and it is theoretically efficient with guaranteed convergence [143]. The description of the method follows. Suppose that the solution of (SP2) is contained in an initial ellipsoid $\epsilon^0$ with center $L'^{(0)}$ and shaped by matrix $S^{(0)} \succeq 0$. The definition of $\epsilon^0$ is as follows:

$$\epsilon^0 = \{ z : (z - L'^{(0)})^T S^{(0)^{-1}} (z - L'^{(0)}) \leq 1 \}.$$  

For $\epsilon^0$, we choose a sphere that contains $\mathcal{F}$, with center $L'^{(0)} = \frac{B_{tot}}{2} [1, ..., 1]$, radius $\frac{B_{tot}}{2} \sqrt{K}$, and thus $S^{(0)} = \left( \frac{B_{tot} \sqrt{K}}{2} \right) I_K$. Essentially, this method uses gradient evaluation at iteration $i$ to discard half of $\epsilon^i$ and to form $\epsilon^{i+1}$ with center $L'^{(i+1)}$, which is the minimum volume ellipsoid covering the remaining half of $\epsilon^i$. Note that $\epsilon^{i+1}$ can be larger than $\epsilon^i$ in diameter; however, it is proven that
the volume of $\epsilon^{i+1}$ is smaller than that of $\epsilon^i$ and center $L^{(i)}$ eventually converges to the solution of (SP2). To elaborate this method, suppose that at iteration $i$, we have ellipsoid $\epsilon^i$ with center $L^{(i)}$ and shaped by matrix $S^{(i)}$. Ellipsoid $\epsilon^{i+1}$ at iteration $i + 1$ is obtained by evaluating the gradient $\nabla^{(i)}$, defined below. When $L^{(i)} \in \mathcal{F}$, then $\nabla^{(i)}$ is the gradient of the objective function (so-called objective cut) evaluated at $L^{(i)}$. When $L^{(i)} \notin \mathcal{F}$, then $\nabla^{(i)}$ is the gradient of the inequality constraint that is being violated (so-called feasibility cut) evaluated at $L^{(i)}$. The update steps are as follows:

\[
\begin{align*}
\epsilon^{i+1} &= \epsilon^i \cap \{ z : \nabla^{(i)} (z - L^{(i)}) \leq 0 \}, \\
L^{(i+1)} &= L^{(i)} - \frac{1}{K+1} S^{(i)} \tilde{\nabla}^{(i)}, \quad \tilde{\nabla}^{(i)} = \frac{\nabla^{(i)}}{\sqrt{\nabla^{(i)}T S^{(i)} \nabla^{(i)}}}, \\
S^{(i+1)} &= \frac{K^2}{K^2 - 1} (S^{(i)} - \frac{2}{K+1} S^{(i)} \tilde{\nabla}^{(i)} \tilde{\nabla}^{(i)}T S^{(i)}),
\end{align*}
\]

in which

\[
\nabla^{(i)} = \begin{cases} \\
\nabla^{(i)}_{oc}, & \text{if } \sum_{k=1}^{K} L^{(i)}_k \leq B_{tot}, \quad L^{(i)}_k \in \mathbb{R}_+, \quad \forall k, \\
\nabla^{(i)}_{sfc}, & \text{if } \sum_{k=1}^{K} L^{(i)}_k > B_{tot}, \quad L^{(i)}_k \in \mathbb{R}_+, \quad \forall k, \\
\nabla^{(i)}_{nfc}, & \text{if } L^{(i)}_j \leq 0, \quad \text{for some } j \in \{1, \ldots, K\},
\end{cases}
\]

where $\nabla^{(i)}_{oc}$, $\nabla^{(i)}_{sfc}$ and $\nabla^{(i)}_{nfc}$ are the objective cut, rate-sum constraint feasibility cut and nonnegative rate feasibility cut, respectively, evaluated at $L^{(i)}$:

\[
\begin{align*}
\nabla^{(i)}_{oc} &= [\frac{\partial D_a}{\partial L_1} |_{L_1 = L^{(i)}_1}, \ldots, \frac{\partial D_a}{\partial L_K} |_{L_K = L^{(i)}_K}]^T, \\
\nabla^{(i)}_{sfc} &= [\frac{\partial (\sum_{j=1}^{K} L_j)}{\partial L_1} |_{L_1 = L^{(i)}_1}, \ldots, \frac{\partial (\sum_{j=1}^{K} L_j)}{\partial L_K} |_{L_K = L^{(i)}_K}]^T, \\
\nabla^{(i)}_{nfc} &= [-\frac{\partial L_j}{\partial L_1} |_{L_1 = L^{(i)}_1}, \ldots, -\frac{\partial L_j}{\partial L_K} |_{L_K = L^{(i)}_K}]^T.
\end{align*}
\]
After some mathematical manipulations and using the fact that $\frac{\partial E^{-1}}{\partial x} = -E^{-1} \frac{\partial E}{\partial x} E^{-1}$, we find that 

$\frac{\partial D_a}{\partial L_k} \forall k$ in (2.24) is equal to the following:

$$\text{tr}(G[\frac{\partial Q}{\partial L_k} - \frac{\partial Q}{\partial L_k} (C_x + Q)^{-1} \mathcal{M}' + \frac{\partial \mathcal{M}'}{\partial L_k} - \mathcal{M}'(C_x + Q)^{-1} \frac{\partial Q}{\partial L_k}] G^T),$$

in which $\frac{\partial Q}{\partial L_k}$ and $\frac{\partial \mathcal{M}'}{\partial L_k}$ are all-zero matrices, except for one non-zero element in each matrix $\begin{bmatrix} \frac{\partial Q}{\partial L_k} \end{bmatrix}_{k,k} = \frac{\partial \sigma^2}{\partial L_k} = -\frac{2 \ln 2 \tau^2_x Q_{L_k}}{3(2^x_k - 1)^2}$ and $\begin{bmatrix} \frac{\partial \mathcal{M}'}{\partial L_k} \end{bmatrix}_{k,k} = \frac{\partial u_k}{\partial L_k} = \frac{4 \tau^2_x}{3} \exp(-\gamma_k P_k L_k) [1 + \frac{\gamma_k P_k}{L_k}]$. Furthermore, $\nabla_{sfc}^{(i)}$ in (2.25) is a vector of all ones, and $\nabla_{nfc}^{(i)}$ in (2.26) is a vector of all zeros and $-1$ for its $j$-th entry.

As the stopping criterion, we check whether $\sqrt{\nabla^{(i)} S^{(i)} \nabla^{(i)}} < \varepsilon$, where $\varepsilon$ is a predetermined error threshold, or whether the number of iterations exceeds a predetermined maximum $I_{max}$. Fig. 2.2 illustrates the above ellipsoid method for $K = 2$ sensors, where the feasible set $\mathcal{F}$ is the triangle with the hatch pattern.

In a nutshell, we have analytically solved (SP1) and provided an iterative ellipsoid method with guaranteed convergence to address (SP2). With these results, we address the problem in (2.16) when $\mathcal{D}_0$ is replaced with $\mathcal{D}_a$. Let vectors $L^c = [L_1^c, ..., L_K^c], P^c = [P_1^c, ..., P_K^c]$ denote the solutions to (2.16). We take an iterative approach that switches between solving (SP1) and (SP2) until we converge to vectors $L^c$ and $P^c$ [142]. As the stopping criterion, we check whether the decrease in $D_a$ in two consecutive iterations is less than a predetermined error threshold $\eta$ or whether the number of switches between solving (SP1) and (SP2) exceeds a predetermined maximum $J_{max}$. The “$a$-coupled” algorithm summarizes the steps described above, guaranteeing that $\mathcal{D}_a$ decreases in each iteration $j$. A remark follows regarding the “$a$-coupled” algorithm.
(a) $L_i^{(i)} \in \mathcal{F} \Rightarrow \nabla^{(i)} = \nabla_{oc}^{(i)}$, update $\epsilon^i$ with center $L_i^{(i)}$ to $\epsilon^{i+1}$ with center $L_i^{(i+1)}$

(b) $L_i^{(i)} \notin \mathcal{F}$ because $L_1^{(i)} + L_2^{(i)} > B_{tot} \Rightarrow \nabla^{(i)} = \nabla_{sfc}^{(i)}$, update $\epsilon^i$ with center $L_i^{(i)}$ to $\epsilon^{i+1}$ with center $L_i^{(i+1)}$

(c) $L_i^{(i)} \notin \mathcal{F}$ because $L_1^{(i)} < 0 \Rightarrow \nabla^{(i)} = \nabla_{nfc}^{(i)}$, update $\epsilon^i$ with center $L_i^{(i)}$ to $\epsilon^{i+1}$ with center $L_i^{(i+1)}$

Figure 2.2: Modified ellipsoid method for constrained optimization problem
Data: System parameters defined in Section 5.1

Result: Continuous solutions for optimization parameters \( L^e = [L^e_1, ..., L^e_K], P^e = [P^e_1, ..., P^e_K] \)

Initialization;

\[
\begin{align*}
    j &= 0, \quad L^{e(0)} = \frac{B_{\text{tot}}}{2} [1, ..., 1], \quad P^{e(0)} = [0, ..., 0] \\
    \text{while } 1 \text{ do} & \\
    \quad Q^{(j)} &= \text{diag} \left( \frac{\tau_{k1}^2}{3(2L_{k1}^{e(j)} - 1)^2}, ..., \frac{\tau_{K1}^2}{3(2L_{K1}^{e(j)} - 1)^2} \right) \\
    \quad G^{(j)} &= \text{diag} \left( C_{x\theta} (C_x + Q^{(j)})^{-1} \right) \text{ as defined in (2.8)} \\
    \quad \alpha_k^{(j)} &= (4\tau_k^2/3) \| g_k^{(j)} \|^2, \; \forall k \\
    \quad \lambda^{(j)} &= \exp (\sum_{k \notin I} \frac{L_k^{e(j)}}{\gamma_k} - P_{\text{tot}} + \sum_{k \notin I} \frac{L_k^{e(j)}}{\gamma_k} \ln (\gamma_k \alpha_k^{(j)})) \text{ as defined in (2.21)} \\
    \quad P_k^{e(j)} &= \left[ \frac{L_k^{e(j)}}{\gamma_k} \ln (\gamma_k \alpha_k^{(j)}) / \lambda^{(j)} \right]^+, \; \forall k, \; \text{as defined in (2.20)} \\
\end{align*}
\]

Modified ellipsoid method

modified ellipsoid method initialization;

\[
\begin{align*}
i &= 0, \quad L^{0}(0) = \frac{B_{\text{tot}}}{2} [1, ..., 1], \quad S^{(0)} = \left( \frac{B_{\text{tot}} \sqrt{K}}{2} \right) I \\
    \text{while } 1 \text{ do} & \\
    \quad L^{(i+1)}(i) &= L^{(i)} - \frac{1}{K+1} S^{(i)} \hat{\nabla}^{(i)} \\
    \quad S^{(i+1)} &= \frac{K^2}{K^2 - 1} \left( S^{(i)} - \frac{2}{K+1} S^{(i)} \hat{\nabla}^{(i)} \hat{\nabla}^{(i)T} S^{(i)} \right) \\
    \quad i &= i + 1 \\
    \quad \text{if } \sqrt{\hat{\nabla}^{(i+1)T} S^{(i+1)} \hat{\nabla}^{(i+1)}} < \varepsilon \lor i > I_{\text{max}} \text{ then} & \\
        \quad \text{break} & \\
    \end{align*}
\]

\[
\begin{align*}
    L^{(i+1)} &= L^{(i)} \\
    j &= j + 1 \\
    \text{if } D_a (P^{e(j)}, L^{e(j)}) - D_a (P^{e(j-1)}, L^{e(j-1)}) < \eta \lor j > J_{\text{max}} \text{ then} & \\
        \quad \text{break} & \\
    \end{align*}
\]

Algorithm: “\( \alpha \)-coupled” algorithm for minimizing \( D_a \)

- **Remark 5**: Implementing the ellipsoid method requires a \( K \)-dimensional search. Moreover, in the inner loop where \( L^{(i)} \in F \), we have \( \nabla^{(i)} = \nabla^{(i)}_{\alpha} \), which requires inversion of \( C_x + Q \). In the outer loop, inversion of \( C_x + Q \) is required to update \( \alpha_k^{(j)} \).
2.3.2 Migration from Continuous to Integer Solutions for Rates

We describe an approach for migrating from continuous solution $L^c$ to integer solution $L^d$. Let $\mathcal{X}$ be the index set of sensors with discretized quantization rates. Initially, $\mathcal{X}$ is an empty set. We consider two scenarios: (i) $\sum_{j \in \mathcal{X}} L^d_j + \sum_{j \notin \mathcal{X}} L^c_j < B_{\text{tot}}$ and (ii) $\sum_{j \in \mathcal{X}} L^d_j + \sum_{j \notin \mathcal{X}} L^c_j = B_{\text{tot}}$. When case (i) occurs, it means that minimizing $D_a$ has not been negatively impacted by a bandwidth shortage. Hence, we discretize the rate of sensor $j$ with the smallest $L^c_j$ because this sensor is more likely to be the weakest player in the network in the sense that it has the least contribution to $D_a$. We round $L^c_j$ “up” or “down”, depending on which one yields a smaller $D_a$, and consider the discretized $L^d_j$ as a fixed and final value. When case (ii) occurs, it is very likely that minimizing $D_a$ has been negatively impacted by a bandwidth shortage and that some sensors were imposed smaller rates compared with an unlimited $B_{\text{tot}}$ scenario. Note that in case (ii), rounding up the rate of any sensor would enforce decreasing the rates of some other sensors. Hence, we should discretize in a way such that the positive impact of rounding up a rate on $D_a$ would dominate the negative effect of decreasing the rates of some other sensors on $D_a$. Therefore, we discretize the rate of sensor $j$ with the largest $L^c_j$ because this sensor is more likely to be the strongest player in the sense that it has the greatest contribution to $D_a$. We round $L^c_j$ “up” and consider the discretized $L^d_j$ as a fixed and final value. After each discretization, we need to update $\mathcal{X}$ and the available bandwidth to $B_{\text{tot}} - \sum_{j \in \mathcal{X}} L^d_j$ and apply the “$a$-coupled” algorithm to reallocate $P_{\text{tot}}$ among all sensors and $B_{\text{tot}} - \sum_{j \in \mathcal{X}} L^d_j$ among those sensors with continuous valued rates. We continue this procedure until $\mathcal{X}$ includes all sensors. To see the algorithmic view of discretization process see the Appendix A.5.
2.3.3 Coupled Scheme for Minimizing $D_b$

Similar to Section 2.3.1, in this section, we consider two sub-problems, which we refer to as (SP3) and (SP4). They are similar to (2.17) and (2.18), with the difference that $D_a$ is replaced by $D_b$. Solutions to (SP3) and (SP4) follow.

- **Solving (SP3):** Considering Remark 2, we note that only $D_{uupb}^{1}$ in $D_b$ depends on $P_k$s. Hence, we replace the objective function in (SP3) with $D_{uupb}^{2}$. Because $D_{uupb}^{2}$ is a jointly convex function of $P_k$s (see Appendix A.2), we use the Lagrange multiplier method and solve the corresponding KKT conditions to find the solution. Additionally, $D_{uupb}^{2}$ is a decreasing function of $P_k$s and $P_{tot}$ (see Appendix A.2). Therefore, solving (SP3) for $P_k$s, we find that

$$P_k = \left[ \frac{L_k}{\gamma_k} \ln \left( \frac{\gamma_k \tau_k}{\mu^*} \right) \right]^+, \quad \forall k, \quad \text{where} \quad \sum_{k=1}^{K} P_k = P_{tot},$$

(2.27)

$$\ln \mu^* = \left( \sum_{k \notin J} \frac{L_k}{\gamma_k} \right)^{-1} \left[ -P_{tot} + \sum_{k \notin J} \frac{L_k}{\gamma_k} \ln \left( \frac{\gamma_k \tau_k}{\mu^*} \right) \right].$$

(2.28)

Set $J = \{ k : P_k = 0, k = 0, \ldots, K \}$ in (2.28) as the set of inactive sensors: sensors whose $L_k = 0$ or $\gamma_k \tau_k < \mu^*$. Note that for the asymptotic regime of large $P_{tot}$, we have the same power allocation policy as in (2.22).

- **Solving (SP4):** We apply the modified ellipsoid method that we used for (SP2) to solve (SP4). The feasible set $\mathcal{F}$ and the update steps are similar, with the following difference: the gradient of the objective function $\nabla_{oc}^{(i)}$ changes, and rather than $\frac{\partial D_{a}}{\partial L_k} \cdot \frac{\partial L_k}{\partial L_k}$, $\frac{\partial D_{uupb}^{1}}{\partial L_k}$ needs to be derived. However, $\frac{\partial D_{uupb}^{1}}{\partial L_k} = \frac{\partial D_{uupb}^{1}}{\partial L_k} + \frac{\partial D_{uupb}^{2}}{\partial L_k}$, where

$$\frac{\partial D_{uupb}^{1}}{\partial L_k} = \frac{- \left( \text{tr} \left( C_{x\theta}^T C_{x\theta} \right) \right)^2 \text{tr} \left( C_{x\theta}^T \frac{\partial Q}{\partial L_k} C_{x\theta} \right)}{\left( \text{tr} \left( C_{x\theta}^T (C_{x} + Q) C_{x\theta} \right) \right)^2},$$
\[
\frac{\partial D_{2}^{uub}}{\partial L_{k}} = \begin{cases}
\lambda \frac{\partial u_{k}}{\partial L_{k}}, & \text{if } k \notin \mathcal{A}, \\
\lambda \left[ \frac{\partial u_{k}}{\partial L_{k}} - \frac{2 \sigma_{\epsilon}^{2} \sum_{j=1}^{K} u_{j}}{\lambda_{\min}(C_{k}) + \sigma_{\epsilon}^{2}} \right], & \text{if } k \in \mathcal{A},
\end{cases}
\]

in which set \( \mathcal{A} = \{ k : k = \arg\min_{i} (\sigma_{\epsilon_{i}}^{2}) \} \), \( \lambda \) is defined in (2.15), and \( \frac{\partial Q}{\partial L_{k}}, \frac{\partial u_{k}}{\partial L_{k}} \) are given in Section 2.3.1. Having the solutions for (SP3) and (SP4), we can address the problem in (2.16) when \( D_{0} \) is replaced with \( D_{b} \) utilizing an iterative algorithm similar to the “a-coupled” algorithm outlined in Section 2.3.1, which we call the “b-coupled” algorithm, and a discretization approach similar to Section 2.3.2. In contrast to the “a-coupled” algorithm, the “b-coupled” algorithm does not require matrix inversion, although implementing the modified ellipsoid method still requires a \( K \)-dimensional search.

### 2.4 “Decoupled” Scheme For Resource Allocation

In Section 2.3, we proposed two iterative coupled schemes that minimize \( D_{a} \) and \( D_{b} \). In both schemes, we resorted to the iterative modified ellipsoid method to find \( L_{k} \)'s because finding a closed-form solution for \( L_{k} \)'s remained elusive. We recall the discussion at the beginning of Section 2.2, which indicates that \( D_{1} \) (and its bound \( D_{1}^{uub} \)) represent the MSE due to observation noises and quantization errors, whereas \( D_{2} \) (and its bounds \( D_{2}^{uub}, D_{2}^{uupb} \)) are the MSE due to communication channel errors. Leveraging on this decoupling of the contributions of observation noises and quantization errors from those of communication channel errors, we propose a “decoupled” scheme to minimize these decoupled contributions separately and to find the optimization parameters \( \{ L_{k}, P_{k} \}_{k=1}^{K} \) in closed-form expressions, thereby eliminating the computational burden of the modified ellipsoid method for conducting a \( K \)-dimensional search and finding the \( L^{c} \) vector. Similar to Section 2.3, we start with the “decoupled” scheme to solve the relaxed problem by allowing \( L_{k} \)'s to be positive numbers.
2.4.1 Decoupled Scheme for Minimizing $D_a$

The essence of the “decoupled” scheme is to solve the following two sub-problems in a sequential order:

**SP5**

\[
\begin{align*}
& \text{minimize } D_1(\{L_k\}_{k=1}^K) \\
& \text{s.t. } \sum_{k=1}^K L_k \leq B_{tot}, \quad L_k \in \mathbb{R}_+, \quad \forall k,
\end{align*}
\]  

(2.29)

**SP6**

\[
\begin{align*}
& \text{given } \{L_k\}_{k=1}^K, \quad \text{minimize } D_{upb}^2(\{P_k\}_{k=1}^K) \\
& \text{s.t. } \sum_{k=1}^K P_k \leq P_{tot}, \quad P_k \in \mathbb{R}_+, \quad \forall k.
\end{align*}
\]  

(2.30)

In contrast to Section 2.3, there is no iteration between (SP5) and (SP6). After solving (SP5) and (SP6), we take a similar approach to Section 2.3.2 to migrate from continuous to integer solutions for $L_k$s.

- **Solving (SP5):** We minimize $D_{upb}^1$ in (SP5) rather than $D_1$ because it yields a closed-form solution for $L_k$s given in (2.33). In Section 2.4.2, we discuss minimizing $D_a = D_1 + D_{upb}^2$ when we substitute (2.33) into $D_1$ and (2.20), (2.21), (2.33) into $D_{upb}^2$. Considering (2.13), we realize that minimizing $D_{upb}^1$ is equivalent to minimizing $\text{tr}(C_{x\theta}^T Q C_{x\theta}) = \sum_{k=1}^K \delta_k \sigma_{\epsilon_k}^2$, where $\delta_k$ which is the squared Euclidean norm of the $k$-th row of $C_{x\theta}$. Because $\sum_{k=1}^K \delta_k \sigma_{\epsilon_k}^2$ is a jointly convex function of $L_k$s (see Appendix A.3), we use the Lagrange multiplier method and solve the corresponding KKT conditions to find the solution. Additionally, $\sum_{k=1}^K \delta_k \sigma_{\epsilon_k}^2$ is a decreasing function of $L_k$s and $B_{tot}$ (see Appendix A.3). Therefore, solving (SP5) in (2.29) for $L_k$s and using the approximation $2^{L_k} - 1 \approx 2^{L_k}$, we obtain

\[
L_k = \left[ \log_2(\sqrt{\frac{2^2 \delta_k \ln 2}{3\nu^*}}) \right]^+, \quad \forall k \quad \text{where} \quad \sum_{k=1}^K L_k = B_{tot},
\]  

(2.31)
\[ \nu^* = \frac{2 \ln 2}{3} [4^{-B_{\text{tot}}} \prod_{k=1}^{K} \delta_k \tau_k^2]^{\frac{1}{K}}. \] (2.32)

By substituting (2.32) into (2.31), one can verify that

\[ L_k = \left[ \frac{B_{\text{tot}}}{K} + \log_2 \left( \sqrt{\frac{\delta_k \tau_k^2}{\prod_{i=1}^{K} \delta_i \tau_i^2}} \right) \right]^+, \quad \forall k. \] (2.33)

Examining (2.33), we note that the first term inside the bracket is common among all sensors, whereas the second term differs among sensors and depends on \( \delta_k, \tau_k \). For \( \tau_k = \tau, \ \forall k \), a sensor \( k \) with a larger \( \delta_k \) (i.e., better observation quality) is allocated a larger \( L_k \). Note that because \( D_{\text{upb}}^1 \) does not capture communication channel errors, \( L_k \) in (2.33) is independent of the sensor communication channel quality. This is different from the solution of (SP2) in (2.18), where \( L_k \)s depend on both sensor observation and communication channel qualities.

- **Solving (SP6):** Similar to (SP1) in (2.17), the objective function in (2.30) is a jointly convex function of \( P_k \)s and also decreases as \( P_k \)s and \( P_{\text{tot}} \) increase (see Appendix A.2). Indeed, solving (SP6) yields the same solution as that of (SP1), provided in (2.20) and (2.21).

### 2.4.2 Does Depleting \( B_{\text{tot}} \) always reduce \( D_a \)?

To answer this question, we consider the solution in (2.33) for the asymptotic regime of large \( B_{\text{tot}} \). For large \( B_{\text{tot}} \), we have \( L_k \approx \frac{B_{\text{tot}}}{K}, \forall k \), i.e., we should equally distribute \( B_{\text{tot}} \) among sensors. In situations where \( B_{\text{tot}} \) is large and the communication channel quality of sensor \( k \) is poor (i.e., small \( \gamma_k \) due to small channel gain \( |h_k| \) or small \( P_k \) due to low \( P_{\text{tot}} \)), the solution in (2.33) can lead to a large value for \( D_a \) because sending a large number of bits \( L_k \) over poor quality channels increases communication channel errors and thus \( D_{\text{upb}}^2 \).
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Figure 2.3: \(D_1, D_{upb}^2, D_a\) versus \(B_{tot}\) (measured in bits)

This observation suggests that we should perhaps first find \(B_{opt}\) (for \(B_{opt} < B_{tot}\), where \(B_{opt}\) depends on channel gains and \(P_{tot}\), and then distribute \(B_{opt}\) among sensors to control the growth of \(D_{upb}^2\) in \(D_a\). In fact, when we substitute (2.33) into \(D_1\) and (2.20), (2.21), (2.33) into \(D_{upb}^2\), we find that \(D_1\) is a decreasing function of \(B_{tot}\), whereas \(D_{upb}^2\) is an increasing function of \(B_{tot}\). As \(B_{tot} \to 0\), \(D_1\) approaches its maximum value \(\text{tr}(C_\theta)\), i.e., trace of covariance of unknowns, whereas \(D_{upb}^2\) goes to zero. However, as \(B_{tot} \to \infty\), \(D_1\) approaches its minimum value \(d_0 = \text{tr}(C_\theta) - \text{tr}(C_{x\theta}C_{x}^{-1}C_{x\theta})\), i.e., clairvoyant CE where unquantized sensor observations are available at the FC, whereas \(D_{upb}^2\) increases unboundedly (see Appendix A.4). This trade-off suggests that there should be a value \(B_{opt}\) that minimizes \(D_a\). Fig. 2.3 illustrates \(D_1, D_{upb}^2, D_a\) versus \(B_{tot}\) for two values \(P_1^{tot}, P_2^{tot}\), where \(P_2^{tot} \geq P_1^{tot}\). Fig. 2.3 shows that \(B_2^{opt} \geq B_1^{opt}\). This observation can be explained as follows. Note that \(D_1\) is independent of \(P_{tot}\), whereas \(D_{upb}^2\) decreases as \(P_{tot}\) increases (Appendix A.2 shows that \(\frac{\partial D_{upb}^2}{P_{tot}} \leq 0 \ \forall k\), and thus, \(\frac{\partial D_{upb}^2}{P_{tot}} \leq 0\)). Hence, as \(P_{tot}\) increases, we can transmit a larger number of bits, i.e., larger \(B_{opt}\), without incurring an increase in communication channel errors.

Motivated by these facts, we propose the “a-decoupled” algorithm. This algorithm starts by initi-
ating $B^{opt} = 1$ and increasing the value of $B^{opt}$ by one bit at each iteration, where the maximum number of iterations is $B_{tot}$. At iteration $i$, we find $L_k^{(i)}$s using (2.33) and $P_k^{(i)}$s using (2.20), (2.21), substitute these $L_k^{(i)}$, $P_k^{(i)}$s into $D_a$, and check whether the decrease in $D_a$ in two consecutive iterations is less than zero, i.e., $D_a(\{L_k^{(i)}, P_k^{(i)}\}_{k=1}^K) - D_a(\{L_k^{(i-1)}, P_k^{(i-1)}\}_{k=1}^K) < 0$. If this inequality holds for $i < B_{tot}$, we let $B^{opt} = i$ and find the solution for $L_k$s using (2.33) and $P_k$s using (2.20), (2.21), when $B_{tot}$ is substituted with $B^{opt}$. Otherwise, we let $B^{opt} = B_{tot}$ and find the solution for $L_k$s using (2.33) and $P_k$s using (2.20), (2.21) (see appendix A.6 for an algorithmic view). Finally, we take the approach in Section 2.3.2 to migrate from continuous to integer solutions for rates and find the corresponding powers.

Fig. 2.4 illustrates the behavior of the “$\alpha$-decoupled” algorithm and in particular how $B^{opt}$, $D_1$, $D_2^{upb}$, $D_a$ vary as $P_{tot}$ increases. Note that as $P_{tot}$ increases, $B^{opt}$ remains constant for certain (long) intervals and increases for some other (short) intervals of $P_{tot}$ values. The behavior of $B^{opt}$ versus $P_{tot}$ also dictates the behavior of $D_1$, $D_2^{upb}$, $D_a$. For the $P_{tot}$ intervals where $B^{opt}$ is fixed, $D_1$ is also fixed because it is independent of $P_{tot}$, whereas $D_2^{upb}$ and thus $D_a$ decrease as $P_{tot}$ increases. For
the $P_{tot}$ intervals where $B_{opt}$ increases, $D_1$ decreases and $D_{2upb}$ increases (Appendix A.4 shows that $\frac{\partial D_1}{\partial B_{tot}} \leq 0$ and $\frac{\partial D_{2upb}}{\partial B_{tot}} \geq 0$). Particularly, the multiple peaks for $D_{2upb}$ occur at the exact points where we have a one bit increase in $B_{opt}$. Consider the first peak in $D_{2upb}$. As $P_{tot}$ increases from 7 dB to 8 dB, one would correctly expect to observe that $D_{2upb}$ decreases. However, because $B_{opt}$ also increases from 2 bits to 3 bits and $\frac{\partial D_{2upb}}{\partial B_{tot}} \geq 0$, it appears that $D_{2upb}$ increases as $P_{tot}$ increases from 7 dB to 8 dB. A similar justification holds for the other peaks in $D_{2upb}$. Overall, as $P_{tot}$ increases, $D_a$ decreases because the decrease in $D_1$ when $B_{opt}$ increases dominates the increase in $D_{2upb}$. A remark follows regarding the modified “$a$-decoupled” algorithm.

**Remark 6:** The modified “$a$-decoupled” algorithm requires only a one-dimensional search to find $B_{opt}$ and thus $L_k$s (2.33), as opposed to the $K$-dimensional search required by the modified ellipsoid method in the “$a$-coupled” algorithm. Additionally, finding $B_{opt}$ at most requires $B_{tot}$ number of iterations, and no switching between solving (SP5) and (SP6) is needed.

### 2.4.3 Decoupled Scheme for Minimizing $D_b$

Note that the “$a$-decoupled” algorithm still requires inversion of matrix $C_x + Q$ to calculate $\alpha_k$ and find $P_k$ using (2.20), (2.21). To eliminate this matrix inversion, we propose minimizing $D_{2upb}$ rather than $D_{2upb}$. Because $D_{2upb}$ is a jointly convex function of $P_k$s (see Appendix A.2), substituting $L_k$s of (2.33) into $D_{2upb}$ and minimizing it with respect to $P_k$s, we reach the solution provided in (2.27), (2.28). Let the “$b$-decoupled” algorithm be the one that minimizes $D_{1upb}$ and $D_{2upb}$ separately in $D_b$. This algorithm is very similar to the “$a$-decoupled” algorithm described in Section 2.4.2, with the difference that when finding $B_{opt}$, at iteration $i$, we find $L_k^{(i)}$s using (2.33) and $P_k^{(i)}$s using (2.27), (2.28), substitute these $L_k^{(i)}$, $P_k^{(i)}$s into $D_b$, and check whether the decrease in $D_b$ in two consecutive iterations is less than zero. After finding $B_{opt}$, we find the solution for $L_k$s using (2.33) and $P_k$s using (2.27), (2.28). The behavior of the “$b$-decoupled” algorithm and in particular
how $B_{\text{opt}}, D_1^{\text{upb}}, D_2^{\text{upb}}, D_b$ vary as $P_{\text{tot}}$ increases is similar to the “$a$-decoupled” algorithm depicted in Fig. 2.4 and is omitted due to the redundancy.

2.5 Complexity Comparison of Algorithms

We discuss the computational complexity of the “$a$-coupled”, “$b$-coupled”, “$a$-decoupled”, and “$b$-decoupled” algorithms.

- “$a$-coupled” algorithm: in this algorithm, we switch between solving (SP1) and (SP2) until it reaches the stopping criteria. Suppose that the algorithm converges after $I_a$ iterations. In each iteration, we use (2.20) to solve (SP1) and the modified ellipsoid method to solve (SP2). When employing the matrix inversion algorithms in [145], the complexity of finding $P_k$s via (2.20) is $O(K^{2.37})$ because we need to calculate $\alpha_k$s and $G$, which involve calculating $(C_x + Q)^{-1}$. The complexity order of the ellipsoid method is $O(K^2)$ [143]. Thus, the overall complexity order of the “$a$-coupled” algorithm is $O(I_a(K^{2.37} + K^2))$. In our simulations, we find that $I_a \approx 6$ for $K = 20$.

- “$b$-coupled” algorithm: the computational complexity of this algorithm is very similar to that of the “$a$-coupled” algorithm because the algorithm iterates between solving (SP3) and (SP4) until it reaches the solution. Suppose that the algorithm converges after $I_b$ iterations. No matrix inversion is involved for solving (SP3), and the complexity of finding $P_k$s via (2.27) is $O(K)$ because the complexity order of finding $\ln \mu^*$ in (2.28) is $O(K)$. Hence, the overall complexity order of the “$b$-coupled” algorithm is $O(I_b(K^2 + K))$. For $K = 20$, we find $I_b \approx 6$.

- “$a$-decoupled” algorithm: the structures of the “decoupled” algorithms are different from those of the “coupled” algorithms. These algorithms include a one-dimensional search over $B_{\text{tot}}$ to find $B_{\text{opt}}$ (where $0 \leq B_{\text{opt}} \leq B_{\text{tot}}$). Starting with $B_{\text{opt}} = 1$ and increasing the value of $B_{\text{opt}}$ by one bit,
for each candidate of $B^{opt}$, we need (i) to find $P_k$s via (2.20), which has a complexity order of $O(K^{2.37})$, and (ii) to calculate $D_a$, which involves finding $(C_x + Q)^{-1}$ that is found in (i). Thus, the overall complexity order of the “$a$-decoupled” algorithm is $O(B^{opt}K^{2.37})$, and in the worst case, it is $O(B_{tot}K^{2.37})$.

- $b$-decoupled” algorithm: the computational complexity of this algorithm is very similar to that of the “$a$-decoupled” algorithm, with a difference. In this algorithm, for each candidate of $B^{opt}$, we calculate $D_b$ rather than $D_a$. We note that finding $D_b$ does not require a matrix inversion and that the complexity order of calculating $D_b$ is $O(K)$. Hence, the overall complexity order of the “$b$-decoupled” algorithm is $O(B^{opt}K)$.

2.6 Discussion on Observation Model

Adopting the linear observation model has several precedents in the distributed estimation literature [70, 72, 73, 76, 77, 83]. We note that, regardless of the specific observation model that the system designer may adopt, our proposed algorithms only need $C_x$ and $C_{\theta x}$ to find the resource allocations. As an example for nonlinear observation, consider $x_k = s_k + n_k, k = 1, ..., K$, where $s_k \sim N(0, \sigma_k^2)$ and $\theta = [\theta_1, ..., \theta_q]^T$ are jointly Gaussian. The covariance of $s_k$ and $\theta_i$ is $\text{Cov}(s_k, \theta_i) = \sigma_k \sigma_{\theta_i} \rho_{k,\theta_i}$ and $\text{Cov}(s_k, s_l) = \sigma_k \sigma_l \rho_{k,l}$. One can employ the well-known “spatial correlation model” in [146] [147] to define the correlation coefficients as $\rho_{k,\theta_i}^s = \exp\left(-\left(\frac{d_{k,\theta_i}}{\nu_1}\right)\nu_2\right)$ and $\rho_{k,l}^s = \exp\left(-\left(\frac{d_{k,l}}{\nu_1}\right)\nu_2\right)$, where $d_{k,\theta_i}$ is the distance between sensor $k$ and source $\theta_i$, $d_{k,l}$ is the distance between sensors $k$ and $l$, $\nu_1 > 0$ is a parameter that controls how the spatial correlation changes with the distance, and $0 < \nu_2 < 2$ is a roughness factor.
2.7 Numerical and Simulation Results

In this section, through simulations, we corroborate our analytical results. Additionally, we investigate the effects of observation noise correlation and size of the network on the upper bounds and simulated MSE and examine the tightness of the bounds. Without loss of generality and for the simplicity of the resource allocation presentation, we first consider a small network of $K = 3$, $C_{\theta} = [1 (\sqrt{2}/2); (\sqrt{2}/2) 2]$, $a_1 = [1 1]^T$, $a_2 = [0.6 0.6]^T$, $a_3 = [0.4 0.4]^T$, $\sigma^2_{w_k} = 1$, $h_k = 1$, uncorrelated observation noises with the covariance matrix $C_n = \text{diag}(1, 1, 1)$ for all algorithms. “CS” and “DS” in the legends of the figures indicate the continuous solutions and discrete solutions of the algorithms, respectively.
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(a) $B_{\text{tot}} = 30$ (bits)
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(b) $B_{\text{tot}} = 3$ (bits)

Figure 2.5: “$a$-coupled” algorithm $\{10 \log_{10}(P_k)\}_{k=1}^3$ vs. $P_{\text{tot}}$
Figs. 2.5 and 2.6 illustrate \( \{10 \log_{10}(P_k)\}_{k=1}^{3} \) and \( \{L_k\}_{k=1}^{K} \) vs. \( P_{tot} \), respectively, for the “\( a \)-coupled” algorithm and \( B_{tot} = 30, 3 \) bits. Figs. 2.5.a and 2.6.a for \( B_{tot} = 30 \) bits (abundant bandwidth) show that as \( P_{tot} \) increases, both the power and rate allocation approach a uniform allocation. This is in agreement with (2.22). When \( P_{tot} \) is small, only sensor 1 is active. As \( P_{tot} \) increases, sensors 2 and 3 become active in sequential order. Figs. 2.5.b and 2.6.b for \( B_{tot} = 3 \) bits (scarce bandwidth) show that only sensor 1 is active and \( P_1 = P_{tot} \). Overall, these observations imply that the power and rate allocation depends on both \( P_{tot} \) and \( B_{tot} \), e.g., when we have plentiful \( P_{tot} \) and scarce \( B_{tot} \), only the sensor with the largest observation gain is active. Moreover, the uniform power and rate allocation is near optimal when we have ample \( P_{tot} \) and \( B_{tot} \).

Figs. 2.7 and 2.8 depict \( \{10 \log_{10}(P_k)\}_{k=1}^{3} \) and \( \{L_k\}_{k=1}^{K} \) vs. \( P_{tot} \), respectively, for the “\( a \)-decoupled” algorithm and \( B_{tot} = 30, 3 \) bits. Similar to the “\( a \)-coupled” algorithm, we observe that when both \( P_{tot} \) and \( B_{tot} \) are abundant, the uniform power and rate allocation is near optimal. This result is in agreement with (2.22) and (2.33).
However, when $B_{tot}$ is scarce, the power and rate allocation is far from being uniform. In fact, when $P_{tot}$ is ample, (2.22) indicates that $P_k$ is proportional to $L_k$. Additionally, when $B_{tot}$ is scarce, (2.33) states that $L_k$s and consequently $P_k$s are not uniformly distributed. These results indicate that the power and rate allocation is affected by the sensors’ observation qualities and channel gains, as well as both $P_{tot}$ and $B_{tot}$. There are two slight differences between the “a-coupled” and “a-decoupled” algorithms: (i) for $B_{tot} = 30$ bits (ample bandwidth), sensors 2 and 3 become active at smaller $P_{tot}$ values in the “a-decoupled” algorithm, and (ii) for $B_{tot} = 3$ bits (scarce bandwidth), the “a-decoupled” algorithm ultimately activates all sensors as $P_{tot}$ increases, whereas the “a-coupled” algorithm only activates sensor 1. Note that for scarce bandwidth, even when $P_{tot}$ is very large, the power and rate allocation in “a-decoupled” algorithm is non-uniform.

Figure 2.7: “a-decoupled” algorithm $\{10 \log_{10}(P_k)\}_{k=1}^{3}$ vs. $P_{tot}$
Figs. 2.9 and 2.10 depict \( \{10 \log_{10}(P_k)\}_{k=1}^{3} \) and \( \{L_k\}_{k=1}^{K} \) vs. \( B_{tot} \), respectively, for the “a-coupled” algorithm and \( P_{tot} = 16, 30 \) dB. The observations in these figures are in full agreement with the former ones. In particular, for \( P_{tot} = 30 \) dB (large power), when \( B_{tot} \) is small, only sensor 1 is active. As \( B_{tot} \) increases, sensors 2 and 3 also become active in a way such that the power and rate allocation approaches uniformity for large \( B_{tot} \). However, for \( P_{tot} = 16 \) dB, only sensor 1 is active and \( P_1 = P_{tot} \).

Figs. 2.11 and 2.12 illustrate \( \{10 \log_{10}(P_k)\}_{k=1}^{3} \) and \( \{L_k\}_{k=1}^{K} \) vs. \( B_{tot} \), respectively, for the “a-decoupled” algorithm and \( P_{tot} = 16, 30 \) dB. While the behaviors of the “a-coupled” and “a-decoupled” algorithms have similarities, they have the following differences: (i) for \( P_{tot} = 30 \) dB, sensors 2 and 3 become active at a smaller \( B_{tot} \) value in the “a-decoupled” algorithm, and (ii) for \( P_{tot} = 16 \) dB, the “a-decoupled” algorithm ultimately activates all sensors as \( B_{tot} \) increases, whereas the “a-coupled” algorithm only activates sensor 1.
Note that for $P_{tot} = 16$ dB, even when $B_{tot}$ is very large, the power and rate allocation in the "a-decoupled" algorithm is non-uniform. This is because $B^{opt} < B_{tot}$ in this case, and according to (2.33), (2.20), (2.21), the power and rate allocation would be non-uniform.
Figure 2.11: “α-decoupled” algorithm \(\{10 \log_{10}(P_k)\}_{k=1}^3\) vs. \(B_{tot}\)

Figure 2.12: “α-decoupled” algorithm \(\{L_k\}_{k=1}^K\) vs. \(B_{tot}\)
In Fig. 2.13, we plot $D_a$ when implementing the “a-coupled” and “a-decoupled” algorithms and $D_b$ when implementing the “b-coupled” and “b-decoupled” algorithms vs. $P_{tot}$ for $B_{tot} = 30$, 3 bits. We observe that the “a-coupled” and “b-decoupled” algorithms perform the best and the worst, respectively. Furthermore, the algorithms outperform uniform resource allocation (except for the “b-decoupled” algorithm when $B_{tot} = 3$ bits and $13 < P_{tot} < 18$ dB). For small $P_{tot}$, the performance of each algorithm does not change as we decrease $B_{tot} = 30$ bits to $B_{tot} = 3$ bits. This observation can be explained as follows. For small $P_{tot}$, the communication channels cannot support reliable transmission of a large number of bits. Hence, the algorithms allocate few bits to sensors, and increasing $B_{tot}$ does not improve the performance. Another observation is that for $B_{tot} = 30$ bits (plentiful bandwidth) and large $P_{tot}$, the performance of all algorithms reaches the clairvoyant benchmark $d_0$, whereas for $B_{tot} = 3$ bits (scarce bandwidth) and large $P_{tot}$, there is a persistent gap with $d_0$ for each algorithm due to quantization errors, and the “a-coupled” and “b-decoupled” algorithms perform the best and the worst, respectively.
Fig. 2.14: Simulated MSE vs. $P_{tot}$ for all algorithms

Fig. 2.14 depicts the Monte Carlo simulated MSE when the “a-coupled”, “b-coupled”, “a-decoupled” and “b-decoupled” algorithms are implemented for power and rate allocation vs. $P_{tot}$ for $B_{tot} = 30, 3$ bits. Similar observations to those of Fig. 2.13 are made, with a few differences: (i) the “b-coupled” algorithm outperforms the “a-decoupled” algorithm in very low $P_{tot}$, and (ii) the simulated MSE obtained by the “b-coupled”, “a-decoupled”, and “b-decoupled” algorithms approaches the same value for $B_{tot} = 3$ bits and large $P_{tot}$. The reason is perhaps that the discretized quantization rates are the same for these algorithms, and according to (2.22), for large $P_{tot}$, the $P_k$s of these algorithms become identical.

Fig. 2.15 depicts $D_a$ when implementing the “a-coupled” and “a-decoupled” algorithms and $D_b$ when implementing the “b-coupled” and “b-decoupled” algorithms vs. $B_{tot}$ for $P_{tot} = 30, 16$ dB. The bowl-shaped curves for uniform resource allocation are caused by the same phenomena that we explained in Fig. 2.3. Avoiding this effect is the reason why we find $B_{opt} \leq B_{tot}$ in the “a-decoupled” and “b-decoupled” algorithms.
Fig. 2.15: \( D_a \) and \( D_b \) vs. \( B_{tot} \) for all algorithms

Fig. 2.16 depicts the simulated MSE when the “a-coupled”, “b-coupled”, “a-decoupled” and “b-decoupled” algorithms are implemented for power and rate allocation vs. \( B_{tot} \) for \( P_{tot} = 30, 16 \) dB. We make similar observations and conclusions to those that we made for Fig. 2.14. For \( P_{tot} = 30 \) dB and large \( B_{tot} \), the performance of all algorithms reaches the clairvoyant benchmark \( d_0 \). However, for \( P_{tot} = 16 \) dB and large \( B_{tot} \), there is a persistent gap with \( d_0 \) for each algorithm due to communication channel errors. When comparing Figs. 2.15 and 2.16, we note that the behavior of the bounds \( D_a \) and \( D_b \) vs. \( B_{tot} \) is very similar to that of the simulated MSE.

**Effect of observation noise correlation:** To investigate the effect of observation noise correlation on the resource allocation and the MSE upper bounds, we provide a numerical example with \( C_n = [1 .5 \ .3; \ .5 1 0.2; \ .3 0.2 1] \). Fig. 2.17 presents \( \{10 \log_{10}(P_k)\}_{k=1}^3 \) vs. \( P_{tot} \) for the “a-coupled” algorithm and \( B_{tot} = 30 \) bits for both uncorrelated and correlated observation noises.
Figure 2.16: Simulated MSE vs. $B_{tot}$ for all algorithms

(a) $P_{tot} = 30$ (dB)

(b) $P_{tot} = 16$ (dB)

Figure 2.17: “$a$-coupled” algorithm $\left\{10 \log_{10}(P_k)\right\}_{k=1}^{3}$ vs. $P_{tot}$, $B_{tot} = 30$ bits, $K = 3$
In Fig. 2.18, we plot $D_a$ when implementing the “$a$-coupled” and “$a$-decoupled” algorithms vs. $P_{tot}$ for $B_{tot} = 30$ bits for both uncorrelated and correlated observation noises. For correlated noises, we observe that more resources are allocated to sensor 1 and that less resources are allotted to sensors 2 and 3 compared with those of uncorrelated noises. This result is intuitively expected because the observation noise of sensor 1 is highly correlated to those of sensors 2 and 3, implying that observation $x_1$ is highly correlated to $x_2$ and $x_3$. Combined with the fact that sensor 1 has the largest observation gain, we conclude that because we have more information about $x_1$ (more resources are allocated to sensor 1), we need less information about $x_2, x_3$ (less resources are allocated to sensors 2 and 3) in this example. Consistent with the classical literature [4] (correlation leads to a higher MSE), we observe that the upper bounds have larger values for correlated observation noises. When $P_{tot}$ is small, because only the sensor with the largest observation gain is active, correlation between observation noises does not affect the values of the upper bounds.

**Effect of network size and spatially correlated noises:** We consider $K = 20$ sensors randomly deployed in a $20 \times 20$ field. Assuming a Cartesian coordinate system with the origin at the center of the field, two unknown sources are deployed at coordinates $(-5, 0)$ and $(5, 0)$. We adopt the observation model in Section 2.6 with $\nu_1 = 10, \nu_2 = 1$ and $\sigma_{s_k} = 1, \forall k$. We also assume correlated observation and communication channel noises based on the same spatial model, i.e., $\text{Cov}(n_i, n_j) = \sigma_n \sigma_{n_j} \exp\left(-\frac{d_{i,j}}{\beta_1}\right)$ and $\text{Cov}(w_i, w_j) = \sigma_{w_i} \sigma_{w_j} \exp\left(-\frac{d_{i,j}}{\zeta_1}\right)$, with $\beta_1 = 1, \beta_2 = 1, \zeta_1 = 0.1$, and $\zeta_2 = 1$.

![Figure 2.18: $D_a$ vs. $P_{tot}$ for “$a$-coupled” and “$a$-decoupled” algorithms, $B_{tot} = 30$ bits, $K = 3$](image-url)
Fig. 2.19: $D_a$ and $D_b$ vs. $P_{tot}$ for all algorithms for $K = 20$

Fig. 2.19 depicts the results that are analogous to those of Fig. 2.13 for $B_{tot} = 120, 10$ bits. We can infer similar conclusions as for Fig. 2.13, except for two differences: (i) for $B_{tot} = 30$ bits (large bandwidth) and large $P_{tot}$, all upper bounds converge to $d_0 = \text{tr}(C_\theta) - \text{tr}(C_x^T C_x^{-1} C_\theta)$ when $K = 3$, whereas for $B_{tot} = 120$ bits (large bandwidth) and large $P_{tot}$, $D_b$ of the “$b$-coupled” and “$b$-decoupled” algorithms converge to $d'_0 = \text{tr}(C_\theta) - \left(\frac{\text{tr}(C_x^T C_\theta C_x)}{\text{tr}(C_x^T C_\theta C_x C_x^T C_\theta)}\right)^2$, $d'_0 > d_0$ when $K = 20$. This is due to the larger difference between $D_1$ and $D_{upb}^1$ in $K = 20$ compared with that of $K = 3$. As $B_{tot} \to \infty$, we find that $D_1 \to d_0$ and $D_{upb}^1 \to d'_0$ and that the difference $d'_0 - d_0$ increases as $K$ increases. (ii) The gap between $D_b$ of the “$b$-coupled” and “$b$-decoupled” algorithms and $D_a$ of the “$a$-coupled” and “$a$-decoupled” algorithms are larger when $K = 20$. This observation can be justified as follows. Compared with $D_a$, $D_b$ captures less statistical information about the observation model of the network. While $\tilde{\lambda}$ in $D_{upb}^2 = \tilde{\lambda} \sum_{k=1}^K u_k$ summarizes some of the statistical information embedded in $G = C_{x\theta}^T (C_x + Q)^{-1}$, $D_{upb}^2$ holds all the information embedded in $G$. 
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Figure 2.20: Simulated MSE vs. $P_{tot}$ for all algorithms for $K = 20$

Furthermore, we minimize $D_{upb}^1$ in the “$b$-decoupled” algorithm (while we minimize $D_1$ in the “$a$-decoupled” algorithm), which leads to a further loss of statistical information embedded in $C_x$. As $K$ increases, this statistical information loss becomes more significant, and thus, the gap between $D_b$ and $D_a$ increases.

Fig. 2.20 plots results that are analogous to those of Fig. 2.14 for $K = 20$. Similar comments can be made as those for Fig. 2.14. Note that in contrast to Fig. 2.19, the simulated MSE of all four algorithms in Fig.2.20 converge to $d_0$ for $B_{tot} = 30$ bits (large bandwidth) and large $P_{tot}$ (recall that $d_0$ is also the MSE benchmark corresponding to estimating $\theta$ using unquantized observations $x_{k:8}$). Figs. 2.14 and 2.20 show the simulated MSE for all the proposed algorithms for $K = 3$ and $K = 20$, respectively. As expected, the “$a$-coupled” and “$a$-decoupled” algorithms outperform the “$b$-coupled” and “$b$-decoupled” algorithms.
Furthermore, comparing Figs. 2.14 and 2.20, we observe that as $K$ increases, the performance gap between these algorithms becomes larger.

**Discussion on the tightness of the bounds:** To highlight the tightness of the upper bounds and the implication over the true network performance when the proposed allocation schemes are utilized, we consider the same network of $K = 20$ with the specified spatial correlated noises. Figs. 2.21
and 2.22 depict the simulated MSE and $D_a$ when the “$a$-coupled” and “$a$-decoupled” algorithms are applied for resource allocation for $K = 3$ and $K = 20$, respectively. We observe that when active sensors can quantize with rates $L_k > 1$ bit (i.e., when bandwidth is not scarce and $P_{tot}$ is large enough), $D_a$ is very tight. However, when bandwidth is scarce or $P_{tot}$ is small, such that active sensors cannot quantize at rates larger than one, $D_a$ is not very tight.

Regarding $D_b$, Figs. 2.23 and 2.24 depict the simulated MSE and $D_b$ when the “$b$-coupled” and “$b$-decoupled” algorithms are applied for resource allocation for $K = 3$ and $K = 20$, respectively. We observe that for $K = 3$, when active sensors can quantize with rates $L_k > 1$ bit (i.e., $B_{tot} = 30$ bits and $P_{tot} \geq 20$ dB), the bound $D_b$ is very tight. However, for $K = 20$, even when active sensors can quantize with rates $L_k > 1$ bit, $D_b$ is not as tight as $D_a$ (compare Figs. 2.22 and 2.24). This observation is due to the fact that, compared with $D_a$, $D_b$ captures less statistical information about the observation model of the network. As $K$ increases, this statistical information loss becomes more significant, and thus, $D_b$ becomes less tight, compared with $D_a$ for $K = 20$.

![Figure 2.23: Simulated MSE and $D_b$ vs. $P_{tot}$ for the “$b$-coupled” and “$b$-decoupled” algorithms for $K = 3$](image-url)
2.8 Conclusions

We considered the DES of a Gaussian vector with a known covariance matrix and linear observation model, in which the FC is tasked with reconstruction of the unknowns using a linear estimator. Sensors employ uniform multi-bit quantizers and BPSK modulation, and they communicate with the FC over power- and bandwidth-constrained channels. We derived two closed-form upper bounds on the MSE in terms of the optimization parameters (i.e., transmit power and quantization rate per sensor). Each bound consists of two terms: the first term is the MSE due to observation noises and quantization errors, and the second term is the MSE due to communication channel errors. We proposed “coupled” and “decoupled” resource allocation schemes that minimize these bounds. The “coupled” schemes utilize the iterative modified ellipsoid method to conduct a $K$-dimensional search and find the quantization rate vector, whereas the “decoupled” ones rely on a one-dimensional search to find the quantization rates. Our simulations show that when $P_{\text{tot}}$ and $B_{\text{tot}}$ are not too scarce, the bounds are good approximations of the actual MSE. Through simulations, we verified the effectiveness of the proposed schemes and confirmed that their performance approaches the clairvoyant CE for large $P_{\text{tot}}$ and $B_{\text{tot}}$ ($P_{\text{tot}} \approx 25$ dB, $B_{\text{tot}} \approx 30$ bits). Our results
indicate that resource allocation is affected by the sensors’ observation qualities, channel gains, and by $P_{tot}$ and $B_{tot}$, e.g., two WSNs with identical conditions and $P_{tot}$ ($B_{tot}$) and different $B_{tot}$ ($P_{tot}$) require two different power (rate) allocations. Additionally, a greater number of bits and more transmit power are allotted to sensors with better observation qualities.
CHAPTER 3: CLOSED FORM APPROXIMATION FOR CRAMÉR RAO LOWER BOUND FOR DISTRIBUTED ESTIMATION WITH QUANTIZED OBSERVATIONS

In this chapter we derive the corresponding BCRLB for DES of an unknown Gaussian random variable with known mean and variance, where observation model is linear with Gaussian additive noise. The sensors have limited dynamic sensing range and individual observations are separately quantized in sensors via uniform quantizers. In sequel we provide an accurate closed-form approximation for BCRLB expression which provides us with better understanding of its behavior. Afterwards through simulation examples we study the behavior of BCRLB with respect to dynamic sensing range of sensors, variance of additive noise and quantization rates. The simulations corroborate accuracy of proposed approximations.

3.1 System Model and Problem Statement

We consider a WSN of $K$ spatially distributed sensors and a FC, where the network is tasked with estimating a realization of a zero mean Gaussian source $\theta$, with known variance $\sigma_\theta^2$, i.e., $\theta \sim \mathcal{N}(0, \sigma_\theta^2)$. Each sensor makes a noisy observation of $\theta$. In particular, we model the observation $x_k$ at sensor $k$ as:

$$x_k = \theta + n_k, \quad \text{for } k = 1, \ldots, K,$$

(3.1)

where $n_k$’s are additive noises that are uncorrelated with each other and $\theta$. We assume $n_k \sim \mathcal{N}(0, \sigma_{n_k}^2)$. Each sensor transmits its quantized observation over an error-free communication channel to the FC, where collective received data are fused to estimate $\theta$. Error-free communication channel model has been adopted before in [33, 37, 81, 121, 148] in the context of DES.
Suppose sensor \( k \) has a sensing dynamic range of \([-\tau_k, \tau_k]\) and employs a uniform quantizer with \( M_k \) levels and boundaries \( \{\zeta_{k,1}, \ldots, \zeta_{k,M_k+1}\} \), where \( \zeta_{k,(M_k/2)+1} = 0 \), \( \zeta_{k,i+1} - \zeta_{k,i} = \Delta_k \) for \( i \in \{1, \ldots, M_k\} \) (and \( \Delta_k \) is the quantizer step size for sensor \( k \)). Sensor \( k \) maps its observation \( x_k \) into a quantization level \( m_k \in \{m_{k,1}, \ldots, m_{k,M_k}\} \) such that if \( x_k \) lies in the interval \([\zeta_{k,i}, \zeta_{k,i+1}]\) then \( x_k \) is mapped into \( m_{k,i} \) where \( m_{k,i} = \frac{\zeta_{k,i} + \zeta_{k,i+1}}{2} \). Next, sensor \( k \) maps \( m_k \) into a binary sequence of length \( r_k = \log_2 M_k \) (bits) and transmits this sequence to the FC. We refer to \( r_k \) as quantization rate of sensor \( k \).

Let \( \mathbf{m} = [m_1, \ldots, m_K]^T \) denote the vector of quantized observations of all sensors. One can verify that the log-likelihood function of quantized observations satisfies the regularity condition, i.e.,

\[
\mathbb{E} \left\{ \frac{\partial}{\partial \theta} \ln p(\mathbf{m}, \theta) \right\} = 0.
\]

Let \( F \) denote the Fisher information based on \( \mathbf{m} \). Recall the MSE of any Bayesian estimator of \( \theta \) based on \( \mathbf{m} \) is at least as large as the BCRLB based on \( \mathbf{m} \), i.e., the inverse of \( F \), where \( F \) is:

\[
F = -\mathbb{E} \left\{ \frac{\partial^2 \ln p(\mathbf{m}, \theta)}{\partial \theta^2} \right\} = -\mathbb{E} \left\{ \frac{\partial^2 \ln p(\mathbf{m}|\theta)}{\partial \theta^2} \right\} - \mathbb{E} \left\{ \frac{\partial^2 \ln p(\theta)}{\partial \theta^2} \right\}.
\] (3.2)

Our goal is to derive the BCRLB for any Bayesian estimator of random variable \( \theta \), based on quantized observations. In sequel we employ some approximations which leads us to insightful closed-form expressions for the BCRLB that enable us to find a better understanding of the bound behavior w.r.t. the variations of noise variances and quantization rates.

### 3.2 Bayesian Cramér Rao Lower Bound

We start with finding the second term in (3.2). For \( \theta \sim \mathcal{N}(0, \sigma_\theta^2) \) it is easy to verify that the second term \( \mathbb{E} \left\{ \frac{\partial^2 \ln p(\theta)}{\partial \theta^2} \right\} = \frac{1}{\sigma_\theta^2} \). Next we characterize the first term in (3.2). Since \( n_k \)'s are all uncorrelated Gaussian and hence independent \( m_k \)'s conditioned on \( \theta \) are independent and
\[ \ln p(m|\theta) = \sum_{k=1}^{K} \ln p(m_k|\theta). \]

This allows us to write the first and second derivatives of the log-likelihood function as the following:

\[
\frac{\partial \ln p(m|\theta)}{\partial \theta} = \sum_{k=1}^{K} \frac{1}{p(m_k|\theta)} \frac{\partial p(m_k|\theta)}{\partial \theta} \quad (3.3)
\]

\[
\frac{\partial^2 \ln p(m|\theta)}{\partial^2 \theta} = \sum_{k=1}^{K} \frac{1}{p(m_k|\theta)} \frac{\partial^2 p(m_k|\theta)}{\partial^2 \theta} - \frac{1}{p^2(m_k|\theta)} \left( \frac{\partial p(m_k|\theta)}{\partial \theta} \right)^2. \quad (3.4)
\]

From (3.4) we find that the first term in (3.2) is equal to \(-\mathbb{E}\{F_a\} + \mathbb{E}\{F_b\}\). Next we find \(\mathbb{E}\{F_a\}\) and \(\mathbb{E}\{F_b\}\). Let \(S_{k,i}(\theta) \triangleq p(m_k = m_{k,i}|\theta) = \Pr\{\zeta_{k,i} \leq \theta + n_k \leq \zeta_{k,i+1}|\theta\}\) and \(H_{k,i}(\theta) \triangleq \frac{\partial S_{k,i}(\theta)}{\partial \theta}\).

We have \(\mathbb{E}\{F_a\} = 0\) since:

\[
\mathbb{E}\{F_a\} = \sum_{k=1}^{K} \mathbb{E}\left\{ \frac{1}{p(m_k|\theta)} \frac{\partial^2 p(m_k|\theta)}{\partial^2 \theta} \right\} = \sum_{k=1}^{K} \int p(\theta) \sum_{i=1}^{M_k} \frac{S_{k,i}(\theta)}{p(m_k = m_{k,i}|\theta)} \frac{\partial^2 p(m_k = m_{k,i}|\theta)}{\partial^2 \theta} d\theta = \sum_{k=1}^{K} \int p(\theta) \left( \sum_{i=1}^{M_k} S_{k,i}(\theta) \right) \frac{\partial^2 \left( \sum_{i=1}^{M_k} S_{k,i}(\theta) \right)}{\partial^2 \theta} d\theta = 0
\]
For $\mathbb{E}\{F_b\}$ we have:

$$
\mathbb{E}\{F_b\} = \sum_{k=1}^{K} \mathbb{E}\left\{ \frac{1}{p^2(m_k|\theta)} \left( \frac{\partial p(m_k|\theta)}{\partial \theta} \right)^2 \right\} = (3.5)
$$

$$
\sum_{k=1}^{K} \int p(\theta) \sum_{i=1}^{M_k} \frac{(H_{k,i}(\theta))^2}{S_{k,i}(\theta)} d\theta
$$

To obtain $\mathbb{E}\{F_b\}$ in (3.5) we need to characterize $S_{k,i}(\theta)$ and $H_{k,i}(\theta)$. One can show that:

$$
S_{k,i}(\theta) = \Phi\left( \frac{\zeta_{k,i+1} - \theta}{\sigma_{n_k}} \right) - \Phi\left( \frac{\zeta_{k,i} - \theta}{\sigma_{n_k}} \right)
$$

(3.6)

$$
H_{k,i}(\theta) = \frac{1}{\sigma_{n_k}} \left[ \phi\left( \frac{\zeta_{k,i} - \theta}{\sigma_{n_k}} \right) - \phi\left( \frac{\zeta_{k,i+1} - \theta}{\sigma_{n_k}} \right) \right]
$$

(3.7)

where $\Phi(.)$ is the standard normal Cumulative Distribution Function (CDF) and $\phi(.)$ is the standard normal PDF. Combining all above we obtain $F$ in (3.2) as:

$$
F = \sum_{k=1}^{K} \sum_{i=1}^{M_k} \mathbb{E}\left\{ \frac{H_{k,i}^2(\theta)}{S_{k,i}(\theta)} \right\} + \frac{1}{\sigma^2}\theta
$$

(3.8)

where the expressions for $S_{k,i}(\theta)$ and $H_{k,i}(\theta)$ are given in (3.6) and (3.7), and $S_{k,i}(\theta) > 0$, $\forall \theta$. Note that the integral corresponding to the expectation in (3.8) does not render to a closed-form. In the following, we provide two approximations for this expectation, that lead into two closed-form expressions of $F$, corresponding to binary (coarse) quantizers and high rate (fine) quantizers at sensors. Our simulations verify that these two approximate closed-forms are very close to actual $F$ values.
\[ F \approx \sum_{k=1}^{K} \sum_{i=1}^{M_k} \left( \left( \zeta_{k,i+1} - \zeta_{k,i} \right) \left( \sigma_\theta^4 + \sigma_{n_k}^2 \sigma_\theta^2 + \sigma_{n_k}^2 \zeta_{k,i}^2 \right) \frac{\phi \left( \frac{-\zeta_{k,i}}{\sigma_{n_k}} \right)}{\sqrt{\sigma_\theta^2 + \sigma_{n_k}^2}} \right) + \frac{1}{\sigma_\theta^2} \]  \hspace{1cm} (3.9)

### 3.2.1 BCRLB closed-form approximation

Suppose sensors employ binary quantizers with \( r_k = 1 \), i.e., sensor \( k \) transmits the sign of its observations to the FC, \( m_k = \text{sign}(x_k) \) where \( m_k = 1 \) for \( x_k \geq 0 \) and \( m_k = -1 \) otherwise. Therefore, the quantizer boundaries are \( \zeta_{k,1} = -\infty, \zeta_{k,2} = 0, \zeta_{k,3} = +\infty \). One can verify the following for binary quantizers:

\[
\frac{H_{k,i}^2(\theta)}{S_{k,i}(\theta)} = \frac{\phi^2 \left( \frac{\theta}{\sigma_{n_k}} \right)}{\sigma_{n_k}^2 \Phi \left( \frac{\theta}{\sigma_{n_k}} \right) \Phi \left( \frac{-\theta}{\sigma_{n_k}} \right)} .
\]  \hspace{1cm} (3.10)

Using the Chernoff bound for CDF as an approximation \[149\], we can approximate the denominator in (3.10) as \( \Phi \left( \frac{\theta}{\sigma_{n_k}} \right) \Phi \left( \frac{-\theta}{\sigma_{n_k}} \right) \approx 0.25 e^{-\frac{\theta^2}{2\sigma_{n_k}^2}} \). Substituting this approximation in (3.10) and doing some integral math we obtain:

\[
\mathbb{E} \left\{ \frac{H_{k,i}^2(\theta)}{S_{k,i}(\theta)} \right\} \approx \frac{2}{\pi \sigma_{n_k} \sqrt{\sigma_{n_k}^2 + \sigma_{n_k}^2}} \]  \hspace{1cm} (3.11)

For large quantization rates \( r_k \)'s (small step sizes \( \Delta_k \)'s given \( \tau_k \)'s) we can use second order Taylor approximation for \( S_{k,i}(\theta) \) and \( H_{k,i}(\theta) \):

\[
S_{k,i}(\theta) \approx \left( \frac{\zeta_{k,i+1} - \zeta_{k,i}}{\sigma_{n_k}} \right) \phi \left( \frac{\zeta_{k,i} - \theta}{\sigma_{n_k}} \right)
\]
\[ H_{k,i}(\theta) \approx \frac{(\zeta_{k,i+1} - \zeta_{k,i})(\zeta_{k,i} - \theta)}{\sigma_{n_k}^3} \phi\left(\frac{\zeta_{k,i} - \theta}{\sigma_{n_k}}\right) \]

substituting the above approximations in (3.8) and taking some tedious integral calculus steps we obtain the closed-form expression for the $F$ in (3.9).

**Remark 1:** Consider (3.9) when $r_k \to \infty$, in this case the internal sum can be interpreted as a Riemann Sum which must converge to following integral\(^1\):

\[
\gamma = \int_{-\tau_k}^{\tau_k} \left[ \frac{\sigma_\theta^2}{\sigma_{n_k}^2 (\sigma_\theta^2 + \sigma_{n_k}^2)^{3/2}} + \sigma_{n_k}^2 \alpha^2 \right] \phi\left(\frac{\alpha}{\sqrt{\sigma_\theta^2 + \sigma_{n_k}^2}}\right) d\alpha = \\
\frac{2\Phi\left(\frac{\tau_k}{\sqrt{\sigma_\theta^2 + \sigma_{n_k}^2}}\right) - 1}{\sigma_{n_k}^2} - \frac{2\tau_k \phi\left(\frac{\tau_k}{\sqrt{\sigma_\theta^2 + \sigma_{n_k}^2}}\right)}{(\sigma_\theta^2 + \sigma_{n_k}^2)^{3/2}}. \tag{3.12}
\]

If we relax the simplifying assumption of $x_k \in [-\tau_k, \tau_k]$ and let $\tau_k \to +\infty$, it is easy to verify that $\gamma$ in (3.12) goes to $\frac{1}{\sigma_{n_k}^2}$ and renders the sum in (3.9) into the Fisher information corresponding to centralized estimation of $\theta$, where the FC has access to (unquantized) full precision observations $x_k$’s, i.e., $F_{cv} = \sum_{k=1}^{K} \frac{1}{\sigma_k^2} + \frac{1}{\sigma_\theta}$ \([129]\). The expression in right side of equation (3.12) can also be interpreted as Fisher information associated to sensor $k$ where the sensor’s sensing dynamic range is confined to $[-\tau_k, \tau_k]$ and the observation $x_k$ that lies within this range is available at the FC with full precision (no quantization).

\(^1\)The function $f(x) = (a + bx^2)\phi(cx)$ for $a, b \neq \pm \infty$ and $c > 0$ is a Riemann-Integrable function.
3.3 Simulation Results

In this section, with simulated examples, we demonstrate the behavior of $F$ and its inverse the BCRLB with respect to different system parameters and also illustrate the accuracy of the two proposed approximations of $F$. Without loss of generality we consider a homogeneous network where the variances of observation noises and quantization rates are equal, i.e., $\sigma_{n_k}^2 = \sigma_n^2$, $r_k = r$, $\forall k$. We let $K = 20$ and $\sigma_\theta^2 = 1$.

Fig. 3.1 depicts $F$, associated with expression in (3.12) shown as $F^{cv}(\tau)$ in the figure versus the ratio $\lambda = \tau / \sqrt{\sigma_\theta^2 + \sigma_n^2}$, where sensors have a limited sensing dynamic range $^2$ of $[-\tau, \tau]$ and no quantization is performed. We observe for $\tau > 3.5\sqrt{\sigma_\theta^2 + \sigma_n^2}$ ($\lambda > 3.5$), $F^{cv}(\tau)$ converges to clairvoyant benchmark $F^{cv}$ for various values of $\sigma_n^2$. In other words, from practical point of view the information loss (in terms of increasing MSE) is negligible, if we choose a sensor with sensing dynamic range larger than $3.5\sqrt{\sigma_\theta^2 + \sigma_n^2}$. Based on this observation we set $\tau = 3.5\sqrt{\sigma_\theta^2 + \sigma_n^2}$ to produce Fig. 3.2.

Fig. 3.2 compares the actual BCRLB and the proposed approximations associated with expressions in (3.11) and (3.9) (for $r = 1$ and $r \geq 2$ respectively), versus $\sigma_n^2$. As can be seen the approximation for $r = 1$ is satisfactory and for $r \geq 2$, as $r$ increases the approximation becomes more accurate, such that for $r = 4$ it is very accurate.

\footnote{Since $\theta$ and the additive noises are Gaussian, we can assume $x_k$ lies in a bounded interval with a high probability, i.e., $x_k \in [-\tau_k, \tau_k]$ for a reasonably large value of $\tau_k$, thus intuitively if sensing range of sensor is large enough there is almost no information loss due to limited/definite sensing range, we will demonstrate this intuition by analytical and simulation results.}
\[ \lambda (\tau = \lambda \sqrt{\sigma^2 + \sigma_n^2}) \]

Figure 3.1: Comparison of Fisher information of clairvoyant and the one associated with limited dynamic range of sensors

Figure 3.2: CRLB and proposed approximation for different values of quantization rate
3.4 Conclusions

In this chapter we derived the BCRLB for DES of a Gaussian source where the individual observations at the sensors are separately quantized with uniform quantizers and sensors have limited sensing dynamic range. The observation model is assumed to be linear with additive Gaussian noise. We provided closed-form approximations for the BCRLB and studied the behavior of the BCRLB and the two corresponding approximations as quantization rates, variances of additive observation noises and sensing dynamic range of sensors vary. The simulation results corroborate the accuracy of the proposed approximations and verify that increasing the variance of the additive observation noise always degrades the estimation accuracy and increasing the quantization rates always improves the estimation accuracy. Our simulation results also illustrate that for a Bayesian Gaussian linear model, provided that the sensing dynamic range of sensors stays larger than 3.5 times the standard deviation of observations the information loss (in terms of increasing MSE) is negligible, in other words we can limit observations larger than 3.5 times the standard deviation of observations into a confined limited range, without noticeable degradation in the estimation accuracy.
CHAPTER 4: ON DISTRIBUTED LINEAR ESTIMATION IN MULTIPLICATIVE NOISE ENVIRONMENT AND OBSERVATION MODEL UNCERTAINTIES

In this chapter we consider DES of a Gaussian source in a heterogeneous bandwidth constrained WSN. Similar to [33, 81], we choose the total number of quantization bits as the measure of network bandwidth. The observations of the sensors is corrupted by independent multiplicative and additive observation noises, with incomplete statistical knowledge of the multiplicative noise. Actually we assume that the distribution of the multiplicative observation noise is unknown and only its mean and variance are known (observation model uncertainties). For multi-bit quantizers, we derive the closed-form MSE expression for the linear LMMSE estimator at the FC. For both error-free and erroneous (modeled as BSC) orthogonal communication channels, we consider two system-level constrained optimization problems with respect to the sensors’ quantization rates: in (P1) we minimize the MSE given a network bandwidth constraint, and in (P2) we minimize the required network bandwidth given a target MSE. To address these two problems we propose several rate allocation methods named as longest root to leaf path, greedy and integer relaxation methods. We also derive the BCRLB and compare the MSE performance of our proposed methods against the BCRLB. Our results corroborate that, for low power multiplicative observation noises and adequate network bandwidth, the gaps between the MSE of our proposed methods and the BCRLB are negligible, while the performance of other methods like individual rate allocation and uniform is not satisfactory.
4.1 System Model and Problem Statement

We consider a WSN with $K$ spatially distributed heterogeneous sensors and a FC, where the FC is tasked with estimating a realization of a Gaussian source $\theta \sim \mathcal{N}(0, \sigma^2_\theta)$, via fusing the collective received data from all sensors. Each sensor makes a noisy observation of $\theta$, where both multiplicative and additive observation noises are involved. Let $x_k$ denote the scalar noisy observation of $\theta$ at sensor $k$. We assume the following observation model:

$$x_k = h_k \theta + n_k, \quad \text{for} \quad k = 1, \ldots, K,$$

(4.1)

where $h_k$ and $n_k$ are multiplicative and additive observation noises, respectively. Also $h_k$, $n_k$, $\theta$ are uncorrelated. We assume $n_k \sim \mathcal{N}(0, \sigma^2_{n_k})$, $\mathbb{E}\{h_k\} = 1 \forall k$, and $\text{var}(h_k) = \sigma^2_{h_k}$. Sensor $k$ employs a uniform quantizer with $M_k$ quantization levels and quantization step size $\Delta_k$. The quantizer maps $x_k$ into a quantization level $m_k \in \{m_{k,1}, \ldots, m_{k,M_k}\}$, where $m_{k,i} = \left(\frac{2i-1}{2} - \frac{M_k}{2}\right)\Delta_k$ for $i = 1, \ldots, M_k$. We assume $x_k$ lies in the interval $[-\tau_k, \tau_k]$ almost surely, for some reasonably large value of $\tau_k$, and we let $\Delta_k = \frac{2\tau_k}{M_k-1}$. These imply that the uniform quantization mapping rule can be described as the following: if $x_k \in \left[m_{k,i} - \frac{\Delta_k}{2}, m_{k,i} + \frac{\Delta_k}{2}\right]$, then $m_k = m_{k,i}$, if $x_k \geq \tau_k$, then $m_k = \tau_k$, and if $x_k \leq -\tau_k$, then $m_k = -\tau_k$. Following quantization, sensor $k$ maps the index $i$ of $m_{k,i}$ into a bit sequence of length $r_k = \log_2 M_k$ and sends $r_k$ bits to the FC. Sensors transmit over orthogonal bandwidth-constrained error-free communication channels. Error-free communication channel model has been used before in several classical works on DES, examples are [18,20,33,67,72,81,107,150]. In Section 4.6 we extend our analytical results to the case where these channels are modeled as independent BSCs with different error probabilities. To capture the network bandwidth constraint we assume $\sum_{k=1}^K r_k \leq B_{tot}$. In the absence of knowledge of

\[\text{For the general case } \mathbb{E}\{h_k\} = \mu_k \text{ we can scale } x_k \text{ and obtain } x'_k = h'_k \theta + n'_k, \text{ where } x'_k = x_k/\mu_k, h'_k = h_k/\mu_k, n'_k = n_k/\mu_k, \mathbb{E}\{h'_k\} = 1, \text{ var}(h'_k) = \sigma^2_{h_k}/\mu_k^2, n'_k \sim \mathcal{N}(0, \sigma^2_{n_k}/\mu_k^2). \text{ Thus without loss of generality, we assume } \mathbb{E}\{h_k\} = 1, \forall k.\]
joint distribution of \(m_k\)'s and \(\theta\), we resort to the LMMSE estimator \([4]\) to form the estimate 
\[
\hat{\theta} = Gm
\]
at the FC, where \(G\) is the \(1 \times K\) linear estimation operator and \(m = [m_1, ..., m_K]^T\) is the vector of transmitted quantization levels for all sensors. The LMMSE estimator has a low computational complexity and only requires the knowledge of moments \(\mathbb{E}\{\theta m^T\}\) and \(\mathbb{E}\{mm^T\}\) to form \(\hat{\theta}\). Let \(\mathcal{D} = \mathbb{E}\{(\theta - \hat{\theta})^2\}\) denote the MSE corresponding to the LMMSE estimator, where \(\mathcal{D}\) depends on \(r_k \forall k\). We consider two system-level constrained optimization problems with respect to optimization variables \(r_k \forall k\). In the first problem, we minimize \(\mathcal{D}\) subject to the network bandwidth constraint. In the second problem, we minimize the total number of transmitted bits subject to the constraint on \(\mathcal{D}\). In other words, we are interested to solve the following two constrained optimization problems:

\[
\text{(P1)} \quad \text{minimize} \quad \mathcal{D}(\{r_k\}_{k=1}^K) \\
\text{s.t.} \quad \sum_{k=1}^K r_k \leq B_{\text{tot}}, r_k \in \mathbb{Z}_+, \forall k,
\]

\[
\text{(P2)} \quad \text{minimize} \quad \sum_{k=1}^K r_k \\
\text{s.t.} \quad \mathcal{D}(\{r_k\}_{k=1}^K) \leq \mathcal{D}_0, r_k \in \mathbb{Z}_+, \forall k,
\]

where \(\mathcal{D}_0\) is the pre-determined upper bound on \(\mathcal{D}\).

4.2 Characterizing MSE for LMMSE estimator

We wish to characterize \(\mathcal{D}\) in terms of the optimization variables \(\{r_k\}_{k=1}^K\). From \([4]\) we have:

\[
\hat{\theta} = Gm \quad \text{where} \quad G = \mathbb{E}\{\theta m^T\} (\mathbb{E}\{mm^T\})^{-1},
\]
\[ D = \sigma^2_\theta - \mathbb{E}\{\theta m^T\}(\mathbb{E}\{mm^T\})^{-1}\mathbb{E}\{\theta m^T\}^T. \] 

(4.5)

To find \( \mathbb{E}\{\theta m^T\} \) and \( \mathbb{E}\{mm^T\} \) in (4.4), (4.5) we need to delve into statistics of the quantization errors.

**Characterizing \( \mathbb{E}\{\theta m^T\} \) and \( \mathbb{E}\{mm^T\} \):** For sensor \( k \), let the difference between observation \( x_k \) and its quantized version \( m_k \), i.e., \( \epsilon_k = x_k - m_k \), be the corresponding quantization error. In general, \( \epsilon_k \)'s are mutually correlated and also are correlated with \( x_k \)'s. However, in [137] it is shown that, when highly correlated Gaussian random variables are coarsely quantized with uniform quantizers of step sizes \( \Delta_k \)'s, quantization errors can be approximated as mutually independent random variables, that are uniformly distributed in the interval \([-\frac{\Delta_k}{2}, \frac{\Delta_k}{2}]\), and are also independent of quantizer inputs. Here, since \( \theta \) and \( n_k \)'s in (5.1) are Gaussian, conditioned on \( h_k \)'s observations \( x_k \)'s are correlated Gaussian that are quantized with uniform quantizers of quantization step sizes \( \Delta_k \)'s. Thus \( \epsilon_k \)'s are approximated as mutually independent zero mean uniform random variables with variance \( \sigma^2_{\epsilon_k} = \frac{\Delta^2_k}{12} \), that are also independent of \( x_k \)'s (and hence independent of \( \theta \) and \( n_k \)'s).

Using the aforementioned assumptions and approximations for the quantization errors, \( k \)th element of \( \mathbb{E}\{\theta m^T\} \) becomes:

\[
\mathbb{E}\{\theta m_k\} = \mathbb{E}_{h_k}\{\mathbb{E}\{\theta m_k|h_k\}\} = \mathbb{E}_{h_k}\{\mathbb{E}\{\theta(x_k - \epsilon_k)|h_k\}\} \\
= \mathbb{E}_{h_k}\{h_k\mathbb{E}\{\theta^2\} + \mathbb{E}\{n_k\}\mathbb{E}\{\theta\} - \mathbb{E}\{\epsilon_k\}\mathbb{E}\{\theta\}\} = \sigma^2_\theta. \]

(4.6)
Hence we have $\mathbb{E}\{\theta m^T\} = \sigma_\theta^2 1^T$, where $1 = [1, ..., 1]^T$. Similarly, for $(k, l)$th element of $\mathbb{E}\{mm^T\}$ we have:

\[
\begin{align*}
\mathbb{E}\{m_k m_l\} &= \mathbb{E}_{h_k, h_l}\{\mathbb{E}\{m_k m_l|h_k, h_l\}\} = \\
&= \mathbb{E}_{h_k, h_l}\{\mathbb{E}\{(h_k \theta + n_k - \epsilon_k)(h_l \theta + n_l - \epsilon_l)|h_k, h_l\}\} \overset{(a)}{=} \\
&= \mathbb{E}_{h_k, h_l}\{h_k h_l\mathbb{E}\{\theta^2\} + \mathbb{E}\{n_k n_l\} + \mathbb{E}\{\epsilon_k \epsilon_l\}\} = \\
&= \mathbb{E}_{h_k, h_l}\{h_k h_l\mathbb{E}\{\theta^2\} + \mathbb{E}\{n_k n_l\} + \mathbb{E}\{\epsilon_k \epsilon_l\}\},
\end{align*}
\]

where for (a) we have used the assumptions that (i) $n_k$’s and $\theta$ are uncorrelated, (ii) $\epsilon_k$’s and $\theta$ are uncorrelated (iii) $n_k$’s and $\epsilon_k$’s are uncorrelated. Having (4.7), and noting that $h_k$’s are uncorrelated with unit means, we reach:

\[
\mathbb{E}\{m_k m_l\} = \begin{cases} 
\sigma_\theta^2 + \sigma_k^2 + \sigma_{\epsilon_k}^2, & \text{if } k = l \\
\sigma_\theta^2, & \text{if } k \neq l,
\end{cases}
\]

where $\sigma_k^2 = \sigma_\theta^2 \sigma_{h_k}^2 + \sigma_{n_k}^2$. Consequently matrix $\mathbb{E}\{mm^T\}$ can be written as the following:

\[
\mathbb{E}\{mm^T\} = \sigma_\theta^2 11^T + \text{diag}\left(\frac{1}{\alpha_1}, ..., \frac{1}{\alpha_K}\right),
\]

(4.8)

where $\alpha_k^{-1} = \sigma_\theta^2 + \sigma_{\epsilon_k}^2$. Applying matrix inversion Lemma [4] to (4.8) we find:

\[
[(\mathbb{E}\{mm^T\})^{-1}]_{k,l} = \begin{cases} 
\alpha_k - \frac{\alpha_k^2}{\sigma_\theta^2 + \sum_{k=1}^K \alpha_k}, & \text{if } k = l \\
-\frac{\alpha_k \alpha_l}{\sigma_\theta^2 + \sum_{k=1}^K \alpha_k}, & \text{if } k \neq l.
\end{cases}
\]

Proposition 1 summarizes the expressions for $\hat{\theta}, \mathcal{D}$ in (4.4), (4.5).

**Proposition 1.** The LMMSE estimator $\hat{\theta}$ and its corresponding MSE $\mathcal{D}$, based on the quantized
observations \( \{m_k\}_{k=1}^K \) are:

\[
\hat{\theta} = \sum_{k=1}^K c_k m_k \quad \text{where} \quad c_k = \frac{\alpha_k}{\sigma_\theta^{-2} + \sum_{k=1}^K \alpha_k},
\]

\[
\mathcal{D} = \frac{1}{\sigma_\theta^{-2} + \sum_{k=1}^K \alpha_k}.
\]

Examining (4.9), we note that \( \alpha_k \) represents the contribution of sensor \( k \) in reducing the overall MSE at the FC. Also, \( \alpha_k \) can be viewed as an indicator for the quality of received message from sensor \( k \): the larger \( \alpha_k \) is, the more reliable is the received message. It is easy to verify that \( \alpha_k \) is increasing in \( r_k \) and decreasing in \( \sigma_k^2 \).

**Remark 1:** When all observations \( x_k \)'s are available at the FC with full precision (so-called CE), the LMMSE estimator would be \( \bar{\theta} = \sum_{k=1}^K b_k x_k \), where \( b_k = \frac{\sigma_k^{-2}}{\sigma_\theta^{-2} + \sum_{k=1}^K \sigma_k^{-2}} \), with its corresponding MSE \( \mathcal{D}^c = \frac{1}{\sigma_\theta^{-2} + \sum_{k=1}^K \sigma_k^{-2}} \). This clairvoyant estimator can be used as our performance benchmark, since \( \mathcal{D} > \mathcal{D}^c \).

**Proposition 2.** In a network with homogeneous sensors, i.e., \( \sigma_k^2 = \sigma^2, \forall k \), and all sensors quantize their observations with identical quantizers of step size \( \Delta \), the MSE gap between two linear estimators \( \hat{\theta} \) and \( \bar{\theta} \) is:

\[
\mathcal{D} - \mathcal{D}^c = \frac{K\Delta^2}{12(K + \sigma_\theta^{-2}(\sigma^2 + \sigma_e^2))(K + \sigma_\theta^{-2}\sigma^2)} \leq \frac{\Delta^2}{12K}.
\]

Based on (4.10), if \( \Delta \to 0 \), then \( \mathcal{D} \to \mathcal{D}^c \). Additionally, if \( K \to \infty \), then \( \mathcal{D} \to \mathcal{D}^c \) even for large \( \Delta \). These conclusions still hold true in a network with heterogeneous sensors, where sensor \( k \) quantizes with step size of \( \Delta_k \). If \( (\max \Delta_k) \to 0 \), then \( \alpha_k \to \sigma_k^{-2} \) and according to (4.9), \( \mathcal{D} \to \mathcal{D}^c \).

On the other hand, according to (4.9) and noting that \( \alpha_k > 0 \) for active sensors, MSE always
4.3 Solving Constrained Problem (P1)

Since the optimization variables \( r_k \)'s are integer and \( D \) is a non-linear function of \( r_k \)'s, (P1) is a Non Linear Integer Programming (NLIP) problem and is NP-hard. Even if the inequality constrain holds with equality, i.e., \( \sum_{k=1}^{K} r_k = B_{\text{tot}} \), solving (P1) requires a brute-force evaluation over \( \binom{K+B_{\text{tot}}-1}{K-1} \) choices. For \( K = 50 \) and \( B_{\text{tot}} = 60 \) bits, the number of evaluations would be in the order of \( 10^{31} \). The following lemmas help us find strategies that reduce the computational complexity required for solving (P1).

**Lemma 1.** Minimizing \( D \) in (4.9), is equivalent to maximizing \( \sum_{k=1}^{K} \alpha_k \) with the same constraints as in (4.2).

Proof. Since \( \sigma_{\theta}^{-2} > 0 \), it is axiomatic. \( \square \)

**Lemma 2.** Suppose \( \{r^*_k\}_{k=1}^{K} \) is the optimal solution to (P1). Then \( \sum_{k=1}^{K} r^*_k = B_{\text{tot}} \).

Proof. Note \( \alpha_k \) is a function of \( r_k \) through \( \sigma_{\epsilon_k}^2 = \frac{\Delta_k^2}{12} = \frac{\tau_k^2}{3(2^{k-1})^2} \). It is easy to verify that \( \frac{\partial D}{\partial r_k} \leq 0 \) and \( D \) is a decreasing function of \( r_k \)'s. Thus the optimal solution satisfies the network bandwidth constraint, i.e., \( \sum_{k=1}^{K} r^*_k = B_{\text{tot}} \). \( \square \)

**Lemma 3.** Without loss of generality, suppose sensors are sorted\(^2\) such that \( \sigma_1^2 \leq \sigma_2^2 \leq \ldots \leq \sigma_K^2 \). Then the optimal solution satisfies \( r^*_i \geq r^*_j \) for \( i < j \).

Proof. Suppose \( \{r_k\}_{k=1}^{K} \) is the optimal solution, such that \( r_i < r_j \) for \( i < j \). Also, suppose \( \{r'_k\}_{k=1}^{K} \) is a solution of (P1), which is not necessarily optimal, such that \( r'_k = r_k \) for \( k \neq i, j \) and

\(^2\)We assume sorted sensors throughout this work for all scenarios.
\( r'_i = r_j, r'_j = r_i \). Consider the following:

\[
\sum_{k=1}^{K} \alpha_k(r'_k) - \sum_{k=1}^{K} \alpha_k(r_k) = \sum_{k \neq i,j}^{K} \alpha_k(r_k) - \sum_{k \neq i,j}^{K} \alpha_k(r_k) = \delta_1
\]

\[
+ \frac{1}{\sigma_i^2 + \frac{\tau^2}{3(2^j-1)^2}} - \frac{1}{\sigma_j^2 + \frac{\tau^2}{3(2^i-1)^2}} = \delta_2
\]

\[
+ \frac{1}{\sigma_i^2 + \frac{\tau^2}{3(2^j-1)^2}} - \frac{1}{\sigma_j^2 + \frac{\tau^2}{3(2^i-1)^2}} > 0
\]

One can verify \( \delta_1 = 0, \delta_2 > 0, \delta_3 > 0 \), thus \( \sum_{k=1}^{K} \alpha_k(r'_k) > \sum_{k=1}^{K} \alpha_k(r_k) \). According to (4.9), the MSE associated with \( \{r'_k\}_{k=1}^{K} \) should be less than that of the optimal solution \( \{r_k\}_{k=1}^{K} \), which is a contradiction. In this proof, we assumed \( \tau_k = \tau, \forall k \), although the proof is still valid for unequal \( \tau_k \)'s, provided that \( \tau_i \leq \tau_j \), which is satisfied if we choose \( \tau_k^2 \propto \text{var}(x_k) = \sigma_\theta^2 + \sigma_k^2 \).

In the next subsections, we propose four methods for solving (P1): A) Longest Root to Leaf Path (LRLP) method, which is optimal with less computational complexity than that of brute force, B) greedy method, C) integer relaxation method, D) Individual Rate Allocation (IRA) method. The suboptimal B), C), D) methods have moderate to low computational complexity.

### 4.3.1 LRLP Method

We view (P1) as the problem of finding the longest “root to leaf” path in a weighted directed binary tree, where there is a constraint on the number of edges from “root to leaf” [151]. In fact our objective function \( \sum_{k=1}^{K} \alpha_k \) can be viewed as the length of the path to be maximized, where the constraint on the number of edges is \( \sum_{k=1}^{K} r_k \leq B_{tot} \). Fig. 4.1 demonstrates the problem for \( K = 3 \) and \( B_{tot} = 5 \) bits. The nodes are tagged with indices of sorted sensors and visiting
node $k$ is translated to “allocating one bit to sensor $k$”. The edge weight $w_k(r)$ is the weight of the edge entering node $k$ and $r$ is the number of prior visits of node $k$, i.e., $w_k(r) = \alpha_k(r + 1) - \alpha_k(r) = \alpha_k(\text{number of bits allocated to sensor $k$ so far} + 1) - \alpha_k(\text{number of bits allocated to sensor $k$ so far})$. For instance, the green path in Fig. 4.1 is associated with the rate allocation $[r_1, r_2, r_3] = [3, 2, 0]$, and the corresponding objective function value is $\sum_{k=1}^{K} \alpha_k = w_1(1) + w_1(2) + w_2(0) + w_2(1) = \alpha_1(3) + \alpha_2(2)$.

![Figure 4.1: LRLP method](image_url)

To solve (P1), one needs to construct the associated binary tree with structures conforming to lemmas 2 and 3, then uses a search algorithm, such as Depth First Search (DFS) [151] to discover all possible “root to leaf” paths, and choose the path that results in the maximum objective function value. For $K = 3$ and $B_{tot} = 5$ bits, Fig. 4.1 shows there exist 5 “root to leaf” paths, all conforming to lemmas 2 and 3, corresponding to 5 distinct rate allocation among 3 sensors $[r_1, r_2, r_3] \in \{[5, 0, 0], [4, 1, 0], [3, 2, 0], [3, 1, 1], [2, 2, 1]\}$. We recognize these as different partitions of the integer number 5, with 3 or fewer addends [152], i.e., the number of possible “root to

\(^3\)For definition of weight $w_k(0)$, we consider $\alpha_k(0) = 0.$
leaf” paths in a binary tree constructed as explained, conforming to lemmas 2 and 3, and characterizing (P1), is equal to the number of solutions to the following equation:

\[ r_1 + r_2 + ... + r_K = B_{tot} \]  \hfill (4.11)

s.t. \[ r_1 \geq r_2 \geq ... \geq r_K \quad r_k \in \mathbb{Z}_+ . \]

Although the number of ways one can partition an integer number does not have a closed form formula, the literature [152] provides some useful asymptotic formulas or recurrence relations. Suppose \( q_k(n) \) is the number of solutions to (4.11), then we have the recurrence relation \( q_k(n) = q_{k-1}(n) - q_k(n-k) \), with \( q_0(n) = 0 \), \( q_k(1) = 1 \) [152]. For \( K = 50 \) and \( B_{tot} = 60 \) bits, \( q_K(B_{tot}) \) is in the order of \( 10^6 \), which is much smaller than that of brute force \( 10^{31} \). The computational complexity of this method is still high for very large networks, e.g., \( K \geq 100 \), and hence its application is most beneficial for finding the optimal solution of small to moderate size networks.

### 4.3.2 Greedy Method

Recall from Lemma 1 that the maximum reduction in \( D \) corresponds to the maximum increase in \( \sum_{k=1}^{K} \alpha_k(r_k) \). Hence, our proposed greedy method in each iteration allocates one bit to the sensor that guarantees the maximum increase in \( \sum_{k=1}^{K} \alpha_k(r_k) \), i.e., in each iteration the algorithm loads one bit on sensor \( k^* \) where \( k^* = \arg\max_k I_k(r_k) = \arg\max_k (\alpha_k(r_k + 1) - \alpha_k(r_k)) \). The iteration ends when all \( B_{tot} \) bits are allocated to the sensors. Following algorithm illustrates the details:

For \( K = 3 \) and \( B_{tot} = 5 \) bits, Fig. 4.2 shows the accepted decisions by the greedy method at each iteration/decision epoch with green arrows and the rejected decisions with red arrows. Note that the initial point is always \( r_k = 1 \), \( r_k = 0 \) for \( k = 2, ..., K \), since the first bit is always allocated to sensor 1 (for sorted sensors sensor 1 has the largest \( \alpha_k \) or smallest \( \sigma_k^2 \)).
Data: \( B_{\text{tot}}, \{r_k\}_{k=1}^K, \{\sigma_k^2\}_{k=1}^K \)

Result: rate allocation \( \{r_k^*\}_{k=1}^K \)

Initialization:
\[ r_1 = 1, r_k = 0 \text{ for } k = 2, \ldots, K, \mathcal{S} = \{1, 2\} \]

For \( i = 1 : B_{\text{tot}} \) do
\[
\begin{align*}
    k^* &= \operatorname{argmax}_{k \in \mathcal{S}} (\alpha_k(r_k + 1) - \alpha_k(r_k)) \\
    r_{k^*} &= r_{k^*} + 1 \\
    \mathcal{S} &= \{k | r_k < r_{k-1}\} \cup \{1\}
\end{align*}
\]

End

Algorithm: greedy method for rate allocation in \((P1)\)

Figure 4.2: Greedy method

The second bit can be allocated to either sensor 1 or sensor 2, i.e., \( k^* = \operatorname{argmax}_{k \in \{1, 2\}} (\alpha_k(r_k + 1) - \alpha_k(r_k)) \), this is equivalent to making the decision \( w_1(1) \geq w_2(0) \) (look at the weights on the edges in Fig. 4.2). The sequence of green arrows in Fig.4.2, \( 1 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 3 \) is associated with the rate allocation \( [r_1, r_2, r_3] = [3, 1, 1] \).

In the following, we look at the computational complexity of the greedy method in two cases: case (a) \( B_{\text{tot}} \leq K \), in this case the first bit has to be allocated to sensor 1, the second bit can be allocated to either sensor 1 or sensor 2. In general the \( i \)th bit, for \( 1 \leq i \leq B_{\text{tot}} \), can be allocated to one of at most \( i \) sensors (sensor 1,..., sensor \( i \)). In other words, in the \( i \)th decision epoch, greedy method
should find the best sensor among eligible candidates in set \( S = \{ k | k \leq i, r_k < r_{k-1} \} \cup \{ 1 \} \), where \( S \) has a maximum of \( i \) elements. Thus allocating \( B_{tot} \) bits among \( K \) sensors needs calculation of \( I_k(r_k) = \alpha_k(r_k + 1) - \alpha_k(r_k) \) for at most \( 2 + 3 + \ldots + B_{tot} = \left( \frac{B_{tot} + B_{tot}^2}{2} \right) - 1 \) times. Case (b) \( B_{tot} > K \), adopting a reasoning similar to case (a), in this case allocation of the first \( K \) bits needs at most \( \left( \frac{K^2 + K}{2} \right) - 1 \) calculations. Each of the remaining \( B_{tot} - K \) bits can be allocated to one of at most \( K \) sensors, leading into \( (B_{tot} - K) \times K \) number of calculations at most. Hence, the overall number of evaluations at most would be \( \left( \frac{K^2 + K}{2} \right) - 1 + (B_{tot} - K) \times K \approx K(B_{tot} - K/2) \). For \( K = 50 \) and \( B_{tot} = 60 \) bits, where \( B_{tot} > K \), the number of evaluations would be in order of \( 10^3 \).  

Remark 2: In the absence of a powerful FC, the proposed greedy algorithm can be implemented in a distributed way, assuming sensors can broadcast and hear the broadcast messages by other sensors. Sensor \( k \) calculates the value \( I_k(r_k) = \alpha_k(r_k + 1) - \alpha_k(r_k) \), and broadcasts the value. Hearing all \( I_j, j \neq k \), sensor \( k \) increases \( r_k \) by one if it has the largest \( I_k \) among all sensors. Doing the mentioned process for \( B_{tot} \) times would complete the rate allocation.

4.3.3 Integer Relaxation Method

Convex relaxation for solving combinatorial optimization problems such as \((P1)\) is a rather old technique, that has been widely used in research and applied to a variety of applications [153]. Relaxing the integer constraint on \( r_k \)'s and letting them be positive numbers and using lemmas 1 and 2, we consider the following relaxed problem:

\[
(P'1) \quad \text{maximize} \quad \sum_{k=1}^{K} \alpha_k(r_k) \\
\text{s.t.} \quad \sum_{k=1}^{K} r_k = B_{tot}, \ r_k \in \mathbb{R}_+, \ \forall k.
\]
The Lagrangian for \( (P'1) \) is:

\[
\mathcal{L}(\{r_k, \mu_k\}_{k=1}^K, \lambda) = \sum_{k=1}^K \alpha_k(r_k) - \mu_k r_k + \lambda \left( \sum_{k=1}^K r_k - B_{tot} \right).
\]

In the following we apply the first order KKT necessary optimality conditions for \( (P'1) \) which generate a closed-form solution for \( r_k \)'s. Afterwards, we prove that the obtained solution satisfies the second order sufficient optimality conditions.

- **Necessary Optimality Conditions**

After solving the KKT conditions corresponding to (4.12), we find:

\[
r_k^\dagger = 0.5 \left[ \log_2 \left( \frac{\tau_k^2 (\lambda^\dagger - \sigma_k^2)}{\sqrt{\lambda^\dagger^2 - 2\lambda^\dagger \sigma_k^2}} - 1 \right) - \log_2 3 \right]^{+} \tag{4.13}
\]

where \([x]^+ = \max(0, x)\) and \(\lambda^\dagger\) in (4.13) is the solution to following equation:

\[
g(\lambda, \{\sigma_k^2, \tau_k^2\}_{k=1}^K) = \prod_{k=1}^{K^\dagger} \tau_k^{-2}(\lambda - \sigma_k^2 - \sqrt{\lambda^2 - 2\lambda \sigma_k^2}) = T, \tag{4.14}
\]

in which \(K^\dagger = \max\{k|\lambda^\dagger > 2\sigma_k^2, r_k^\dagger > 0\}\), and \(T = 4^{-B_{tot}} 3^{-K^\dagger}\). Consider a new equation which is obtained by replacing \(K^\dagger\) in (4.14) with \(M\). The new equation, which we refer to as (4.14'), does not necessarily have a real solution for \(\lambda\), such that \(\lambda > 2\sigma_M^2\) for any value of \(M \in \{2, 3, ..., K\}\). In order to find the requirements for (4.14') to yield a real solution for \(\lambda\), we present the following Lemma and ensuing discussion. For simplicity, we drop the parameters \(\{\sigma_k^2, \tau_k^2\}_{k=1}^M\) in \(g(\lambda, \{\sigma_k^2, \tau_k^2\}_{k=1}^M)\) and indicate it as \(g(\lambda, M)\).

**Lemma 4.** The function \(g(\lambda, M)\) is a decreasing function of \(\lambda\), for \(\lambda > 2\sigma_M^2\).

**Proof.** Consider \(g(\lambda, M) = \prod_{k=1}^M g_k(\lambda)\), where \(g_k(\lambda) = \tau_k^{-2}(\lambda - \sigma_k^2 - \sqrt{\lambda^2 - 2\lambda \sigma_k^2})\). We can
verify that \( g_k(\lambda) \)'s are strictly decreasing in \( \lambda \), because 

\[
\frac{dg_k(\lambda)}{d\lambda} = 1 - \frac{\lambda - \sigma_k^2}{\sqrt{\lambda^2 - 2\lambda \sigma_k^2}} < 0.
\]

Since all \( g_k(\lambda) \)'s are strictly decreasing and positive, i.e., \( g_k(\lambda) > 0, \ \forall k \), we conclude that \( g(\lambda, M) \) is a strictly decreasing function in \( \lambda \).

Having Lemma 4, we consider two scenarios that occur when solving \( g(\lambda, M) = T \): case (i) when \( T \leq g(\lambda) |_{\lambda = \sigma_m^2} \), in this case according to Lemma 4 we have a unique real solution for \( \lambda \); case (ii) when \( T > g(\lambda) |_{\lambda = \sigma_m^2} \), in this case there is no real solution for \( \lambda \). Hence we need to increase the value of \( g(\lambda) |_{\lambda = \sigma_m^2} \) to reach \( T \). The only way to accomplish this is decreasing the number of active sensors that contribute to \( g(\lambda) |_{\lambda = \sigma_m^2} \) and deactivating sensors with largest \( \sigma_k^2 \) values, until we find a real solution for \( \lambda \) or only one active sensor remains. In other words, solving (4.14') in case (ii) translates into obtaining the set of active sensors \( A = \{1, 2, ..., K^\dagger\} \) and allocating \( B_{tot} \) among these active sensors.

**Remark 3**: The solution in (4.13) can be implemented in a distributed fashion. FC solves (4.14) and broadcasts \( \lambda^\dagger \). Each sensor calculates its own \( r^\dagger_k \) using \( \lambda^\dagger \) via (4.13). If a sensor finds its rate to be zero or a non-real value, it means that the sensor must be inactive. The integer relaxation method has a very low computational complexity, since it requires finding the root of the monotonic function in (4.14) once and, and then calculating the rates via (4.13) for a maximum of \( K \) times.

We can find an approximate closed form solution for (4.14) under the special condition when \((\lambda - \sigma_m^2)^2\) is large compared to \( \sigma_k^4 \). Rewriting the function \( g_k(\lambda) = \tau_k^{-2}[\lambda - \sigma_k^2 - ((\lambda - \sigma_k^2)^2 - \sigma_k^4)^{1/2}] \) and keeping only the first two terms in the binomial expansion of the term \((\lambda - \sigma_k^2)^2 - \sigma_k^4)^{1/2} \), we obtain \( g_k(\lambda) \approx \frac{\sigma_k^4}{2\tau_k^2(\lambda - \sigma_k^2)} \approx \frac{\sigma_k^4}{2\tau_k^2 \lambda} \). Substituting the approximation in (4.14), we reach \( \prod_k g_k(\lambda) \approx \prod_k 2^{-1} \sigma_k^4 \tau_k^{-2} \lambda^{-1} \), based on which the Lagrange multiplier can be approximated as \( \lambda^\dagger \approx 1.5 \eta^2 \frac{B_{tot}}{4K^\dagger} \), where \( \eta = \prod_k \sigma_k^2 \tau_k^{-1} \). Substituting the approximation for \( \lambda^\dagger \) in (4.13) gives the following:

\[
r^\dagger_k \approx \left[ \frac{B_{tot} + \log_2(\eta \tau_k / \sigma_k^2)}{K^\dagger} \right]^+. \tag{4.15}
\]
Examining (4.15), we note that first term inside the bracket is common among active sensors and can be perceived as average rate, whereas the second term (which depends on $\tau_k, \sigma^2_k$) differs among active sensors, such that an active sensor with a larger ratio $\frac{\tau_k}{\sigma^2_k}$ is allocated a larger $r_k^\dagger$.

Consistent with the assumption in the proof of Lemma 3, suppose $\tau_k = \kappa \text{var}(x_k) = \kappa (\sigma^2_\theta + \sigma^2_k)$. Interestingly, the second term in (4.15) takes the form $\log_2(\kappa \eta(1 + \frac{\sigma^2_\theta}{\sigma^2_k}))$, where the ratio $\frac{\sigma^2_\theta}{\sigma^2_k}$, can be viewed as the observation SNR in (5.1). We consider two scenarios: (i) high observation SNR: the quantization rates are large (fine quantization) and less sensors become active for a given $B_{tot}$. (ii) low observation SNR: the quantization rates are smaller (coarse quantization) and more sensors become active for the same $B_{tot}$ value, compared with that of scenario (i). Substituting (4.15) in (4.9) and after some simplifications we establish the bound $D \leq D^c(1 + \frac{\sigma^2_\theta 4}{3n^2 \eta^2})$.

• Sufficient Optimality Conditions

The objective and equality constraint functions in (4.12) are twice differentiable. Hence, the second order sufficient optimality conditions for the solution in (4.13) and (4.14) to be strict minimum for $(P’1)$ are [154, p.301, proposition 3.2.1]:

$$-y^T \left(\nabla^2_r \mathcal{L}(\{r_k, \mu_k\}_{k=1}^K, \lambda)^{\lambda = \lambda^l, \forall k} \right) y > 0, \quad \forall y \neq 0$$

with $[\nabla(\sum_{k \in \mathcal{A}} r_k^\dagger - B_{tot})]^Ty = 0$, (4.16)

where $\nabla^2_r \mathcal{L}(\{r_k, \mu_k\}_{k=1}^K, \lambda)$ is the Hessian matrix of the Lagrangian in (4.13), and $\nabla(\sum_{k \in \mathcal{A}} r_k^\dagger - B_{tot})$ is the gradient of the equality constraint in (4.12), both evaluated at the solution in (4.13) and (4.14). It is easy to verify that the Hessian matrix is diagonal with entries:

$$[\nabla^2_r \mathcal{L}(\{r_k, \mu_k\}_{k=1}^K, \lambda)]_{k,k} = \sigma^2_{\epsilon_k} (\ln 4)^2 \frac{\sigma^2_{\epsilon_k} - \sigma^2_k}{(\sigma^2_k + \sigma^2_{\epsilon_k})^3}, \forall k.$$

(4.17)
Noting that the denominator in (4.17) and $\sigma_{\epsilon_k}^2 (\ln 4)^2$ are positive numbers we probe into $\beta$ evaluated at the solution in (4.13):

$$
\beta^\dagger = (\sigma_{\epsilon_k}^2 - \sigma_k^2) = \lambda^\dagger - 2\sigma_k^2 - \sqrt{\lambda^\dagger^2 - 2\lambda^\dagger \sigma_k^2} < 0.
$$

(4.18)

The inequality in (4.18) is true, because $\beta$ (which is a function of $\lambda^\dagger$) is decreasing in $\lambda^\dagger$ and noting that $\lambda^\dagger > 2\sigma_k^2$ in (4.18), we have

$$
\sup_{k, \lambda^\dagger} (\lambda^\dagger - 2\sigma_k^2 - \sqrt{\lambda^\dagger^2 - 2\lambda^\dagger \sigma_k^2}) = 0.
$$

Therefore

$$
\left[\nabla^2_r \mathcal{L}(\{r_k, \mu_k\}_{k=1}^K, \lambda)|_{r_k = r_k^\dagger, \mu_k = \mu_k^\dagger} \right]_{k,k} < 0 \forall k,
$$

confirming that the sufficient optimality conditions in (4.16) are satisfied.

- **Migration to Integer Solution**

We describe an approach for migrating from the continuous solution in (4.13) to an integer solution satisfying the integer constraint [155–157] in (4.2). We round the rates to nearest integers. In case the rounding violates the bandwidth constraint, we reduce the smallest rate by one, because this sensor is more likely to be the weakest player in the network (in the sense that it has the least contribution to $D$) until the bandwidth constraint is satisfied. Although rounding the rates to nearest integers may sound trivial [155–157], our simulation results corroborate that the performance loss is negligible, while at the same time it keeps the rate allocation scheme simple and easily implementable.

### 4.3.4 IRA Method

Examining (4.10) closely we realize that allocating $B_{tot}$ among sensors in order to minimize $D$ presents a trade-off between the number of active sensors and quantization accuracy. If $B_{tot}$ is distributed among only few sensors, we can have fine quantization, i.e., small $K$ and small $\Delta$. On the other hand, if $B_{tot}$ is distributed among many sensors, we can only have coarse quantization,
i.e., large $K$ and large $\Delta$. Consider a network with homogeneous sensors $\sigma_k^2 = \sigma^2, \forall k$. Given $B_{\text{tot}}$, there exists an optimal number of active sensors $K^{\text{opt}}$, associated with an optimal quantization rate $r^{\text{opt}}$, where $K^{\text{opt}}r^{\text{opt}} = B_{\text{tot}}$. Thus the maximization of $\sum_{k=1}^K \alpha_k = K\alpha$, where we substitute $K = B_{\text{tot}}/r$, reduces to the following one dimensional simple search for $r^{\text{opt}}$ in the set $S_h = \{1, \ldots, B_{\text{tot}}\}$:

$$r^{\text{opt}} = \arg\min_{r \in S_h} \{r(\sigma^2 + \tau^23^{-1}(2^r - 1)^{-2})\}, \quad (4.19)$$

and consequently $K^{\text{opt}} = \left\lfloor \frac{B_{\text{tot}}}{r^{\text{opt}}} \right\rfloor$. Modifying the solution in (4.19) for heterogeneous networks, we reach the following:

$$r_k^{\text{opt}} = \arg\min_{r \in S_k} \{r(\sigma_k^2 + \tau_k^23^{-1}(2^r - 1)^{-2})\}, \quad (4.20)$$

in which $S_1 = \{1, \ldots, B_{\text{tot}}\}$, $S_k = \{1, \ldots, B_{\text{tot}} - \sum_{i=1}^{k-1} r_i^{\text{opt}}\}$ for $k = 2, \ldots, K$, $K^{\text{opt}} = \max \{k | S_k \neq \emptyset\}$, $r_k^{\text{opt}}$ and $K^{\text{opt}}$ are the rates and number of active sensors, respectively. Note that the solution in (4.20) is integer and unique (since the objective function in (4.20) is convex for $r > 0$). The drawback of the proposed rate allocation method is that for large $B_{\text{tot}}$, all $B_{\text{tot}}$ bits may not be allocated to sensors, i.e., $\sum_{k=1}^{K^{\text{opt}}} r_k^{\text{opt}} < B_{\text{tot}}$, causing the solution in (4.20) to deviate from the optimal solution according to Lemma 2. This method is similar to the one in [81], with the difference that starting from sensor 1, we update and reduce the search domain, i.e., $S_k$ for the next sensor. This accelerates the rate allocation process. Additionally, search domain reduction in some scenarios would help to use all $B_{\text{tot}}$ bits by activating more sensors with coarse quantizers though. The proposed method exhibits a moderate computational complexity, since it only requires solving (4.20) for a maximum of $K$ times and it is almost fully distributed [81]. Note that efficient heuristic methods with low levels of complexity have been used in other engineering fields [158–160].
4.4 Solving Constrained Problem (P2)

Different from (P1), satisfying the MSE constraint \( \mathcal{D}(\{r_k\}_{k=1}^{K}) \leq \mathcal{D}_0 \) in (P2) enforces the number of active sensors to exceed a minimum number \( K_{min} \). Lemma 5 provides \( K_{min} \).

**Lemma 5.** To satisfy the the constraint \( \mathcal{D}(\{r_k\}_{k=1}^{K}) \leq \mathcal{D}_0 \) we need at least \( K_{min} \) active sensors, where \( K_{min} = \min\{K | \sum_{k=1}^{K} \sigma_k^{-2} > \mathcal{D}'_0 = \mathcal{D}_0^{-1} - \sigma_\theta^{-2} \} \).

**Proof.** Considering (4.9) and the definition of \( \alpha_k \)'s, we find that \( \mathcal{D}(\{r_k\}_{k=1}^{K}) \leq \mathcal{D}_0 \) is equivalent to \( \sum_{k=1}^{K} \alpha_k \geq \mathcal{D}'_0 = \mathcal{D}_0^{-1} - \sigma_\theta^{-2} \). Thus (P2) is equivalent to minimizing \( \sum_{k=1}^{K} r_k \) such that \( \sum_{k=1}^{K} \alpha_k \geq \mathcal{D}'_0 \) and \( r_k \in \mathbb{Z}_+, \forall k \). Since \( \alpha_k > 0, \forall k \), we can increase \( \sum_{k=1}^{K} \alpha_k = \sum_{k=1}^{K} \left( \frac{1}{\sigma_k^2 + \sigma_{\epsilon_k}^2} \right) \), via increasing the number of active sensors, until the MSE constraint is satisfied. This implies that the minimum number of active sensors can be found by letting \( \sigma_{\epsilon_k}^2 = 0, \forall k \), i.e., \( K_{min} = \min\{K | \sum_{k=1}^{K} \sigma_k^{-2} > \mathcal{D}'_0 \} \). \( \square \)

In the following we propose three methods for solving (P2): A) greedy method, B) integer relaxation method, C) IRA method. We obtain these methods via applying some modifications to the proposed methods in section 4.3.

### 4.4.1 Greedy Method

According to Lemma 5, we need at least \( K_{min} \) active sensors. Therefore, we initiate the algorithm with \( r_k = 1 \) for \( k \in \{1, ..., K_{min} \} \) and let \( r_k = 0 \) otherwise, and go through the greedy method until the MSE constraint is satisfied.
Data: $D_0, \sigma_0^2, \{\tau_k\}_{k=1}^K, \{\sigma_k^2\}_{k=1}^K$

Result: rate allocation $\{r^*_k\}_{k=1}^K$

initialization:

$r_k = 1$ for $k \in \{1, \ldots, K_{\min}\}$ o.w. $r_k = 0$, $S = \{1, K_{\min} + 1\}$, $D'_0 = D_0^{-1} - \sigma_0^{-2}$,

$d = \sum_{k=1}^{K_{\min}} \alpha_k(r_k)$

while $d < D'_0$ do

$k^* = \arg\max_{k \in S} (\alpha_k(r_k + 1) - \alpha_k(r_k))$

$r^*_k = r_k^* + 1$

$d = d - \alpha_{k^*}(r_{k^*} - 1) + \alpha_{k^*}(r_{k^*})$

$S = \{k | r_k < r_{k-1} \} \cup \{1\}$

end

Algorithm: greedy method for rate allocation in (P2)

### 4.4.2 Integer Relaxation Method

Let (P'2) be the corresponding relaxed problem of (P2). Solving the first order KKT necessary optimality conditions for (P'2) yields a similar solution to (4.13) as the following:

\[
r^*_k = 0.5 \left[ \log_2 \left( \tau_k^2 \left( \lambda^* + \sigma_k^2 - \sigma_k^2 \lambda^* + 2 \lambda \sigma_k^2 \right)^{-1} \right) - \log_2 3 \right]^+
\]  \hspace{1cm} (4.21)

One can show that the objective function, i.e., $\sum_{k=1}^{K} r_k$ is a strictly increasing function of $\alpha_k$’s. Hence, the optimal solution to (P'2) must satisfy the MSE constraint as equality, i.e., $\sum_{k=1}^{K} \alpha_k = D'_0$. Using the MSE equality constraint we find that $\lambda^*$ in (4.21) is the solution to the following equation:

\[
f(\lambda, \{\sigma_k^2\}_{k=1}^{K^*}) = \sum_{k=1}^{K^*} \frac{1}{\lambda - \sqrt{\lambda^2 - 2 \lambda \sigma_k^2}} = D'_0, \hspace{1cm} (4.22)
\]

where $K^* = \max\{k | k \geq K_{\min}, \lambda^* > 2 \sigma_{K^*}^2, r^*_k > 0\}$. Similar to what we did for the solution in (4.13), one can verify that the solution in (4.21) satisfies the second order sufficient optimality conditions in [154, p.301, proposition 3.2.1]. Note that (4.22) does not necessarily have a real
solution for $\lambda$. We first let $K^+ = K$, i.e., the largest possible value for $K^+$ in the feasible set $\mathcal{F} = \{K_{\min}, \ldots, K\}$ and solve (4.22). If there is no real solution for $\lambda$ we decrease the number of active sensors by one, i.e., $K^+ = K - 1$, and solve (4.22). We continue reducing the number of active sensors one by one until we reach a real solution for $\lambda^+$ or $K^+ = K_{\min}$ (the smallest possible value for $K^+$ in the feasible set). Even when $K^+ = K_{\min}$ it is still possible that solving (4.22) does not yield a real solution for $\lambda^+$. Since $f(\lambda, \{\sigma_k^2\})$ is an increasing function of $\lambda$, this scenario would occur when $D'_{0} < f(\lambda, \{\sigma_k^2\})\big|_{\lambda=2\sigma_{K_{\min}}^2}$. In this scenario we let $\lambda^+ = 2\sigma_{K_{\min}}^2$.

Substituting $\lambda^+ = 2\sigma_{K_{\min}}^2$ in (4.21) and then $r^+_k$’s in $\sum_{k=1}^{K_{\min}} \alpha_k$, we obtain:

$$\sum_{k=1}^{K_{\min}} \alpha_k = \left(\sum_{k=1}^{K_{\min}} \frac{1}{\lambda - \sqrt{\lambda^2 - 2\lambda \sigma_k^2}}\right)|_{\lambda=2\sigma_{K_{\min}}^2} > D'_{0},$$

implying that the MSE constraint is met. Using similar approximation that led us to (4.15), we can approximate (4.21) as:

$$r^+_k \approx \left\lceil \log_2\left(\frac{T_k}{\sigma_k^2}\right) + \log_2\left(\sqrt{\frac{K^+}{3(\sum_{k=1}^{K} \sigma_k^{-2} - D'_{0})}}\right) \right\rceil.$$  \hspace{1cm} (4.23)

Equation (4.23) shows as target MSE approaches its feasible minimum, i.e., as $D_{0} \rightarrow \frac{1}{\sigma_y^2 + \sum_{k=1}^{K} \sigma_k^{-2}}$ and $D'_0 \rightarrow \sum_{k=1}^{K} \sigma_k^{-2}$, the rates $r^+_k$’s become very large, i.e., $r^+_k \rightarrow \infty$.

4.4.3 IRA Method

Following a similar reasoning to the one provided in Section 4.3.4 for a homogeneous network and recalling the discussion on satisfying the MSE constraint as equality in Section 4.4.2, we conclude that, given $D'_0$, there exists an optimal number of active sensors $K_{\text{opt}}$, associated with an optimal quantization rate $r_{\text{opt}}$, where $K_{\text{opt}} \alpha(r_{\text{opt}}) = D'_0$ and our problem is to minimize $K_{\text{opt}}r_{\text{opt}}$ subject to
this MSE equality constraint. This optimization problem for a heterogeneous network, reduces to almost the same as in (4.20), with a difference that the search domain includes any positive integer number, i.e.,

$$r_k^{\text{opt}} = \arg\min_{r \in \mathbb{Z}^+} \{ r(\sigma_k^2 + \tau_k^23^{-1}(2^r - 1)^{-2}) \};$$  \hspace{1cm} (4.24)

$$K^{\text{opt}} = \min\{ k | K_{\text{min}} \leq k \leq K, \sum_{i=1}^{k} \alpha_i(r_i) \geq D_0' \}. \hspace{1cm} (4.25)$$

Note that there is no need to solve (4.24) for all sensors, since the rate allocation continues only till we find $K^{\text{opt}}$ in (4.25).

### 4.5 BCRLB

We derive the BCRLB for any Bayesian estimator of $\theta$ based on quantized observations $\{ m_k \}_{k=1}^K$. Assuming that the regularity condition is satisfied, i.e., $\mathbb{E}\{ \frac{\partial \ln p(m, \theta)}{\partial \theta} \} = 0$ [4] we write the Fisher information:

$$F = -\mathbb{E}\{ \frac{\partial^2 \ln p(m, \theta)}{\partial^2 \theta} \} = -\mathbb{E}\{ \frac{\partial^2 \ln p(m|\theta)}{\partial^2 \theta} \} - \mathbb{E}\{ \frac{\partial^2 \ln p(\theta)}{\partial^2 \theta} \}. \hspace{1cm} (4.26)$$

Assuming that $m_k$’s conditioned on $\theta$ are independent, i.e., $\ln p(m|\theta) = \sum_{k=1}^{K} \ln p(m_k|\theta)$, the first and second derivatives of the log-likelihood function become:
\[
\begin{align*}
\frac{\partial \ln p(m|\theta)}{\partial \theta} &= \sum_{k=1}^{K} \frac{1}{p(m_k|\theta)} \frac{\partial p(m_k|\theta)}{\partial \theta} , \\
\frac{\partial^2 \ln p(m|\theta)}{\partial^2 \theta} &= \sum_{k=1}^{K} \frac{1}{p(m_k|\theta)} \frac{\partial^2 p(m_k|\theta)}{\partial^2 \theta} \\
&\quad - \sum_{k=1}^{K} \frac{1}{p^2(m_k|\theta)} \left( \frac{\partial p(m_k|\theta)}{\partial \theta} \right)^2 .
\end{align*}
\]

In the following, we find \( \mathbb{E}\{F_a\} \), \( \mathbb{E}\{F_b\} \). We have:

\[
\begin{align*}
\mathbb{E}\{F_a\} &= \sum_{k=1}^{K} \int p(\theta) \left( \sum_{i=1}^{M_k} \frac{\partial^2 s_{k,i}(\theta)}{\partial^2 \theta} \right) d\theta = 0 , \\
\mathbb{E}\{F_b\} &= \sum_{k=1}^{K} \int p(\theta) \sum_{i=1}^{M_k} \frac{1}{s_{k,i}(\theta)} (\dot{s}_{k,i}(\theta))^2 d\theta ,
\end{align*}
\]

where \( s_{k,i}(\theta) = p(m_k = m_{k,i}|\theta) = p\{m_{k,i} - \frac{\Delta_k}{2} \leq h_k \theta + n_k \leq m_{k,i} + \frac{\Delta_k}{2} | \theta \} \) and \( \dot{s}_{k,i}(\theta) = \frac{\partial s_{k,i}(\theta)}{\partial \theta} \).

To complete the derivations of \( F \) we need to characterize \( s_{k,i}(\theta) \) and \( \dot{s}_{k,i}(\theta) \). Combining all above and recalling \( \theta \sim \mathcal{N}(0, \sigma^2_{\theta}) \), we obtain:

\[
F = \frac{1}{\sigma_\theta} \sum_{k=1}^{K} \sum_{i=1}^{M_k} \int \left( \frac{\dot{s}_{k,i}(\theta)}{s_{k,i}(\theta)} \right)^2 \phi\left( \frac{\theta}{\sigma_\theta} \right) d\theta + \frac{1}{\sigma^2_{\theta}} ,
\]

(4.27)

where \( \phi(.) \) is the standard normal PDF. Equation (5.29) is true for arbitrarily distributed \( h_k \)’s with \( \mathbb{E}\{h_k\} = 1 \ \forall k \) and \( \text{var}(h_k) = \sigma^2_{h_k} \). When \( h_k \)’s are Gaussian we have (for non-Gaussian \( h_k \)’s see
appendix B.2):

\[ s_{k,i}^G(\theta) = \Phi\left( \frac{\zeta_{k,i+1} - \theta}{\sqrt{\theta^2 \sigma^2_h + \sigma^2_n}} \right) - \Phi\left( \frac{\zeta_{k,i} - \theta}{\sqrt{\theta^2 \sigma^2_h + \sigma^2_n}} \right), \]

where \( \zeta_{k,i} = m_{k,i} - \frac{\Delta_k}{2}, \zeta_{k,i+1} = m_{k,i} + \frac{\Delta_k}{2} \) are the quantizer boundaries, and \( \Phi(.) \) is the CDF of a standard normal random variable. Deriving \( s_{k,i}^G(\theta) \) is straightforward and reduces to subtraction of two scaled standard normal PDFs.

### 4.6 Extension to Erroneous Channels

To obtain our results so far we have focused on error-free communication channel model, i.e., the quantization bits from the sensors are available at the FC, to feed the LMMSE estimator. The results can be extended to independent BSCs with different error probabilities \( p_k \). Suppose sensor \( k \) uses Binary Natural Coding (BNC) to code its quantized message \( m_k \), that is sent through a BSC with error probability \( p_k \), and \( \hat{m}_k \) is the corresponding recovered quantization level at the FC, where in general \( \hat{m}_k \neq m_k \), due to channel errors.

#### 4.6.1 LMMSE Estimator and its corresponding MSE

The LMMSE estimator and its MSE would have the same forms as in (4.4) and (4.5), with the difference that vector \( \mathbf{m} \) is replaced with vector \( \mathbf{\hat{m}} \). We characterize \( \mathbb{E}\{\theta \hat{m}_k\} \) and \( \mathbb{E}\{\hat{m}_k \hat{m}_l\} \) as the following:

\[
\mathbb{E}\{\theta \hat{m}_k\} = \mathbb{E}\{\mathbb{E}\{\theta \hat{m}_k | \theta, m_k\}\} = \mathbb{E}\{\theta \mathbb{E}\{\hat{m}_k | m_k\}\}. \tag{4.28}
\]
With BNC of bit sequences and BSC model we have $E\{\hat{m}_k|m_k\} = (1 - 2p_k)m_k$ [161]. Thus (4.28) reduces to $E\{\theta\hat{m}_k\} = (1 - 2p_k)E\{\theta m_k\}$, where $E\{\theta m_k\}$ is characterized in (4.6). For $E\{\hat{m}_k\hat{m}_l\}, k \neq l$ and $k = l$ we have:

\[
\begin{align*}
E\{\hat{m}_k\hat{m}_l\} &= E\{E\{\hat{m}_k\hat{m}_l|\theta, m_k, m_l\}\} \\
E\{E\{\hat{m}_k|m_k\}E\{\hat{m}_l|m_l\}\} &= (1 - 2p_k)(1 - 2p_l)E\{m_km_l\}, \\
E\{\hat{m}_k^2\} &= E\{E\{\hat{m}_k^2|m_k\}\} = g_k E\{m_k^2\} + R_k,
\end{align*}
\]

where (a) in (4.29) is obtained using the facts that (i) given $m_k, m_l$ then $\hat{m}_k, \hat{m}_l$ are independent, (ii) given $\theta$, then $m_k, m_l$ are uncorrelated (since $n_k, n_l, h_k, h_l$ are all uncorrelated). And $g_k = (1 - p_k)^{r_k-1}(1 + p_k(r_k - 5))$ and $R_k = (4/3)(1 - p_k)^{r_k-1}p_k\tau_k^2(2^{r_k} + 1)(2^{r_k} - 1)^{-1}$. To obtain (b) in (4.29) we assume at most one bit in a sequence of $r_k$ bits can be flipped due to the channel errors (roughly speaking $p_k \ll r_k^{-1}$). This is a reasonable assumption noting that for a poor channel with $p_k \approx 0.1$ and typical quantization rates of $r_k \leq 6$, flipping more than one bit in an $r_k$-bit sequence is unlikely [161]. Note that $E\{m_km_l\}$ and $E\{m_k^2\}$ in (4.29) are characterized in (4.7). Having (4.28), (4.29), the LMMSE estimator and its corresponding MSE are characterized for BSC model.

### 4.6.2 BCRLB and Fisher Information Expressions

To find $F$ based on $\hat{m}_k$’s, we need to find the counterpart of (5.28), where $m$ is replaced with $\hat{m}$. For independent BSC model, $\hat{m}_k$’s conditioned on $\theta$ would be independent, leading to $\ln p(\hat{m}|\theta) = \sum_{k=1}^{K} \ln p(\hat{m}_k|\theta)$. Following similar steps as in Section 4.5, we find new $F_a$ to be zero. New $F_b$ can be found by replacing $p(m_k = m_{k,i}|\theta)$ with $p(\hat{m}_k = m_{k,i}|\theta)$ in the derivations. All that remains is
to characterize:

\[ p(\hat{m}_k = m_{k,i}|\theta) = \sum_{j=1}^{M_k} e_k^{ji} p(m_k = m_{k,j}|\theta), \]

where \( e_k^{ij} \) is the probability of receiving level \( m_{k,i} \), while level \( m_{k,j} \) is transmitted from sensor \( k \). Note that \( e_k^{ij} \) can be found in terms of \( p_k \), i.e., \( e_k^{ji} = (p_k)^{n(j,i,r_k)}(1 - p_k)^{r_k - n(j,i,r_k)} \), where \( n(j,i,r_k) \) is the Hamming distance between BNC representations of \( m_{k,j} = \sum_{l=1}^{r_k} b_{k,j,l}2^{r_k-l} \) and \( m_{k,i} = \sum_{l=1}^{r_k} b_{k,i,l}2^{r_k-l} \). To sum up, \( F \) becomes:

\[
F = \sigma_\theta^{-1} \sum_{k=1}^{K} \sum_{i=1}^{M_k} \int \frac{\left( \sum_{j=1}^{M_k} e_k^{ji} s_{k,j}(\theta) \right)^2}{\left( \sum_{j=1}^{M_k} e_k^{ji} s_{k,j}(\theta) \right)} \phi\left( \frac{\theta}{\sigma_\theta} \right) d\theta + \sigma_\theta^{-2}.
\]

4.7 Numerical and Simulation Results

In this section, we corroborate our analytical results with numerical simulations. These results validate the accuracy of our analysis and illustrate the effectiveness and superiority of the proposed rate allocation schemes. We consider networks of sizes \( K = 5, 10, 50 \) and conduct simulations for over \( 10^5 \) observation channels with randomly generated \( \{\sigma^2_{n_k}, \sigma^2_{h_k}\}_{k=1}^{K} \) and depict the average performance for all rate allocation methods (greedy, integer relaxation (relaxed), IRA, Order Aware (OA) uniform, and uniform). We generate \( \sigma^2_{n_k} \) such that \( \mathbb{E}\{\sigma^2_{n_k}\} = 1 \) or \( \mathbb{E}\{\sigma^2_{n_k}\} = k_n \). To investigate the effect of multiplicative observation noise variance on the network dynamics and performance, we let \( \mathbb{E}\{\sigma^2_{h_k}\} = k_h = 0.1, 1, 2, 4 \) to indicate low, moderate, high, and very high multiplicative noise variance.
Figs. 4.3a and 4.3b compare the analytical MSE in (4.9) and simulated MSE for $K = 10, 50$, when greedy method is employed. The simulations are conducted for $h_k$’s drawn from Gaussian, uniform, and Laplacian distributions. We observe that the analytical MSE is a good approximation of simulated MSE for almost all scenarios, and the approximation accuracy improves as $K$ increases and/or $k_h$ decreases. Also, except for small $K$ and very high $k_h$, the distribution of $h_k$ has negligible effect on the approximation accuracy.

4 Integer relaxation and IRA exhibit similar results, and the plots are omitted, for the sake of saving space.
Figs. 4.4 and 4.5 compares the analytical MSE for different methods for $K = 5, 50$ and $k_h = 0.1, 1, 2$. We observe the MSE performance gap between uniform (including OA uniform), and greedy and integer relaxation are remarkable. As $B_{tot}$ increases, the performance of greedy, integer relaxation, uniform, OA uniform approaches that of the clairvoyant centralized estimation. However, there is a persistent gap between the performance of IRA and the clairvoyant case, even for large $B_{tot}$. The performance of greedy and integer relaxation are almost the same for all scenarios. Similar observations are valid for $K = 50$ and the plots are omitted due to lack of space. For large $K$ and small $k_h$ the performance of the individual rate allocation competes with greedy and integer relaxation methods; however, for small $K$ or high $k_h$ it loses the competition. On the other hand, when $B_{tot}$ is relatively small compared to $K$, greedy, integer relaxation, and IRA have the same performance. As expected, we observe larger $k_h$ (larger $K$) leads to a larger (smaller) MSE for all methods.

Fig. 4.6 and 4.7 depicts the MSE performance of different methods and the associated BCRLB for $K = 5, 50$, where $h_k$’s are drawn from Gaussian distribution for BCRLB. The $\sigma^2_{nk}$’s and $\sigma^2_{hk}$’s are independently generated with Chi-Square distribution $\sigma^2_{hk} \sim \chi^2(k_h), \sigma^2_{nk} \sim \chi^2(1)$. 
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For $k_h = 1$ (moderate multiplicative noise), there is a noticeable gap between the MSE and the associated BCRLB for all methods, whereas for $k_h = 0.1$ (low noise) and large $B_{tot}$, this gap tends to be very small. This is in agreement with the result that the MSE of MMSE estimator for a Gaussian linear observation model achieves the BCRLB [4]. In fact, for $k_h = 0$ the observation model in (5.1) becomes the linear Gaussian model $x_k = \theta + n_k$ and when $B_{tot} \to \infty$, LMMSE estimator in (4.4) becomes MMSE estimator, which achieves the BCRLB. Similar observations are valid for $K = 50$ and the plots are omitted due to lack of space.
Figs. 4.8a and 4.8b depict the number of active sensors versus $B_{\text{tot}}$ for all methods and $K = 10, 50$. For $k_h = 2$ (high noise) more sensors become active to reduce the noise effect, by averaging over observations coming from more sensors, leading to smaller quantization rates (coarser quantization). On the other hand, for $h_k = 0.1$ (low noise) less sensors become active, leading to larger quantization rates (finer quantization). These observations illustrate the trade-off mentioned in explanations following (4.15) and in subsection 4.3.4. Note that greedy and integer relaxation methods activate fewer sensors, compared with those of IRA and uniform methods, and still provide better MSE performance (see also Fig. 4.4 and 4.5).
Figs. 4.9a and 4.9b illustrate the average quantization rates of active sensors versus $B_{tot}$ for all methods and $K = 10, 50$. For $k_h = 2$ (high noise) the average quantization rates are smaller (more active sensors with coarser quantization). On the other hand, for $h_k = 0.1$ (low noise) the average quantization rates are larger (less active sensors with finer quantization). These observations illustrate the trade-off mentioned in explanations following (4.15) and in subsection 4.3.4.

Figure 4.8: Number of active sensors vs. $B_{tot}$

Figure 4.9: Average quantization rate of active sensors vs. $B_{tot}$
Figure 4.10: required bandwidth versus a target MSE for different allocation schemes for $K = 5$

**Fig. 4.10 and 4.11** illustrates the required bandwidth, i.e., sum of quantization rates $\sum_{k=1}^{K} r_k$ versus a target MSE (to be satisfied), for all methods and $K = 5, 50$. Note that greedy and integer relaxation methods require much less bandwidth to achieve the target MSE, compared with those of IRA, uniform, and OA uniform. Similar observations are valid for $K = 5$ and the plot is omitted due to lack of space. These figures (excluding IRA) show that, more bandwidth is required to (i) satisfy a smaller target MSE, (ii) satisfy a fixed target MSE for larger $k_h$, (iii) satisfy a fixed target MSE for smaller $K$. In some sub-figures the required bandwidth for some target MSE values are left blank, since the target MSE is not achievable for that particular network setting. Note that IRA method is different from greedy and integer relaxation methods, since it is blind to target MSE and $K$ value (see (4.24),(4.25)), i.e., the assigned quantization rates are independent of the target MSE and $K$ value and the number of active sensors is kept at minimum, such that the target MSE is satisfied. For illustrative purposes, consider a large and easy-to-be-satisfied MSE target, such that it lies in the interval $[0.7, 1]$. Such a target MSE most likely can be satisfied with one active sensor (see Figs. 4.12a, 4.12b), and one bit (see Fig. 4.13) in greedy and integer relaxation methods. However, since IRA is blind to the target MSE, it assigns a quantization rate to the only active sensor, according to the observation channel quality $\sigma_1^2$, that is likely to be larger than one bit (in fact, the smaller $k_h$ is, the larger $r_k$ is).
Figure 4.11: Required bandwidth of different rate allocation methods vs. target MSE for $K = 50$

Figure 4.12: Number of active sensors vs. target MSE

Figs. 4.12a and 4.12b depict the number of active sensors when the target MSE is met for all methods and $K = 10, 50$. Note that greedy and integer relaxation methods activate fewer sensors to satisfy the target MSE, compared with those of IRA and uniform and OA uniform. For $k_h = 2$ (high noise), all methods require more active sensors to satisfy the target MSE (similar observations to those of Fig.4.8).
Figure 4.13: Quantization rate of active sensors vs. target MSE

Figs. 4.13a and 4.13b illustrate the average quantization rates of active sensors versus target MSE, for all methods and $K = 10, 50$. Similar conclusions to those for Fig. 4.11 can be made here. Note that IRA loses the competition to uniform methods for large target MSE values. These figures show that, larger average quantization rate is required to (i) satisfy a smaller target MSE, (ii) satisfy a fixed target MSE for larger $k_h$, (iii) satisfy a fixed target MSE for smaller $K$ (compare the average rate of all algorithms except IRA in Fig. 4.13). In the figures the average quantization rates for some target MSE values are left blank, since the target MSE is not attainable for that particular network setting. Combining the observations from Figs. 4.11, 4.12, 4.13, we conclude that IRA method is not suitable to address $(P2)$. To show the effect of erroneous communication channels [149, 162], Fig. 4.14 depicts the analytical and simulated MSE and compare them with BCRLB for $p = 10^{-1}, 10^{-2}, 10^{-4}$, $K = 50$, and $k_h = 1$, when greedy method is employed. As expected, the analytical MSE is very accurate unless for large error probability $p = 0.1$ (this is expected since to derive (4.29), we assume $p_k \ll r_k^{-1}$, which is not true for $p = 0.1$).
Figure 4.14: MSE and CRLB of greedy vs. $B_{tot}$ for $K = 50$

- **Comparison with Rate Distortion (R-D) Bound in [15]:** As we mentioned in chapter 1, DES and the quadratic Gaussian CEO problem are different and hence the R-D bounds in [14–16] are less relevant to the problem in hand. Interestingly, our simulations show that in some scenarios, even the BCRLB based on multi-bit quantization can reach the R-D bound in [15]. Fig. 4.15 compares the BCRLB based on one-bit and multi-bit quantization with the R-D bound for different $K$ and $k_n$.

We use the R-D bound in [15] given below, which is for a heterogeneous network with limited number of agents:

$$R(D) = 0.5 \left\lfloor \log_2 \left( \frac{\sigma^2}{\hat{D}} \prod_{k=1}^{\tilde{K}} \left( \frac{-\frac{1}{\hat{D}(K)} - \frac{1}{\hat{B}}}{} \right) \right) \right\rfloor,$$

where $\hat{D}(\tilde{K}) = (\sigma_{\theta}^{-2} + \sigma_{\theta_1}^{-2} + \ldots + \sigma_{\theta_N}^{-2})^{-1}$ and $\tilde{K}$ is the largest value that satisfies $\frac{\tilde{K}}{\sigma_{\theta_{\tilde{K}}}^{-2}} \left( \frac{1}{\hat{D}(K)} - \frac{1}{\hat{B}} \right) \geq 0$.

Note that the gap between the R-D bound and the BCRLB based on multi-bit quantization is not persistent: as $B_{tot}$ increases for a fixed $K$, the gap fades away and the latter approaches the former.
• **One-bit MLE and MAP vs. Multi-bit LMMSE:** As we mentioned earlier in literature review, there is a significant gap between the CRLB performance based on one-bit quantization and the clairvoyant benchmark (unquantized observations are available at the FC), when the dynamic range of \( \theta \) is large with respect to \( \sigma_n^2 \) [33]. To illustrate this, Fig. 4.16 plots classical CRLB \( \left( \frac{\sigma_{\theta k}^2(\theta)}{\sigma_{\theta k}^2(\theta)} \right)^{-1} \) versus \( \theta \) in a homogeneous network with \( \sigma_n^2 = 1 \), assuming \( \theta \in [-4, 4] \), corresponding to one bit [121] and two bit quantization. We observe the classical CRLB corresponding to two bit quantization is significantly better than that of one bit quantization, when \( \theta \) is larger than \( \sigma_n^2 \). One expects similar observation holds when we compare MSE of MLE corresponding to one bit and two bit quantization.
In Appendix B.1 we provide an analytical reason for the poor performance of CRLB and MLE based on one bit quantization. When PDF of $\theta$ is known a priori, MAP estimator can be used instead of MLE. Figs. 4.17 and 4.18 plot MSE of one-bit MLE, one-bit MAP, and the proposed multi-bit LMMSE estimators, as well as the associated (one-bit and multi-bit) CRLBs and R-D for a heterogeneous network of size $K = 50$ versus $k_n$ and $B_{tot}$, respectively. As expected, in all cases the proposed multi-bit LMMSE outperforms one-bit MLE and one-bit MAP. Fig. 4.17 also shows that for small $\sigma_n^2$ one-bit MLE and one-bit MAP perform poorly. Also, as $\sigma_\theta^2$ becomes larger the performance gap between one-bit MLE, one-bit MAP and the proposed multi-bit LMMSE increases significantly, as expected from our analysis in Section B.1.
Figure 4.17: Performance comparison of one-bit and multi-bit estimation vs. $k_n$, with $K = 50, B_{tot} = 50, \theta_{max} = 2\sigma_{\theta}$
Figure 4.18: Performance comparison of one bit and multi bit estimation vs. $B_{tot}$, $K = 50$, $\theta_{max} = 2\sigma_\theta$
4.8 Conclusions

We considered DES of a Gaussian source in a heterogeneous bandwidth constrained WSN, where the source is corrupted by independent multiplicative and additive observation noises, with incomplete statistical knowledge of the multiplicative noise. For uniform multi-bit quantizers, we derived the closed-form MSE expression for the LMMSE estimator at the FC, and verified the accuracy of our derivations via simulations. For both error-free and erroneous communication channels (using BSC model) we proposed several rate allocation methods to (i) minimize the MSE given a network bandwidth constraint, and (ii) minimize the required network bandwidth given a target MSE. We also derived the BCRLB and compared the MSE performance of our proposed methods against the BCRLB. Our results corroborate that, for low power multiplicative observation noises and adequate network bandwidth, the gaps between the MSE of our proposed methods and the BCRLB are negligible, while the performance of other methods like IRA in [81], and uniform is not satisfactory. Through analysis and simulations, we showed that one-bit MLE and one-bit MAP in the literature have poor performance, when the realizations of unknown is large (compared with the observation noise variances), whereas our proposed multi-bit LMMSE significantly outperforms estimators based on one-bit quantization.
CHAPTER 5: NOISE ENHANCEMENT IN BAYESIAN DISTRIBUTED ESTIMATION

In this chapter we investigate the problem of Bayesian DES of an unknown Gaussian source in a WSN with a FC. Gaussian multiplicative and additive noise environments are supposed to be present. Assuming that first and second order statistics of multiplicative noise is available and known, we derive the WWB and BCRLB for two cases: i) full precision observations of sensors are available in the FC, ii) only quantized version of observations are available in the FC. For both cases we report and characterize scenarios that according to the bounds, presence of multiplicative noise can enhance the estimation accuracy. We call this phenomena \textit{enhancement mode} of multiplicative noise. We compare the MSE performance of MMSE estimator and MAP estimator with WWB and BCRLB bounds and characterize the \textit{enhancement modes} according to MSE performance of the estimators. In sequel we consider the case that variance of multiplicative noise is unknown, considering the variance of the noise as a nuisance deterministic parameter, we derive three well-known bounds: HCRLB, NB and RUB to assess the performance limits of DES for this case. According to the bounds the \textit{enhancement modes} are more scarce in comparison to the case that the variance of noise is known. Through simulation we demonstrate different examples of multiplicative noise enhancing the DES accuracy according to the bounds. We compare MSE performance of MMSE-ML and MAP-ML estimators with HCRLB, NB and RUB for the case that variance of multiplicative noise is unknown. According to the MSE of these estimators, there is no \textit{enhancement mode} for this case, and multiplicative noise can not enhance the estimation when its variance is unknown.
5.1 System Model and Problem Statement

We consider a network with $K$ spatially distributed sensors and a FC, where the FC is interested in estimating a realization of a random unknown source $\theta \in \Theta = [-\infty, \infty]$ with Gaussian distribution $\theta \sim \mathcal{N}(0, \sigma^2_\theta)$, via fusing the collective received data from all sensors. Note that $\theta$ is not directly observable. Instead each sensor independently observes a noisy version of $\theta$, where both multiplicative and additive observation noises are involved. Let $x_k$ denote the scalar noisy observation of $\theta$ at sensor $k$. We assume the following observation model:\[ x_k = h_k \theta + n_k, \quad \text{for} \quad k = 1, \ldots, K, \] (5.1)

where $h_k$ and $n_k$ are multiplicative and additive observation noises, respectively. Also, $\theta$, $h_k$, $n_k$ are all uncorrelated.

For sake of presentation, we assume multiplicative $h_k$’s and additive $n_k$’s noises are i.i.d, i.e., $n_k \sim \mathcal{N}(0, \sigma^2_n)$, $h_k \sim \mathcal{N}(1, \sigma^2_h)$, $\forall k$. We define vector $x = [x_1, \ldots, x_K]^T \in \Omega = [-\infty, +\infty]^K$ that includes all sensors’ observations. The sensors are not allowed to convene before transmitting to the FC. We focus on comprehending the effects of observation noises on the estimation accuracy and assume that the communication channels between the sensors and the FC are error-free.

Error-free communication channel model has been used before in several classical works on DES, examples are [18–20, 33, 81]. Having received data from all sensors, the FC employs a Bayesian

\[ E\{h_k\} = \mu_k, \] 

\[ \text{var}\{h_k\} = \frac{\sigma^2_h}{\mu_k^2}, n'_k \sim \mathcal{N}(0, \frac{\sigma^2_n}{\mu_k^2}). \] 

Thus without loss of generality, we assume $E\{h_k\} = 1, \forall k$.

\[ 1 \] The observation model in (5.1) is general and can be used for wireless communication systems with fading channel model and multiple receiver antennas [163–165], as well as sensing systems which observation model has a multiplicative sensing matrix with random perturbations.

\[ 2 \] All derivations in this work can be easily re-derived for the case which the variance of additive and multiplicative noises are different across the sensors. For the general case $E\{h_k\} = \mu_k$, we can scale $x_k$ and obtain $x'_k = h'_k \theta + n'_k$, where $x'_k = x_k / \mu_k$, $h'_k = h_k / \mu_k$, $n'_k = n_k / \mu_k$, with $E\{h'_k\} = 1$, \text{var}\{h'_k\} = \frac{\sigma^2_h}{\mu_k^2}, n'_k \sim \mathcal{N}(0, \frac{\sigma^2_n}{\mu_k^2}). \]
estimator to reconstruct $\theta$ and form $\hat{\theta}$. Let $\text{MSE} = \mathbb{E}\{(\hat{\theta} - \theta)^2\}$ denote the corresponding MSE. We study the achievable lower bounds on the MSE and in particular we investigate the effect of multiplicative noise on the bounds. We unearth some scenarios in which the presence of multiplicative noise can enhance the DES accuracy, via decreasing the achievable lower bounds on the MSE. We characterize the mentioned scenarios as *enhancement modes* of multiplicative noise and compare those with the case that there is no multiplicative noise.

### 5.2 Lower Bounds on MSE

We investigate the effect of multiplicative noise on DES performance in two cases/frameworks: 

- **a)** known variance for multiplicative noise, i.e., $\sigma_h^2$ is known
- **b)** unknown variance for multiplicative noise, i.e., $\sigma_h^2$ is unknown.

In order to investigate the first case/framework and characterize the effect of multiplicative noise on achievable bounds we focus on deriving and probing into two well-known Bayesian bounds: 

- **i)** WWB [125] which is known to be the tightest bound of the Weiss and Weinstein family
- **ii)** BCRLB [129].

In order to investigate the second case/framework we focus on deriving and characterizing hybrid bounds such as well-known HCRLB (first introduced in [130] and build on [131]), NB [133, 134], and more recently proposed RUB [135].

#### 5.2.1 Lower bound on the MSE for known $\sigma_h^2$

**5.2.1.1 WWB**

General form of WWB on the MSE of any Bayesian estimator is given in [125] as following:

$$WWB = \sup_{t,s} \frac{t^2 e^{2\mu(s,t)}}{e^{\mu(2s,t)} + e^{\mu(2-2s,-t)} - 2e^{\mu(s,2t)}}.$$  (5.2)
where \( s \in [0, 1] \), \( t \) is chosen on the parameter support and \( \mu(s, t) \) is given as:

\[
\mu(s, t) = \ln \int_{\Theta} \int_{\Omega} \frac{p^s(x, \theta + t)}{p^{s-1}(x, \theta)} dx d\theta .
\]  

(5.3)

The integral in (5.3) can be re written as following:

\[
\mu(s, t) = \ln \int_{\Theta} \frac{p^s(\theta + t)}{p^{s-1}(\theta)} \left( \int_{\Omega} \frac{p^s(x|\theta + t)}{p^{s-1}(x|\theta)} dx \right) d\theta .
\]  

(5.4)

\( J \) in (5.4) is an \( K \) dimensional integral, we delve into characterizing it. From now on we assume \( s = 0.5 \) (since the optimum of (5.2) happens in \( s = 0.5 \) [125]), and drop the \( s \) argument in \( \mu(s, t) \).

Since \( h_k \)’s and \( n_k \)’s are uncorrelated Gaussian random variables, the \( x_k \)’s conditioned on \( \theta \) are independent Gaussian random variables, consequently we have:

\[
p(x|\theta) = \prod_{k=1}^{K} p(x_k|\theta) = \frac{e^{-\frac{|x-1b|^2}{2(\theta^2\sigma_0^2 + \sigma_0^2\sigma_t^2)}}}{[2\pi(\theta^2\sigma_0^2 + \sigma_0^2\sigma_t^2)]^{\frac{K}{2}}} ,
\]  

(5.5)

where \( 1 = [1, ..., 1]^T \). Substituting (5.5) in \( J \) and doing tedious math, we obtain:

\[
J = \frac{e^{-\frac{K\lambda^2}{4(\theta^2\sigma_0^2 + \sigma_0^2\sigma_t^2)}}}{(2\pi)^{\frac{K}{2}} (\sigma_0^2\sigma_t^2)^{\frac{K}{4}}} \int_{\Omega} e^{-a||x-1b||^2} dx ,
\]  

(5.6)

where \( \sigma_0^2 = \theta^2\sigma_0^2 + \sigma_n^2 \), \( \sigma_t^2 = (\theta + t)^2\sigma_0^2 + \sigma_n^2 \), \( a = \frac{(\sigma_0^2 + \sigma_n^2)}{4\sigma_0^2\sigma_t^2} \), and some \( b \neq \pm\infty \), where the integral in (5.6) is independent of \( b \). The definite integral in (5.6) is expressible in closed-form because it can be related to integral of an \( K \) dimensional joint Gaussian pdf with mean vector of \( 1b \) and covariance matrix of \( (2a)^{-1}1 \) (\( I \) is identity matrix) over the support \( \Omega \).
Substituting (5.6) in (5.4) and doing some clean up, we get:

$$
\mu(t) = C(t) + \ln \left[ \int_{\Theta} \left( \frac{\sqrt{\sigma_0^2 + \sigma_t^2}}{2\sigma_\theta} \right)^{K/2} e^{-\frac{(\vartheta + 0.5t)^2}{2\sigma_\theta^2}} - \frac{K\sigma_\theta^2}{4(\sigma_0^2 + \sigma_t^2)} d\vartheta \right],
$$

(5.7)

where $C(t) = \ln\left(\frac{2^K}{\sqrt{2\pi\sigma_\theta}}\right) - \frac{t^2}{8\sigma_\theta^2}$. As can be seen we were able to reduce the $K + 1$ dimensional integral in (5.3) into a one dimensional one in (5.7). Note that the integral in (5.7) can not be expressed in closed-form, however it can easily be calculated with numerical methods since the integrand is an smooth function with no singularities. After calculating $\mu(t)$ we need to do a one dimensional maximization over $t$ (look at (5.2)). Note that $\mu(t)$ is an even function (look at appendix C.1 for the proof) and it also decays rapidly to zero, thus we confined the search domain to $t \in [0, 4\sigma_\theta]$ without any performance degradation.

### 5.2.1.2 BCRLB

In this subsection we derive the BCRLB for any estimator of $\theta$ in (5.1) based on observation vector $x$. The Cramér Rao theorem [129] states that the MSE of any estimator is larger or equal to the inverse of the Fisher information. Assuming that regularity conditions is satisfied, i.e.,

$$
\mathbb{E}\left\{ \frac{\partial \ln p(x, \theta)}{\partial \theta} \right\} = 0 \quad [4, 166],
$$

we write the Fisher information as:

$$
F = -\mathbb{E}_{x, \theta}\left\{ \frac{\partial^2 \ln p(x, \theta)}{\partial \theta^2} \right\} =
-\mathbb{E}_{\theta}\left\{ \mathbb{E}_{x|\theta}\left\{ \frac{\partial^2 \ln p(x|\theta)}{\partial \theta^2} \right\} \right\} - \mathbb{E}_{\theta}\left\{ \frac{\partial^2 \ln p(\theta)}{\partial \theta^2} \right\}.
$$

(5.8)

The expression mentioned with $\ast$ in (5.8) can be perceived as negative of Fisher information for the case of estimating deterministic $\theta$ based on observation vector $x$. Note that the observations in (5.1), conditioned on $\theta$ are jointly Gaussian random variables, so based on results for general
Gaussian case in [4, 3.9] we can write:

\[
\mathbb{E}_{x|\theta}\left\{ \frac{\partial^2 \ln p(x|\theta)}{\partial^2 \theta} \right\} = -\left[ \frac{\partial u(\theta)}{\partial \theta} \right]^T \Sigma^{-1}(\theta) \left[ \frac{\partial u(\theta)}{\partial \theta} \right] - 0.5 \operatorname{trace} \left[ \left( \Sigma^{-1}(\theta) \frac{\partial \Sigma(\theta)}{\partial \theta} \right)^2 \right],
\]

(5.9)

where \( u(\theta) = \mathbb{E}_{x|\theta}\{x|\theta\} = 1\theta \) and \( \Sigma = \mathbb{E}_{x|\theta}\{xx^T|\theta\} = (\theta^2 \sigma_h^2 + \sigma_n^2)I \). Substituting these expressions in (5.9) and doing a tedious cleaning up, we obtain:

\[
\mathbb{E}_{x|\theta}\left\{ \frac{\partial^2 \ln p(x|\theta)}{\partial^2 \theta} \right\} = -K \frac{\sigma_n^2 + \theta^2 \sigma_h^2 + 2\theta^2 \sigma_n^4}{(\sigma_n^2 + \sigma_h^2 \theta^2)^2}.
\]

(5.10)

Next we need to take the expectation of expression in (5.10) with respect to distribution of \( \theta \):

\[
\mathbb{E}_\theta\{\mathbb{E}_{x|\theta}\left\{ \frac{\partial^2 \ln p(x|\theta)}{\partial^2 \theta} \right\} \} =
\int_{-\infty}^{\infty} -K \frac{\sigma_n^2 + \theta^2 \sigma_h^2 + 2\theta^2 \sigma_n^4}{(\sigma_n^2 + \sigma_h^2 \theta^2)^2} \frac{e^{-\frac{\theta^2}{2\sigma_h^2}}}{\sqrt{2\pi\sigma_h^2}} d\theta,
\]

(5.11)

through ponderous and dull integral mathematics the definite integral in (5.11) can be expressed in closed-form. Substituting the closed-form expression into the (5.8) and replacing \( \mathbb{E}\{\frac{\partial^2 \ln p(\theta)}{\partial^2 \theta}\} = \sigma_\theta^{-2} \), the complete expression for Bayesian Fisher information can be written as:

\[
F = K \left( \sqrt{2\pi e^{\frac{\sigma_n^2}{\sigma_h \sigma_n}}} \Phi\left( -\frac{\sigma_n}{\sigma_n \sigma_h}\left( \frac{\sigma_n^2 + \sigma_h^2 + \sigma_n^2 \sigma_h^2}{\sigma_n^2 \sigma_h^2} - \frac{1}{\sigma_h^2} \right) - \frac{1}{\sigma_\theta^2} \right) \right) + \frac{1}{\sigma_\theta^2},
\]

(5.12)

where \( \Phi(.) \) is the CDF of a standard normal random variable, i.e., \( \Phi(x) = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} dt \).

In order to delve into dynamics of Fisher information in (5.12) as a function of \( \sigma_h \), we re ar-
range/formulate/write that as in (5.13), where $z \triangleq \sigma_h$ and $\alpha \triangleq \sigma_n / \sigma_\theta$. Existing the term $z/\alpha$ in Fisher expression (which is indicated with $*$ in (5.13)), can causes the Fisher to be increased with increasing $z$, which is totally unintuitive. We characterize such phenomena as enhancement mode of multiplicative noise and we will dig into/illustrate its details through numerical examples in section 5.5.

$$F = \frac{K \sqrt{2\pi}}{\sigma_\theta^2} e^{\frac{z^2}{2\sigma_\theta^2}} \Phi\left(-\frac{\alpha}{z}\right) \left(\frac{\alpha + \alpha^{-1}}{z} + \frac{z}{\alpha} \right) + 1 - \frac{K}{\sigma_\theta^2}.$$  \hfill (5.13)

**Remark 1:** In case that there is no multiplicative noise, i.e., $z \to 0^+$, the Fisher information in (5.13) goes to $F_{cv} = \frac{K}{\sigma_h^2} + \frac{1}{\sigma_\theta^2}$, which is considered as the clairvoyant Fisher information for general Linear Gaussian model [129]. On other hand when multiplicative noise intensity goes to infinity, i.e., $z \to +\infty$, the Fisher information in (5.13) goes to infinity as well, meaning that multiplicative noise pushes the minimum achievable MSE to zero. Technically speaking when multiplicative noise is in enhancement mode, the more intense gets the noise the more enhancement we get till it reach the maximum of $\frac{1}{F_{cv}} - 0 = (F_{cv})^{-1}$ enhancement in the MSE.

**Lemma 6.** For the observation model in (5.1) with no multiplicative noise, i.e., $\sigma_h^2 = 0$, (which reduces to general linear Gaussian model, i.e., $x_k = \theta + n_k, \; \forall k$), the WWB bound reduces to clairvoyant BCRLB, i.e., $\text{WWW} = (F_{cv})^{-1}$. In other word for the case that there is no multiplicative noise there is no need to calculate WWB bound because it is as tight as BCRLB.

**Proof.** For $\sigma_h^2 = 0$ we have $\sigma_0^2 = \sigma_t^2 = \sigma_n^2$, and it is easy to verify that the expression in (5.7) reduces to:

$$\mu(t) = -\frac{t^2}{8} \left(\frac{K}{\sigma_n^2} + \frac{1}{\sigma_\theta^2}\right),$$
and the WWB for this case is as following:

$$WWB = \sup_t t^2 e^{-\frac{t^2}{4} \left( \frac{K}{\sigma_n^2} + \frac{1}{\sigma_\theta^2} \right)} \cdot \frac{t^2 e^{-\frac{t^2}{2} \left( \frac{K}{\sigma_n^2} + \frac{1}{\sigma_\theta^2} \right)}}{2\left(1 - e^{-\frac{t^2}{2} \left( \frac{K}{\sigma_n^2} + \frac{1}{\sigma_\theta^2} \right)}\right)}. \quad (5.14)$$

Taking the derivative of the function in (5.14) with respect to $t$ and finding its zeros, easily reveals that it has a unique zero/solution in $t = 0$, thus we have:

$$WWB = \sup_t t^2 e^{-\frac{t^2}{4} \left( \frac{K}{\sigma_n^2} + \frac{1}{\sigma_\theta^2} \right)} \cdot \frac{t^2 e^{-\frac{t^2}{2} \left( \frac{K}{\sigma_n^2} + \frac{1}{\sigma_\theta^2} \right)}}{2\left(1 - e^{-\frac{t^2}{2} \left( \frac{K}{\sigma_n^2} + \frac{1}{\sigma_\theta^2} \right)}\right)}$$

$$= \lim_{t \to 0^+} \frac{t^2 e^{-\frac{t^2}{4} \left( \frac{K}{\sigma_n^2} + \frac{1}{\sigma_\theta^2} \right)}}{2\left(1 - e^{-\frac{t^2}{2} \left( \frac{K}{\sigma_n^2} + \frac{1}{\sigma_\theta^2} \right)}\right)} \overset{(a)}{=} \left( \frac{K}{\sigma_n^2} + \frac{1}{\sigma_\theta^2} \right)^{-1} = (F^{cv})^{-1},$$

the calculation of the limit in $(a)$ is easy to verify with L'Hôpital's rule [167].

□

**Lemma 7.** For the observation model in (5.1) with multiplicative noise, i.e., $\sigma_n^2 > 0$, the WWB is strictly tighter than the BCRLB, i.e., $WWB > F^{-1}$.

**Proof.** Since $WWB \geq F^{-1}$ [125], and $WWB \neq F^{-1}$, so $WWB > F^{-1}$. □
\[ E_{x,\theta} \left[ \frac{(\hat{\sigma}_h^2 - \sigma_h^2)^2}{(\sigma_h^2 - \sigma_h^2)(\hat{\theta} - \theta)} \frac{(\hat{\theta} - \theta)(\hat{\theta} - \theta)}{(\hat{\theta} - \theta)^2} \right] \geq \left( -E_{\theta} \begin{bmatrix} \frac{\partial^2 \ln p(x|\eta)}{\partial \sigma_h^2 \partial \sigma_h^2} & \frac{\partial^2 \ln p(x|\eta)}{\partial \sigma_h^2 \partial \theta} \\ \frac{\partial^2 \ln p(x|\eta)}{\partial \theta \partial \sigma_h^2} & \frac{\partial^2 \ln p(x|\eta)}{\partial \theta \partial \theta} \end{bmatrix} \right) \begin{bmatrix} 0 \\ 0 \end{bmatrix} \right) \] 

(5.15)

5.2.2 Lower bounds on the MSE for unknown \( \sigma_h^2 \)

For the case that the value of \( \sigma_h^2 \) is not available, we assume that to be as a deterministic\(^3\) nuisance parameter, while we are interested in estimating random \( \theta \). It is dealing with the situation where we have an unknown vector to be estimated defined as \( \eta \triangleq [\theta, \sigma_h^2]^T \), where the unknown vector consist of both random and deterministic parameters. To address such an estimation problem, the HCRLB first has been presented in context of a specific application in [130] and formulated as a general tool in [131]. The attractiveness of HCRLB stems from the fact that it provides a matrix lower bound on the MSE of both the deterministic and random parameters. Other bounds that address the same issue are YB [132], NB [133, 134] and RUB [135]. We will argue that the RUB is tighter than former ones for the problem in hand.

5.2.2.1 HCRLB

According to [131], the HCRLB matrix for estimating \( \eta \) can be formulated as in (5.15), where \( \hat{\sigma}_h^2 \) and \( \hat{\theta} \) are estimators for \( \sigma_h^2 \) and \( \theta \). Note that conditioned on \( \eta \) the vector of observations \( x \) form a jointly Gaussian vector, consequently after some tedious mathematical operations the elements of matrix \( G \triangleq [g_{11}, g_{12}; g_{21}, g_{22}] \) can be written (refer to results for general Gaussian case in [4, 3.9])

\(^3\) It is prevalent/common to consider the channel gain to be stochastic with deterministic statistics [135, 168, 169]. An example of modeling channel as stochastic with unknown statistics can be found in [170]. Note that modeling the unknown \( \sigma_h^2 \) as a random variable is another way of looking into problem, however it requires a prior full information on distribution of \( \sigma_h^2 \), which does not sound a rationale assumption.
as following:

\begin{align*}
g_{11} &= \frac{-K\theta^4}{2(\theta^2\sigma_h^2 + \sigma_n^2)^2}, \quad g_{22} = \frac{-K(\sigma_n^2 + \theta^2\sigma_h^2 + 2\theta^2\sigma_h^2)}{(\sigma_n^2 + \theta^2\sigma_h^2)^2}, \\
g_{12} = g_{21} &= \frac{-K\theta^3\sigma_h^2}{(\theta^2\sigma_h^2 + \sigma_n^2)^2},
\end{align*}

\quad (5.16)

accordingly the HCRLB in (5.15) can be written as following:

\[
HCRLB = \left( \begin{array}{cc}
E_{\theta}\{g_{11}\} & E_{\theta}\{g_{12}\} \\
E_{\theta}\{g_{21}\} & E_{\theta}\{g_{22}\} + E_{\theta}\{\frac{\partial^2\ln p(\theta)}{\partial\theta^2}\} \\
\end{array} \right)^{-1}
\times \frac{1}{E_{\theta}\{g_{11}\}(E_{\theta}\{g_{22}\} + E_{\theta}\{\frac{\partial^2\ln p(\theta)}{\partial\theta^2}\}) - (E_{\theta}\{g_{12}\})^2}
\times \left[ E_{\theta}\{g_{22}\} + E_{\theta}\{\frac{\partial^2\ln p(\theta)}{\partial\theta^2}\} - E_{\theta}\{g_{12}\} \\
- E_{\theta}\{g_{21}\} & E_{\theta}\{g_{11}\} \end{array} \right].
\]

Thus we conclude that the HCRLB bound for estimator \(\hat{\theta}\) is obtained as following:

\[
E_{x,\theta}\{\hat{\theta} - \theta\}^2 \geq HCRLB = \frac{E_{\theta}\{g_{11}\}}{E_{\theta}\{g_{11}\}(E_{\theta}\{g_{22}\} + E_{\theta}\{\frac{\partial^2\ln p(\theta)}{\partial\theta^2}\}) - (E_{\theta}\{g_{12}\})^2}. \quad (5.17)
\]

According to (5.16) one can easily verify that \(E_{\theta}\{g_{12}\} = 0\), because \(g_{12}\) is an odd function of \(\theta\) so the expectation of that with respect to Gaussian distribution with zero mean is always zero. Thus HCRLB in (5.17) reduces to:
\[ HCRLB = \frac{1}{\mathbb{E}_\theta \{ g_{22} \} + \mathbb{E}_\theta \{ \frac{\partial^2 \ln p(\theta)}{\partial \theta^2} \}}. \] (5.18)

According to definition of \( g_{22} \) in (5.16) and comparing it to (5.10), (5.11) and noting \( \mathbb{E}_\theta \{ \frac{\partial^2 \ln p(\theta)}{\partial \theta^2} \} = \sigma_\theta^{-2} \), we conclude that expression of HCRLB in (5.18) is same as the expression for BCRLB in (5.12).

**Remark 2:** For the observation model of (5.1), the HCRLB for estimating \( \theta \) for the case of unknown multiplicative noise variance \( \sigma_h^2 \), is equal to the BCRLB for the case of known \( \sigma_h^2 \). Thus the well known HCRLB does not yields any new information on estimation performance for the model in (5.1) in comparison to BCRLB\(^4\).

### 5.2.2.2 YB

According to [132] the YB for the model in (5.1) can be established as following:

\[
\mathbb{E}_{x, \theta} \{ (\hat{\theta} - \theta)^2 \} \geq YB = \left[ \mathbb{E}_x \left\{ \frac{\partial \hat{\theta}_{MMSE}(x, \sigma_h^2)}{\partial \sigma_h^2} \right\} \right]^2 H^{-1},
\] (5.19)

where \( \hat{\theta}_{MMSE}(x, \sigma_h^2) \) is the MMSE estimator of unknown \( \theta \) (assuming \( \sigma_h^2 \) is known), i.e., \( \hat{\theta}_{MMSE}(x, \sigma_h^2) = \mathbb{E}\{\theta|x; \sigma_h^2\} \), and \( H \) is the Fisher information with respect to deterministic unknown \( \sigma_h^2 \).

\(^4\)Note that this is true for zero mean \( \theta \). On the other hand for the case of \( \mathbb{E}\{\theta\} \neq 0 \), we have \( \mathbb{E}\{g_{12}\} \neq 0 \) so (5.17) does not reduce to (5.18).
Lemma 8. For the observation model in (5.1) we have following equality:

\[
\mathbb{E}_x \left\{ \frac{\partial \hat{\theta}_{MMSE}(x, \sigma_h^2)}{\partial \sigma_h^2} \right\} = 0.
\]

Proof. Refer to appendix C.2. □

Having the result in lemma 8 and without digging into deriving \( H \) in (5.19) we conclude that \( Y_B \) is always zero for the system model in (5.1). Thus the \( Y_B \) is not a useful bound for the problem in hand.

5.2.2.3 NB

According to [133, 134] the NB for the model in (5.1) can be formulated as following:

\[
\mathbb{E}_{x, \theta} \{(\hat{\theta} - \theta)^2 \} \geq NB = \mathbb{E}_{x, \theta} \{(\hat{\theta}_{MMSE}(x, \sigma_h^2) - \theta)^2 \} + Y_B.
\]

As stated in lemma 8 the \( Y_B \) is equal to zero, so the NB reduces to the MSE of optimal MMSE estimator assuming that \( \sigma_h^2 \) is known. In other word NB states that the lower bound on MSE for observation model in (5.1) with unknown \( \sigma_h^2 \) is equal to the MSE of the MMSE estimator of \( \theta \), with known \( \sigma_h^2 \). In numerical examples we will see that for adequate number of sensors NB will decrease as multiplicative noise gets stronger.

5.2.2.4 RUB

According to [135] the RUB for the model in (5.1) can be written as in (5.20) or as in (5.21).
\[ RUB = \mathbb{E}_{x, \theta} \left\{ \left( \hat{\theta}_{MMSE}(x, \sigma_h^2) - \theta \right)^2 \right\} + \left( \mathbb{E}_{x} \left\{ \left( \frac{\partial \hat{\theta}_{MMSE}(x, \sigma_h^2)}{\partial \sigma_h^2} \right)^2 \right\} \right)^3 + \mathbb{E}_{x} \left\{ \left( \frac{\partial^2 \hat{\theta}_{MMSE}(x, \sigma_h^2)}{\partial \sigma_h^2} \frac{\partial \ln p(x, \sigma_h^2)}{\partial \sigma_h^2} \right)^2 \right\} - \left( \mathbb{E}_{x} \left\{ \left( \frac{\partial \hat{\theta}_{MMSE}(x, \sigma_h^2)}{\partial \sigma_h^2} \right)^2 \right\} \right)^2 \]

\[ (5.20) \]

\[ RUB = NB + \]

\[ \frac{\left( \mathbb{E}_{x} \{ d^2(x, \sigma_h^2) \} \right)^3}{\mathbb{E}_{x} \{ d^2(x, \sigma_h^2) \} \mathbb{E}_{x} \{ e^2(x, \sigma_h^2) \} - \left( \mathbb{E}_{x} \{ d(x, \sigma_h^2) e(x, \sigma_h^2) \} \right)^2}, \]

\[ (5.21) \]

where

\[ d(x, \sigma_h^2) = \frac{\partial \hat{\theta}_{MMSE}(x, \sigma_h^2)}{\partial \sigma_h^2} \]

\[ e(x, \sigma_h^2) = \frac{\partial^2 \hat{\theta}_{MMSE}(x, \sigma_h^2)}{\partial^2 \sigma_h^2} + d(x, \sigma_h^2) \frac{\partial \ln p(x, \sigma_h^2)}{\partial \sigma_h^2}, \]

for derivations of \( d(x, \sigma_h^2) \) see appendix C.2, we omitted the derivations for \( e(x, \sigma_h^2) \) because it is very straightforward and similar to what we did in appendix C.2.

Note that the RUB is valid for Risk Unbiased (RU) estimators [135]. An estimator \( \hat{\theta} \), for the model in 5.1 is considered to be RU provided that it satisfies following:

\[ \mathbb{E}_{x, \theta} \{ (\hat{\theta} - \hat{\theta}_{MMSE}(x, \sigma_h^2)) \frac{\partial \hat{\theta}_{MMSE}(x, \sigma_h^2)}{\partial \sigma_h^2} \} = 0. \]

**Lemma 9.** RUB is always tighter than NB.

**Proof.** The second term in (5.21) is always positive because (i) the term in nominator is positive.
since it is expectation of a positive function. 

(ii) the term in denominator is positive according to Cauchy-Schwartz inequality \( \mathbb{E}\{d^2\} \mathbb{E}\{e^2\} \geq (\mathbb{E}\{de\})^2 \).

5.3 Estimation Schemes

5.3.1 Estimation Schemes for known \( \sigma_n^2 \)

5.3.1.1 MMSE estimator

For the case of known \( \sigma_n^2 \) we can employ MMSE estimator. This estimator can be derived by calculating two one dimensional integrals as following (see Appendix C.2 for details):

\[
\hat{\theta}_{MMSE} = \mathbb{E}\{\theta|\mathbf{x}\} = \int_{-\infty}^{+\infty} \frac{e^{-\frac{|x-1\theta|^2}{2\sigma_n^2}}}{\frac{1}{2\pi\sigma_n^2}} d\theta \\
+ \int_{-\infty}^{+\infty} \frac{\theta e^{-\frac{|x-1\theta|^2}{2\sigma_n^2}}}{\frac{1}{2\pi\sigma_n^2}} d\theta
\]

\[
\hat{\theta}_{MMSE} = \mathbb{E}\{\theta|\mathbf{x}\} = \int_{-\infty}^{+\infty} \frac{e^{-\frac{|x-1\theta|^2}{2\sigma_n^2}}}{\frac{1}{2\pi\sigma_n^2}} d\theta \\
+ \int_{-\infty}^{+\infty} \frac{\theta e^{-\frac{|x-1\theta|^2}{2\sigma_n^2}}}{\frac{1}{2\pi\sigma_n^2}} d\theta
\]  

(5.22)

The integrals in (5.22) do not have closed-form solutions, however those are easily calculated with numerical methods.

121
5.3.1.2 MAP estimator

The MAP estimator for the model in (5.1) can be written as following:

$$\hat{\theta}_{\text{MAP}} = \arg\max_{\theta} \left[ \ln p(x|\theta) + \ln p(\theta) \right] \overset{(a)}{=} \arg\max_{\theta} \left[ K \ln (\theta^2 \sigma_h^2 + \sigma_n^2) + \frac{||x - 1\theta||^2}{\theta^2 \sigma_h^2 + \sigma_n^2} + \frac{\theta^2}{\sigma_\theta^2} \right],$$

(5.23)

where (a) can be verified noting that the vector $x$ conditioned on unknown $\theta$, has a joint Gaussian distribution with mean vector of $\theta 1$, and covariance matrix of $(\theta^2 \sigma_h^2 + \sigma_n^2)I$. Taking the derivative of a posteriori distribution in (5.23) and finding its zeros, provide us with following equation for MAP estimator:

$$\left( \frac{\sigma_h^4}{\sigma_\theta^2 K} \right) \theta^5 + \left( \sigma_h^4 + \frac{2 \sigma_h^2 \sigma_n^2}{\sigma_\theta^2 K} \right) \theta^3 + \left( \tilde{S} \sigma_h^2 \right) \theta^2 + \left( (\theta^2 \sigma_h^2 + \sigma_n^2) - \bar{V} \sigma_h^2 + \frac{\sigma_n^4}{\sigma_\theta^2 K} \right) \theta - \tilde{S} \sigma_n^2 = 0,$$

(5.24)

where $\tilde{S} = (x'1)/K = (\sum_{k=1}^K x_k)/K$, $\bar{V} = (||x||^2)/K$. The zero of the equation in (5.24) which maximizes the posteriori distribution in (5.23), is the MAP estimator. Note that for large $K$ the MAP estimator reduces to Bayesian MLE estimator with ML derivative as following:

$$\sigma_h^4 \theta^3 + \tilde{S} \sigma_h^2 \theta^2 + \left( \theta^2 \sigma_h^2 + \sigma_n^2 - \bar{V} \sigma_h^2 \right) \theta - \tilde{S} \sigma_n^2 = 0.$$
5.3.2 Estimation Schemes for unknown $\sigma_h^2$

For the case that $\sigma_h^2$ is unknown, we employ the well-known MMSE-ML and MAP-ML estimators [171]. For these estimators, first we find the ML estimate of unknown $\sigma_h^2$, afterwards having the estimate of $\sigma_h^2$ we use the MMSE and MAP estimators in (5.22) and (5.23) respectively to form the MMSE-ML and MAP-ML estimates for $\theta$ for case of unknown $\sigma_h^2$. It is proved in [171] that MMSE-ML and MAP-ML estimators are RU and asymptotically converge to MMSE estimator in probability, i.e.,

$$\lim_{K \to +\infty} \mathbb{E}\{ (\hat{\theta}_{\text{MMSE-ML}} - \hat{\theta}_{\text{MMSE}})(\frac{\partial \hat{\theta}_{\text{MMSE}}(x, \sigma_h^2)}{\partial \sigma_h^2}) \} = 0$$

$$\lim_{K \to +\infty} \mathbb{E}\{|\hat{\theta}_{\text{MMSE-ML}} - \hat{\theta}_{\text{MMSE}}|\} = 0 .$$

The results in above equalities are valid for $\hat{\theta}_{\text{MAP-ML}}$ estimator as well [171]. Having observation vector $x$, the ML equation for estimating $\sigma_h^2$, is as following (luckily the zeros of a cubic function can be derived in closed form):

$$\theta^3 - 3\bar{S}\theta^2 + (2\bar{S}^2 + \bar{V})\theta - \bar{S} \times \bar{V} = 0,$$

(5.25)

for details of derivation of (5.25) look at appendix C.3.
Suppose the scalar observations $x_k$'s in (5.1) are separately quantized via uniform quantizers in sensors with fixed step size of $\Delta$. The quantizers have $M$ quantization levels with boundaries $\{\zeta_1, \ldots, \zeta_{M+1}\}$. The observation $x_k$ is mapped into the quantization level $m_k$, where it belongs to one of $M$ quantization levels, i.e., $m_k = \{l_1, \ldots, l_M\}$. The mapping function is like $x_k \in [\zeta_i, \zeta_{i+1}) \rightarrow m_k = l_i$. Assuming that with very high probability $x_k$ lies in the interval $[-\tau, \tau]$ for a reasonably large value of $\tau$, we consider the step size of the quantizers to be $\Delta = \frac{2\tau}{M-1}$. The boundaries are set as $\zeta_1+(M/2) = 0$ and $\zeta_{i+1} - \zeta_i = \Delta$ for $i \in \{1, \ldots, M\}$. The quantization levels are set as $l_i = \frac{\zeta_i + \zeta_{i+1}}{2}$. The quantized observations can be mapped into a binary sequence of length $r = \log_2 M$ (bits) and transmitted to the FC. We refer to $r$ as quantization rate. We define $m = [m_1, \ldots, m_K]^T$ as vector of received quantized observations in the FC, where $m_k \in \omega = \{l_1, \ldots, l_m\}$, and $m \in \Omega' = \omega^K$.

### 5.4.1 WWB derivation for quantized observations

The counterpart of (5.3) for the case of quantized observations named as $\mu_q(t)$ can be formulated as following:

$$
\mu_q(t) = \ln \int_{\Theta} \sum_{m \in \Omega'} \frac{p^{0.5}(m, \theta + t)}{p^{-0.5}(m, \theta)} \, d\theta
$$

$$
\mu_q(t) = \ln \int_{\Theta} \frac{p^{0.5}(\theta + t)}{p^{-0.5}(\theta)} \sum_{m \in \Omega'} \frac{p^{0.5}(m|\theta + t)}{p^{-0.5}(m|\theta)} \, d\theta. \quad (5.26)
$$
Since $h_k$’s and $n_k$’s are uncorrelated Gaussian random variables, and quantizers in sensors are independent, the $m_k$’s conditioned on $\theta$ are independent, so $p(m|\theta) = \prod_k p(m_k|\theta)$, where:

$$p(m_k = l_i|\theta) = p(\zeta_i \leq h_k\theta + n_k < \zeta_{i+1}|\theta) = \Phi\left(\frac{\zeta_{i+1} - \theta}{\sqrt{\theta^2\sigma_h^2 + \sigma_n^2}}\right) - \Phi\left(\frac{\zeta_i - \theta}{\sqrt{\theta^2\sigma_h^2 + \sigma_n^2}}\right) \triangleq P_i(\theta)$$

For brevity we drop the $\theta$ argument in $P_i(\theta)$ and represent it as $P_i$. We also define $P'_i \triangleq P_i(\theta + t)$. Then $p(m_k = l_i)$ can be written as following:

$$p(m_k|\theta) = P_1^{\delta[m_k-l_1]} \times \ldots \times P_M^{\delta[m_k-l_M]}$$

$$p(m|\theta) = P_1^{\sum_k \delta[m_k-l_1]} \times \ldots \times P_M^{\sum_k \delta[m_k-l_M]} ,$$

where $\delta[.]$ is the discrete delta function. Accordingly we can write:

$$\frac{p^{0.5}(m|\theta + t)}{p^{0.5}(m|\theta)} = \left[\{P_1P'_1\}^{\sum_k \delta[m_k-l_1]} \ldots \{P_MP'_M\}^{\sum_k \delta[m_k-l_M]}\right]^{1/2}$$

$$= \left[\prod_{k=1}^K \prod_{i=1}^M \{P_iP'_i\}^{\delta[m_k-l_i]}\right]^{1/2}. \quad (5.27)$$

Having (5.27), it is easy to verify that the $K$ dimensional sum in $J'$ can be decoupled into multiplication of $K$ independent one dimensional sum as following:

$$J' = \sum_{m_1 \in \omega} \ldots \sum_{m_K \in \omega} \left(\prod_{i=1}^M \left\{P_iP'_i\right\}^{\delta[m_{i-1} - l_{i-1}] / 2}\right) \times \ldots \times \left(\prod_{i=1}^M \left\{P_iP'_i\right\}^{\delta[m_{M-1} - l_{M-1}] / 2}\right).$$
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One can verify that each summation in above formula reduces to $\sum_{i=1}^{M} \sqrt{P_i P'_i}$, thus we have $J' = \left[\sum_{i=1}^{M} \sqrt{P_i P'_i}\right]^K$, consequently the $K + 1$ dimensional sum-integral in (5.26) reduces to following one dimensional integral:

$$\mu_q(t) = C_q(t) + \ln \int_{-\infty}^{+\infty} e^{-\frac{(\theta+0.5)^2}{2\sigma_\theta^2}} \left[\sum_{i=1}^{M} \sqrt{P_i P'_i}\right]^K d\theta,$$

where $C_q(t) = \ln\left(\frac{1}{\sqrt{2\pi} \sigma_\theta}\right) - \frac{t^2}{8\sigma_\theta^2}$. The function $\mu_q(t)$ is an even function w.r.t to $t$ (see Appendix C.1 for details), thus the WWB can be found by a one dimensional search for maximum of $\mu_q(t)$ in the interval $[0, 4\sigma_\theta^2]$. 

### 5.4.2 BCRLB derivation for quantized observations

Parallel to subsection 5.2.1.2 we can derive the BCRLB based on quantized observation vector $m$. Assuming that the regularity condition is satisfied, i.e., $\mathbb{E}\left\{\frac{\partial \ln p(m, \theta)}{\partial \theta}\right\} = 0$ [4], we write the Fisher information for quantized observations as following:

$$F_q = -\mathbb{E}\left\{\frac{\partial^2 \ln p(m, \theta)}{\partial \theta^2}\right\} =$$

$$-\mathbb{E}\left\{\frac{\partial^2 \ln p(m|\theta)}{\partial \theta^2}\right\} - \mathbb{E}\left\{\frac{\partial^2 \ln p(\theta)}{\partial \theta^2}\right\}. \quad (5.28)$$
Assuming that \( m_k \)’s conditioned on \( \theta \) are independent, i.e., \( \ln p(m|\theta) = \sum_{k=1}^{K} \ln p(m_k|\theta) \), the first and second derivatives of the log-likelihood function become:

\[
\frac{\partial \ln p(m|\theta)}{\partial \theta} = \sum_{k=1}^{K} \frac{1}{p(m_k|\theta)} \frac{\partial p(m_k|\theta)}{\partial \theta} = F_a,
\]

\[
\frac{\partial^2 \ln p(m|\theta)}{\partial^2 \theta} = \sum_{k=1}^{K} \frac{1}{p(m_k|\theta)} \frac{\partial^2 p(m_k|\theta)}{\partial^2 \theta} - \sum_{k=1}^{K} \frac{1}{p^2(m_k|\theta)} \left( \frac{\partial p(m_k|\theta)}{\partial \theta} \right)^2 = F_b.
\]

In the following, we find \( \mathbb{E}\{F_a\}, \mathbb{E}\{F_b\} \). We have:

\[
\mathbb{E}\{F_a\} = K \int p(\theta) \frac{\partial^2 (\sum_{i=1}^{M} P_i(\theta))}{\partial^2 \theta} d\theta = 0,
\]

\[
\mathbb{E}\{F_b\} = K \int p(\theta) \sum_{i=1}^{M} \frac{1}{P_i(\theta)} (\dot{P}_i(\theta))^2 d\theta,
\]

where \( \dot{P}_i(\theta) = \frac{\partial P_i(\theta)}{\partial \theta} \) (Deriving \( \dot{P}_i(\theta) \) is straightforward and reduces to subtraction of two scaled standard normal PDFs). Combining all above and recalling \( \theta \sim \mathcal{N}(0, \sigma_\theta^2) \), we obtain:

\[
F_q = \frac{K}{\sqrt{2\pi\sigma_\theta^2}} \sum_{i=1}^{M} \int \frac{(\dot{P}_i(\theta))^2}{P_i(\theta)} e^{-\frac{\theta^2}{2\sigma_\theta^2}} d\theta + \frac{1}{\sigma_\theta^2}.
\]

Note that we managed to reduce the \( K + 1 \) dimensional sum-integral in (5.28) to sum of \( M \) one dimensional integral in (5.29).
5.5 Simulation Results

In this section we illustrate the behavior of various lower bounds derived in previous sections with numerous numerical simulations. We demonstrate the existence of the so called enhancement mode of multiplicative noise and characterize the scenarios that it can enhance the DES performance. We also probe into effect of enhancement mode on performance of well-known estimators such as MMSE, MAP, MMSE-ML, MAP-ML and compare their performance’s with associated lower bounds. We consider networks of different sizes i.e., \( K = 10, 20, 50, 100 \), and different additive noise variances i.e., \( \sigma_n^2 = 0.5, 1, 2 \), to investigate the effect of those on enhancement modes. The Monte-Carlo simulations were executed on \( 10^6 \) unknown and noise realizations to produce the MSE performance of different estimators.

Fig. 5.1 depicts the WWB and BCRLB vs known \( \sigma_h^2 \) for different values of \( \sigma_n^2 \). Apparently for \( \sigma_h^2 = 0 \) the WWB and BCRLB are equal (see lemma 6), and as \( \sigma_h^2 \) increases WWB tends to be a tighter bound (see lemma 7). The enhancement modes are marked with arrows.

Figure 5.1: WWB and BCRLB vs known \( \sigma_h^2 \)
As can be seen the *enhancement modes* tend to start with smaller $\sigma_h^2$'s with larger $\sigma_n^2$'s. It is also observable that for a fixed value of $\sigma_h^2$, more enhancement is happening for larger $\sigma_n^2$.

Fig. 5.2 depicts the WWB and BCRLB vs known $\sigma_h^2$ for different values of quantization rate ($r$), and different additive noise variance $\sigma_n^2$. For small quantization rates, i.e., $r = 1, 2$, the gap between WWB and BCRLB is more than the case of $r = 3, 4$. Note that there is no *enhancement modes* for some scenarios, for instance for small quantization rates ($r = 1, 2$ - Fig. 5.2 a,b).

![Graphs for different quantization rates](image)

**Figure 5.2:** WWB and BCRLB vs $\sigma_h^2$ for different quantization rates ($r$) and different $\sigma_n^2$.
For $r = 3$, there is no enhancement mode for $\sigma_n^2 = 0.5$ (this is in agreement to the observation we made in Fig. 5.1, where the enhancement modes were bolder for larger $\sigma_n^2$ and weaker for smaller $\sigma_n^2$), but for $\sigma_n^2 = 1, 2$ in the same case we notice enhancement modes. As $r$ increases the behaviors of bounds get alike the ones in Fig. 5.1, for instance for $r = 4$ we notice the enhancement modes for all values of $\sigma_n^2$ in the figure.

Fig. 5.3 compares the behavior of WWB and BCRLB vs known $\sigma_h^2$, for $\sigma_n^2 = 1$ and different quantization rate values ($r = 1, 2, 3, 4$) with clairvoyant benchmarks. It can be seen that how the increase in quantization rate can change the behavior of the bounds turning the bounds from increasing w.r.t $\sigma_h^2$ to decreasing w.r.t $\sigma_h^2$ (for instance compare the behavior of cases $r = 1$ and $r = 4$). As $r$ increases the gap between bounds for quantized observation cases and the clairvoyant benchmark decrease (compare the case of $r = 4$ and clairvoyant benchmarks). Clairvoyant bounds are indicated with (cv) in the legends.

![Figure 5.3: Comparison of quantized bounds and clairvoyant benchmark, $\sigma_n^2 = 1$](image)
Fig. 5.4 compares the MSE performance of MMSE and MAP estimators with WWB vs known \( \sigma_h^2 \), for \( \sigma_n^2 = 1 \) and different network sizes of \( K = 20, 50, 100 \). For performance comparison we just kept the tighter bound (WWB) and omitted the BCRLB (see Lemma 7). As can be seen provided that number of sensors \( K \), is large enough, the enhancement mode happens for these estimators. For instance for \( K = 100 \) the enhancement mode is apparent in the figure, on the other hand there are no enhancement modes for same estimators for case of \( K = 20 \), despite the fact that WWB suggest that there is an enhancement mode. Thus in practice we need more sensors than that of suggested by lower bounds like WWB to see the enhancement effect of multiplicative noise in estimators. Note that for \( \sigma_h^2 = 0 \) the MSE of MMSE and MAP estimators both reach the WWB bound.

Figure 5.4: Performance of MMSE and MAP estimator
For the case of unknown $\sigma_h^2$, Fig. 5.5 compares the three lower bounds of HCRLB, NB and RUB vs unknown $\sigma_h^2$ for a small network of size $K = 10$ and different values of $\sigma_n^2 = 0.5, 1, 2$. Obviously RUB is tighter than NB (see Lemma 9). As can be seen HCRLB suggests existence of enhancement modes however it is not trustworthy and realistic since according to Remark 2 HCRLB is equal to BCRLB for the problem (BCRLB is representing bound for the case of known $\sigma_h^2$), thus for realistic assessment, we need to focus on NB and RUB which are tighter and reflect better on the case of unknown $\sigma_h^2$.

![Figure 5.5: comparison of HCRLB and NB and RUB vs unknown $\sigma_h^2$, for $K = 10$ and different $\sigma_n^2$ values](image)

Fig. 5.6 compares the three lower bounds of HCRLB, NB and RUB vs unknown $\sigma_h^2$ and $\sigma_n^2 = 1$, for different network sizes of $K = 10, 50, 100$. As can be seen the enhancement mode in this case happens only for large network size of $K = 100$. This in contrast with the case of known $\sigma_h^2$ in Fig. 5.1 where enhancement mode happens for all network sizes (Fig. 5.7 demonstrates this phenomena with more details). Another observation in Fig. 5.6 is that for small network sizes like $K = 10$ the RUB is apparently tighter than NB, however as network size increase (for instance $K = 50, 100$ in the Figure), the gap between RUB and NB almost vanishes.
Fig. 5.6: HCRLB, NB and RUB vs unknown $\sigma_h^2$, for $\sigma_n^2 = 1$ and different $K$’s

Fig. 5.7 compares the tightest bounds associated with two cases of known and unknown $\sigma_h^2$, for $\sigma_n^2 = 1$ and different network sizes of $K = 20, 50, 100$. As can be seen the bounds suggest that the enhancement for the case of known $\sigma_h^2$ happens for all network sizes, however for the case of
unknown $\sigma_h^2$ the network size must be large enough to give rise to enhancement phenomena.

Fig. 5.8 compares the MSE performance of two estimation schemes of MMSE-ML and MAP-ML with the RUB (RUB is tighter than other two bounds HCRLB and NB, so omitted those in this figure and just kept the tightest one, see lemma 9) for a network of size $K = 20$ and different additive noise variances $\sigma_n^2 = 0.5, 1, 2$. The plots are vs unknown $\sigma_h^2$. As can be seen there is no enhancement mode for this network size according to the RUB and MSE of estimators.

Figure 5.8: Performance of MMSE-ML and MAP-ML estimator, for network size $K = 20$

Fig. 5.9 compares the MSE performance of MMSE-ML and MAP-ML with RUB for $\sigma_n^2 = 1$ and different network sizes of $K = 10, 50, 100$. The plots are vs unknown $\sigma_h^2$. As can be seen according to the MSE performance of estimators, we notice no enhancement modes, despite the fact that according to the RUB there is enhancement mode for large networks like $K = 100$. In other words for the case of unknown $\sigma_h^2$ we can not enjoy the enhancement modes with practical estimators like MMSE-ML and MAP-ML even with large network sizes. This is in contrast with the case of known $\sigma_n^2$ (look at Fig. 5.4), where provided that network size is large enough we can enjoy the enhancement mode for estimators like MMSE and MAP. Fig.5.10 clarifies this
phenomena by comparing the MSE of mentioned estimators in two cases of known and unknown $\sigma^2_h$. As can be seen according to MSE of estimators, there is no *enhancement mode* for case of unknown $\sigma^2_h$ (MMSE-ML, MAP-ML) even for large network sizes like $K = 100$. On the other hand for case of known $\sigma^2_h$, provided that network size is large enough, the estimators can enjoy the *enhancement mode* of multiplicative noise, for instance look at MSE of MMSE and MAP for $K = 100$.

![Graph showing performance of MMSE-ML and MAP-ML estimator](image)

**Figure 5.9**: Performance of MMSE-ML and MAP-ML estimator, for $\sigma_n^2 = 1$ and different network size $K = 10, 50, 100$
5.6 Conclusions

We considered DES of a Gaussian unknown parameter with zero mean and known variance, in a
WSN where an FC is tasked with estimating the unknown parameter. Assuming that the variance
of multiplicative noise is known, we derived the WWB and BCRLB for the case that full precision
observations are available in the FC and also the case that only quantized version of observations
are available in the FC. We analyzed the bounds and studied the effect of multiplicative noise on
DES performance. The analytical and simulation results led us to the conclusion that presence of
multiplicative noise in some scenarios can aid the estimation and decreases the MSE. In addition,
simulation examples verifies existence of enhancement modes according to MSE metric of MMSE
and MAP estimators. In sequel we dug into a situation that variance of multiplicative noise is
unknown. Considering the unknown variance as a deterministic nuisance parameter, we derived
the HCRLB, NB and RUB to investigate the effect of multiplicative noise. The bounds predicts
existence of enhancement modes for some rare cases, however comparing the MSE performance of MMSE-ML and MAP-ML and the bounds reveals that there is no enhancement modes of multiplicative noise with unknown variance.
In this thesis we studied the effects of several factors, including correlated additive observation noises, multiplicative observation noises, quantization schemes, communication channel qualities, network bandwidth and power constraints and fusion rules on the performance of DES in WSNs. We characterized the effects of two main contributing factors on the MSE: i) observation quality (dependent on observation noises and quantization errors) ii) communication channel quality (dependent on channel fading and additive noise).

In the following, we summarize chapters 2-5, present our main contributions and provide some ideas for future works.

6.1 Conclusions

In Chapter 2, we considered the DES of a Gaussian vector with a known covariance matrix and linear observation model, in which the FC is tasked with reconstructing the unknowns vector using a linear estimator. Sensors employ uniform multi-bit quantizers and BPSK modulation, and communicate with the FC over power- and bandwidth-constrained channels. We derived two closed-form upper bounds on the MSE in terms of the optimization parameters (i.e., transmit power and quantization rate per sensor). Each bound consists of two terms: the first term is the MSE due to observation noises and quantization errors, and the second term is the MSE due to communication channel errors. We proposed “coupled” and “decoupled” resource allocation schemes that minimize these bounds. The “coupled” schemes utilize the iterative modified ellipsoid method to conduct a $K$-dimensional search and find the quantization rate vector, whereas the “decoupled” ones rely on a one-dimensional search to find the quantization rates. Our simulations show that
when $P_{tot}$ and $B_{tot}$ are not too scarce, the bounds are good approximations of the actual MSE. Through simulations, we verified the effectiveness of the proposed schemes and confirmed that their performance approaches the clairvoyant CE for large $P_{tot}$ and $B_{tot}$ ($P_{tot} \approx 25$ dB, $B_{tot} \approx 30$ bits). Our results indicate that resource allocation is affected by the sensors’ observation qualities, channel gains, and by $P_{tot}$ and $B_{tot}$, e.g., two WSNs with identical conditions and $P_{tot}$ ($B_{tot}$) and different $B_{tot}$ ($P_{tot}$) require two different power (rate) allocations. Additionally, more quantization rate and transmit power are allotted to sensors with better observation qualities.

In Chapter 3, we derived the BCRLB for DES of a Gaussian random variable where the individual observations in sensors are separately quantized with uniform quantizers and sensors have limited sensing dynamic range. The observation model is assumed to be linear with additive Gaussian noise. In sequel we provided closed-form approximations for the BCRLB and studied the behavior of the BCRLB and corresponding approximations as quantization rates, variances of additive observation noises and sensing dynamic range of sensors vary. The simulation results corroborate the accuracy of the proposed approximations and verify that increasing the variance of the additive observation noise always degrades the estimation accuracy and increasing the quantization rates always improves the estimation accuracy. Our simulation results illustrate that for a Gaussian linear model provided that the dynamic sensing range of sensors stays larger than 3.5 times the standard deviation of the sensors’ observations the information loss (in terms of increasing MSE) is negligible, in other word we can limit observations larger than 3.5 times the standard deviation of observations into a confined limited range, without noticeable degradation in the estimation performance.

In Chapter 4, we considered DES of a Gaussian source in a heterogeneous bandwidth constrained WSN, where the source is corrupted by independent multiplicative and additive observation noises, with incomplete statistical knowledge of the multiplicative noise. For uniform multi-bit quantizers, we derived the closed-form MSE expression for the LMMSE estimator at the FC, and verified
the accuracy of our derivations via simulations. For both error-free and erroneous communication channels (modeled as BSC) we proposed several rate allocation methods to \((i)\) minimize the MSE given a network-wide bandwidth constraint, and \((ii)\) minimize the required network-wide bandwidth given a target MSE. We also derived the BCRLB and compared the MSE performance of our proposed methods against the bound. Our results corroborate that, for low power multiplicative observation noises and adequate network-wide bandwidth, the gaps between the MSE of our proposed methods and the BCRLB are negligible, while the performance of other methods like IRA [81], and uniform is not satisfactory. Through analysis and simulations, we showed that one-bit MLE and one-bit MAP in the literature have poor performance, when the realizations of unknown parameter is large compared with the additive observation noise variances, whereas our proposed multi-bit LMMSE significantly outperforms the estimators based on one-bit quantization.

In Chapter 5, we considered DES of a Gaussian unknown parameter with zero mean and known variance in a WSN where the FC is tasked with estimating the unknown parameter. Assuming that the variance of multiplicative noise is known, we derived the WWB and BCRLB for the case that full precision observations are available in the FC and also the case that only quantized version of observations are available in the FC. We analyzed the bounds and studied the effect of multiplicative noise on the DES performance. The analytical and simulation results led us to the conclusion that the presence of multiplicative observation noise in some scenarios can improve the estimation accuracy and decrease the MSE. In addition, simulation examples based on the MSE of MMSE and MAP estimators verify the existence of enhancement modes. In sequel we studied a situation where the variance of the multiplicative observation noise is unknown. Modeling the unknown variance as a deterministic nuisance parameter, we derived the HCRLB, NB and RUB to investigate the effect of the multiplicative observation noise. The bounds predict the existence of enhancement modes for some special cases, however comparing the MSE performance of the
MMSE-ML and MAP-ML estimators and the bounds reveals that there is no *enhancement modes* due to multiplicative noise when its variance is unknown.

### 6.2 Future Work Directions

Based on our contributions in this thesis, one may extend the work in the following directions:

#### 6.2.1 Fusion Rules based on channel outputs

In this thesis we assumed that the FC first recovers the transmitted quantization levels and then feeds these levels into the estimator to reconstruct the unknown parameter. One can extend the work to the case where the FC feeds the channel outputs directly to the estimator\(^1\). That would be interesting to quantify the MSE distortion reduction provided by using channel outputs directly to feed the estimators, as opposed to using the recovered quantization levels.

#### 6.2.2 Effect of Correlated Multiplicative Noise on DES Design and Performance

In Chapters 4 and 5, we assumed the multiplicative observation noises across sensors are independent. The assumption helped us to provide a closed-form expression for the MSE of the corresponding LMMSE estimator and closed-form solutions for optimal rate allocation. That would be interesting to extend the results to the case of correlated multiplicative observation noises to assess the effect of correlation on the system performance and rate allocation scheme.

---

\(^1\)For example suppose \(u_k\) is a Pulse Amplitude Modulated (PAM) symbol, sent from sensor \(k\) to the FC, where \(u_k = m_k \sqrt{P_k}\). The received signal at the FC would be \(y_k = h_k u_k + w_k\). Assuming perfect Channel State Information (CSI), the FC finds the messages as \(z_k = \frac{w_k}{h_k \sqrt{P_k}}\).
APPENDIX A: APPENDIX FOR CHAPTER 2
A.1 Finding Upper Bound on $\mathbb{E}\{(\hat{m}_k - m_k)^2\}$

Suppose that the bit sequence representations of $m_k$ and $\hat{m}_k$ are $(b_{k,1}, ..., b_{k,L_k})$ and $(\hat{b}_{k,1}, ..., \hat{b}_{k,L_k})$, respectively, i.e., $m_k = \Delta_k(0.5 - 2^{L_k-1} + \sum_{j=1}^{L_k} b_{k,j} 2^{L_k-j})$ and $\hat{m}_k = \Delta_k(0.5 - 2^{L_k-1} + \sum_{j=1}^{L_k} \hat{b}_{k,j} 2^{L_k-j})$. Therefore,

$$
\mathbb{E}\{(\hat{m}_k - m_k)^2\} = \Delta_k^2 \mathbb{E}\{(\sum_{j=1}^{L_k} 2^{L_k-j}(b_{k,j} - \hat{b}_{k,j}))^2\}
\leq \Delta_k^2 L_k (4^{L_k}) \sum_{j=1}^{L_k} 4^{-j} \mathbb{E}\{(b_{k,j} - \hat{b}_{k,j})^2\}
\leq p_e \Delta_k^2 L_k (4^{L_k}) \frac{1 - (1/4)^{L_k}}{3}
\leq \frac{4 p_e L_k \gamma_k^2}{3} \exp\left(-\frac{\gamma_k P_k}{L_k} \frac{4 L_k \tau_k^2}{3}\right)
$$

where $(a)$ comes from Cauchy’s inequality $(\sum_j \alpha_j \beta_j)^2 \leq (\sum_j \alpha_j^2)(\sum_j \beta_j^2)$ for arbitrary $\alpha_j, \beta_j$s and the fact that $(b_{k,j} - \hat{b}_{k,j})^2$ is a Bernoulli random variable with success probability $p_e$, $(b)$ is due to the sum of a geometric series, $(c)$ is found using the definition of $\Delta_k$ and $1 - (1/4)^{L_k} < 1$, and $(d)$ is obtained because $p_e = Q\left(\sqrt{\frac{2 \gamma_k P_k}{L_k}}\right)$ and $Q(x) \leq \exp\left(-\frac{x^2}{2}\right)$.

A.2 Properties of $D_2^{upb}$ and $D_2^{uupb}$

One can verify the following:

$$
\frac{\partial D_2^{upb}}{\partial P_k} = -\alpha_k \gamma_k \exp\left(-\frac{\gamma_k P_k}{L_k}\right) \leq 0, \ \forall k
$$

$$
\frac{\partial^2 D_2^{upb}}{\partial P_k \partial P_l} = \begin{cases} 
0, & \text{if } k \neq l \\
\frac{\alpha_k \gamma_k^2}{L_k} \exp\left(-\frac{\gamma_k P_k}{L_k}\right) \geq 0, & \text{if } k = l
\end{cases}
$$
These facts imply that $D_{2_{upb}}$ is a decreasing function of $P_k$s and $P_{tot}$ as well as a jointly convex function of $P_k$s. Similarly,

$$\frac{\partial D_{2_{upb}}}{\partial P_k} = \lambda \left( \frac{4 \tau_k^2 \gamma_k}{3 L_k} \right) \exp \left( - \frac{\gamma_k P_k}{L_k} \right) \leq 0, \quad \forall k$$

$$\frac{\partial^2 D_{2_{upb}}}{\partial P_k \partial P_l} = \begin{cases} 
0, & \text{if } k \neq l \\
\lambda \left( \frac{4 \tau_k^2 \gamma_k^2}{3 L_k} \right) \exp \left( - \frac{\gamma_k P_k}{L_k} \right) \geq 0, & \text{if } k = l 
\end{cases}$$

These facts imply that $D_{2_{upb}}$ is a decreasing function of $P_k$s as well as a jointly convex function of $P_k$s.

A.3 Properties of $\sum_{k=1}^K \delta_k \sigma_{_{ek}}^2$

One can verify the following:

$$\frac{\partial (\sum_{k=1}^K \delta_k \sigma_{_{ek}}^2)}{\partial L_k} = - \frac{2 \ln 2}{3(2L_k - 1)^3} \leq 0, \quad \forall k$$

$$\frac{\partial^2 (\sum_{k=1}^K \delta_k \sigma_{_{ek}}^2)}{\partial L_k \partial L_l} = \begin{cases} 
0, & \text{if } k \neq l \\
\frac{(\ln 2)^2 \delta_k \sigma_{_{ek}}^2 2^{L_k+1}(1+2^{L_k+1})}{3(2^{L_k^2} - 1)^3} \geq 0, & \text{if } k = l 
\end{cases}$$

These facts imply that $\sum_{k=1}^K \delta_k \sigma_{_{ek}}^2$ is a decreasing function of $L_k$s as well as a jointly convex function of $L_k$s.
A.4 More Properties on $D_1$ and $D_{up}^{upb}$

- $D_1$ is a decreasing function of $B_{tot}$: after some mathematical manipulations, one can show that

$$
\frac{\partial D_1}{\partial B_{tot}} = \text{tr}(G \frac{\partial Q}{\partial B_{tot}} G^T) = \sum_{k=1}^{K} \frac{\partial Q}{\partial B_{tot}}_{|k,k} ||g_k||^2 \leq 0,
$$

where after substituting (2.33) into $Q$, we find that $[\frac{\partial Q}{\partial B_{tot}}]_{k,k} = -\frac{2\ln 2^k L_k}{3K} \leq 0$. Similarly, one can show that $\frac{\partial D_{up}^{upb}}{\partial B_{tot}} \leq 0$. As $B_{tot} \to 0$, $[Q]_{k,k} \to \infty$, i.e., all eigenvalues of $(C_x + Q)$ go to infinity. Consequently, due to Weyl’s inequality [140], all eigenvalues of $(C_x + Q)^{-1}$ go to zero. Because $(C_x + Q)^{-1}$ is a diagonalizable matrix, this means that $(C_x + Q)^{-1}$ goes to an all-zero matrix and $D_1 \to \text{tr}(C_0)$. However, as $B_{tot} \to \infty$, $[Q]_{k,k} \to 0$, and thus, $D_1 \to d_0 = \text{tr}(C_0) - \text{tr}(C_{x\theta} C_x^{-1} C_{x\theta})$.

- $D_{up}^{upb}$ is an increasing function of $B_{tot}$: after some mathematical manipulations, one can verify that:

$$
\frac{\partial D_{up}^{upb}}{\partial B_{tot}} = \text{tr}(G \frac{\partial \mathcal{M}'}{\partial B_{tot}} G^T) + \text{tr}(G(B + B^T)G^T),
$$

(A.1)

where $B = -(\frac{\partial Q}{\partial B_{tot}})(C_x + Q)^{-1}\mathcal{M}'$. Substituting (2.33) into $\mathcal{M}'$, we find that $[\frac{\partial \mathcal{M}'}{\partial B_{tot}}]_{k,k} = \frac{\partial u_k}{\partial B_{tot}} = \frac{4\tau^2}{3K} \exp\left(\frac{-\gamma_k P_k}{L_k}\right)[1 + \frac{\gamma_k P_k}{L_k}] \geq 0$. Hence, $G \frac{\partial \mathcal{M}'}{\partial B_{tot}} G^T \succeq 0$, and the first term in (A.1) is non-negative. Next, we show that the second term in (A.1) is also non-negative, and hence, $\frac{\partial D_{up}^{upb}}{\partial B_{tot}} \geq 0$. Because $G^T G$ and $B + B^T$ are symmetric matrices and $G^T G \succeq 0$, by using inequality (2) of [172] we obtain

$$
\text{tr}(G(B + B^T)G^T) = \text{tr}(GG^T(B + B^T)) \geq \lambda_{\text{min}}(GG^T)\text{tr}(B + B^T)
$$
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where $\lambda_{\min}(GG^T) \geq 0$. Furthermore, 

$$
\text{tr}(B + B^T) = 2\text{tr}(B) = 2\text{tr}(\mathcal{M}'(-\frac{\partial Q}{\partial B_{\text{tot}}})(C_x + Q)^{-1})
\geq 2\lambda_{\min}(\mathcal{M}'(-\frac{\partial Q}{\partial B_{\text{tot}}}))\text{tr}((C_x + Q)^{-1}) \geq 0,
$$

in which (e), (f) above are found because $\mathcal{M}'(-\frac{\partial Q}{\partial B_{\text{tot}}})$ and $(C_x + Q)^{-1}$ are symmetric and positive definite matrices. Similarly, one can show that $\frac{\partial D_{\text{upb}}}{\partial B_{\text{tot}}} \geq 0$. As $B_{\text{tot}} \to 0$, $[\mathcal{M}']_{k,k} \to 0$ and $G, G^T$ go to all-zero matrices, and therefore, $D_{\text{upb}} \to 0$. However, as $B_{\text{tot}} \to \infty$, $[\mathcal{M}']_{k,k} \to \infty$ and $G \to C_x^T C_x^{-1}$, and therefore, $D_{\text{upb}} \to \infty$. 
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A.5 Rate Discretization Algorithm

**Data:** $L^c$ & all the data required for running Algorithm “a-coupled”

**Result:** Discretized Quantization Rates and Associated Power Allocation initialization;

$L = L^c$

$U = \{1, ..., K\}$

$\mathcal{X} = \emptyset$ % set of sensor indices with discretized rates

**while** $|\mathcal{X}| < |U|$ **do**

**if** $\sum_{j=1}^{K} L_j < B_{tot}$ **then**

$m = \arg\min_{j \notin \mathcal{X}} (L_j)$ ;

else

$m = \arg\max_{j \notin \mathcal{X}} (L_j)$ ;

end

$L_{ur} = L + [0, ..., \left\lfloor L_m \right\rfloor - L_m, ..., 0]^T$

$L_{lr} = L + [0, ..., \left\lceil L_m \right\rceil - L_m, ..., 0]^T$

**if** $D^{upb}(P, L_{ur}) \geq D^{upb}(P, L_{lr})$ **then**

$L = L + [0, ..., \left\lfloor L_m \right\rfloor - L_m, ..., 0]^T$;

else

$L = L + [0, ..., \left\lceil L_m \right\rceil - L_m, ..., 0]^T$;

end

$\mathcal{X} \leftarrow (\mathcal{X} \cup \{m\})$

$B_{tot} \leftarrow (B_{tot} - L_m)$

---

Apply the Algorithm “a-coupled” to reallocate power to all sensors and reallocate rates to sensors with indices in the set ($U - \mathcal{X}$)

---

**Algorithm:** Discretizing Quantization Rates
A.6 “a-decoupled” algorithm

Data: System Parameters defined in system model
Result: Continuous solution for quantization rates and transmission powers initialization;
\[ B^{opt} = 1 \]

\[ \text{for } i = 1 : B_{tot} \text{ do} \]
\[ B^{(i)} = i \]
\[ L_k = \frac{B^{(i)}}{K} + \log_2 \left( \sqrt{\frac{\delta_k \tau_k^2}{\prod_{j=1}^K \delta_j \tau_j^2}} \right) \]
\[ \gamma_k = \frac{|h_k|^2}{2 \sigma_k^2 L_k}, \quad \alpha_k = \tau_k^2 (4 L_k/3) \sum_{i=1}^q (|G|_{ik})^2 \]
\[ \lambda = \left( \prod_{k \in I} \frac{\gamma_k \alpha_k}{\lambda} \right)^{(1/\gamma_k)} \left( \prod_{n \in \mathbb{Z}} \frac{1}{\gamma_n \alpha_n} \right) \]
\[ P_k = \left[ \frac{1}{\gamma_k} \log \left( \frac{\gamma_k \alpha_k}{\lambda} \right) \right]^+, \quad k = 1, ..., K \]

\[ D_{upb}^{(i)} = \left( \prod_{k \in I} \frac{\gamma_k \alpha_k}{\lambda} \right)^{(1/\gamma_k)} \left( \prod_{n \in \mathbb{Z}} \frac{1}{\gamma_n \alpha_n} \right) \sum_{i=1}^q (|G|_{ik})^2 \]

\[ \text{if } i > 1 \text{ and } D_{upb}^{(i)} < D_{upb}^{(i-1)} \text{ then} \]
\[ B^{opt} = B^{(i)} \]
end

Final rate and power allocation based on \( B^{opt} \):
\[ L_k^{opt} = \frac{B^{opt}}{K} + \log_2 \left( \sqrt{\frac{\delta_k \tau_k^2}{\prod_{j=1}^K \delta_j \tau_j^2}} \right) \]
\[ \gamma_k^{opt} = \frac{|h_k|^2}{2 \sigma_k^2 L_k^{opt}}, \quad \alpha_k^{opt} = \tau_k^2 (4 L_k^{opt}/3) \sum_{i=1}^q (|G|_{ik})^2 \]
\[ \lambda^{opt} = \left( \prod_{k \in I} \frac{\gamma_k^{opt} \alpha_k^{opt}}{\lambda^{opt}} \right)^{(1/\gamma_k^{opt})} \left( \prod_{n \in \mathbb{Z}} \frac{1}{\gamma_n^{opt} \alpha_n^{opt}} \right) \]
\[ P_k^{opt} = \left[ \frac{1}{\gamma_k^{opt}} \log \left( \frac{\gamma_k^{opt} \alpha_k^{opt}}{\lambda^{opt}} \right) \right]^+, \quad k = 1, ..., K \]
end

Algorithm: A-Decoupled

A.7 Ellipsoid Method is Guaranteed to Converge

We consider Ellipsoid method iterative updating formula (2.24) in general form of \( x^{(i+1)} = x^{(i)} + p S^{(i)} \), where \( x^{(i)} \) is the optimization variable in iteration \( i \), \( p \) is the step size and \( S^{(i)} \) is the 'update direction' of algorithm. We also assume that the objective function [of optimization] is \( F(x) \). Ac-
According to (prop. ref bertsekas) if objective $F(x)$ and $S^{(i)}$ satisfy following conditions, then the Ellipsoid method will converge to KKT conditions/stationary point of problem.

1) $F(x) \geq 0$

2) $\nabla F$ must be Lipschitz Continuous. i.e $||\nabla F(x) - \nabla F(y)|| \leq K_1||x - y|| \ \forall x, y \in \mathbb{R}^n$

3) $||S^{(i)}|| \geq K_2||\nabla F(x^{(i)})||$

4) $S^{(i)T}\nabla F(x^{(i)}) \leq -K_3||S^{(i)}||^2$

For condition 1, it is obvious that our objective function $D_{upb}$ is always nonnegative because it is an upper bound on MSE metric. For the Ellipsoid method we have $S^{(i)} = -A^{(i)}\nabla^{(i)} = -(\frac{A^{(i)}}{\sqrt{\nabla^{(i)}T A^{(i)} \nabla^{(i)}}})\nabla^{(i)}$. For ease of representation we introduce $z^{(i)} = \sqrt{\nabla^{(i)T} A^{(i)} \nabla^{(i)}}$. The matrix $A^{(i)}$ which describes the ellipsoid in each iteration is a positive definite (p.d) matrix, so $(A^{(i)})^{-1}$ is also a p.d matrix. Suppose that we choose a positive $K_3$ in a way such that $K_3 \leq \lambda_{min}((A^{(i)})^{-1}) \ \forall i$ then we have $(A^{(i)})^{-1} - K_3 I \geq 0 \ \forall i$, having this we can follow:

$$K_3||S^{(i)}||^2 \leq (S^{(i)})^T(A^{(i)})^{-1}S^{(i)} = \frac{-(S^{(i)})^T\nabla F}{z^{(i)}}. \quad (A.2)$$

If we choose $K'_3 = K_3 \inf(z^{(i)})$, ($K'_3 \geq 0$ because $z^{(i)} \geq 0$ and $K_3 \geq 0$) then we have $(S^{(i)})^T\nabla F \leq -K'_3||S^{(i)}||^2$, so condition 4 is satisfied.

For condition 5 we can easily follow that $z^{(i)}(A^{(i)})^{-1}S^{(i)} = -\nabla F$ and taking norm from both sides we have the inequality $|z^{(i)}| \ ||A^{(i)}|^{-1}|| \ ||S^{(i)}|| \geq ||\nabla F||$, having the inequality and choosing $K_2 = \frac{1}{\text{Sup}(\{z^{(i)}\} ||A^{(i)}|^{-1}||)}$, it can easily followed $||S^{(i)}|| \geq K_2||\nabla F||$.

on condition 2): For a twice continuously differentiable function (It is easy to verify that the objective function in (2.18) is twice continuously differentiable function.), Lipschitz Continuity condition can be replaced with following simple condition: The set $\{x|F(x) \leq c\}$ must be bounded for every $c \in \mathbb{R}$. If we assume that $D_{min} = \text{minimum}(D_{upb}(\{L_k\})^{K_{k=1}})$ given $\{P_k\}_{k=1}^K$. Then the set $\{L|D(L)_1 + D(L)_{upb} \leq c, D_{min} \leq c \leq \infty\}$ is bounded. For proving this lets assume that the
set is not bounded, so at least one of $L_i$ goes to infinity ($L_i \to \pm\infty$), having this we can easily show that $D_{upb}^2 \to \pm\infty$ (because $D_{upb}^2 = \sum_{k=1}^{K} u_k ||g_k||^2$ and $u_i \to \pm\infty$ when $L_i \to \pm\infty$, while $||g_k||^2 > 0$) and that is a contradiction which leaves us with the result that the set is bounded.
APPENDIX B: APPENDIX FOR CHAPTER 4
B.1 On one-bit MLE

For a homogeneous network, the likelihood function corresponding to one bit quantization is

\[ L(\theta) = \sum_{k=1}^{K} \ln \Phi(y_k \theta v(\theta)), \]

where \( v(\theta) = \sqrt{\theta^2 \sigma_n^2 + \sigma^2} \) and \( y_k = \text{sign}(h_k \theta + n_k) \). Therefore, the one-bit MLE is \( \hat{\theta}_{ML} = \arg\max_{\theta \in [-\theta_{max}, \theta_{max}]} L(\theta) \). We have:

\[
\hat{L}(\theta) = \frac{\partial L}{\partial \theta} = \frac{\sigma_n^2}{v^2(\theta)} \phi\left(\frac{\theta}{v(\theta)}\right) \left[ \frac{N^+}{\Phi(\frac{\theta}{v(\theta)})} - \frac{N^-}{\Phi(\frac{-\theta}{v(\theta)})} \right],
\]

where \( N^+ \) and \( N^- \) are number of +1’s and -1’s in all \( y_k \)'s, respectively, and \( N^+ + N^- = K \). Since \( l_a(\theta) > 0 \), the solution of \( l_b(\theta) = 0 \) is \( \hat{\theta}_{ML} \). However, in some cases this equation has no solution in \([ -\theta_{max}, \theta_{max} ]\) and \( L(\theta) \) is strictly monotonic. One instance is when both multiplicative and additive noises are very small, such that all \( y_k \)'s are equal to +1 almost surely, i.e., \( N^+ = K, N^- = 0 \), and hence \( \hat{\theta}_{ML} = \theta_{max} \). This poor performance of MLE for low power noises is unintuitive.

Below, we provide an analytical explanation for this. Let \( P_s \) denote the probability of \( L(\theta) \) being strictly monotonic (i.e., the probability of \( l_b(\theta) > 0 \lor l_b(\theta) < 0 \)). We find:

\[
P_s = \left[ \Phi^{K-q}\left(\frac{\theta}{v(\theta)}\right) + \Phi^{K-q}\left(\frac{-\theta}{v(\theta)}\right) \right] \times \sum_{i=0}^{q} \left( \Phi^{i}\left(\frac{\theta}{v(\theta)}\right) \Phi^{q-i}\left(\frac{-\theta}{v(\theta)}\right) \right),
\]

where \( q = \left[ \Phi\left(\frac{-\theta_{max}}{v(\theta_{max})}\right) \right] \). Interestingly, \( P_s \) is an even function of \( \frac{\theta}{\sigma_n} \) and can get very close to one, plot of \( P_s \) versus \( \frac{\theta}{\sigma_n} \) is depicted in Fig. B.1. In fact, when \( \frac{\theta}{\sigma_n} \) is large enough MLE becomes independent of \( y_k \)'s and realization of \( \theta \), i.e., \( \hat{\theta}_{ML} = \pm \theta_{max} \), leading to poor estimation performance. The larger is the dynamic range of \( \theta \) (compared with \( \sigma_n^2 \)), the larger is the estimation error of one-bit MLE.
When PDF of $\theta$ is known *a priori*, MAP can be used instead of MLE, where $\hat{\theta}_{MAP} = \arg\max [L(\theta) + \ln(\sigma_\theta^{-1} \phi(\frac{\theta}{\sigma_\theta}))]$, i.e., $\hat{\theta}_{MAP}$ is the solution of $\dot{L}(\theta) = \frac{\theta}{\sigma_\theta^2}$. As we discussed before, in some cases $\dot{L}(\theta)$ becomes almost independent of $y_k$’s and realization of $\theta$, leading to poor estimation performance.

Figs. B.2.a and B.2.b depict Mont Carlo averages of $\hat{\theta}_{ML}$ and $\hat{\theta}_{MAP}$ versus realizations of $\theta$ for $\sigma_n^2 = 1, \sigma_h^2 = 0.1, 1, K = 5, 50$. These figures show that as the realization of $\theta$ becomes large enough, the estimates become more inaccurate, i.e., $\hat{\theta}_{ML}$ approaches $\pm \theta_{max}$ and $\hat{\theta}_{MAP}$ gets independent of $\theta$ realization, and is determined\(^1\) by $\sigma_\theta^2, \sigma_h^2, K$, causing severe estimation errors.

\(^1\)In contrast to $\hat{\theta}_{ML}$, our simulations suggest, provided that $\theta_{max} > 3\sigma_\theta$, $\hat{\theta}_{MAP}$ does not depend on $\theta_{max}$ in these cases.
Figure B.2: $\hat{\theta}_{ML}$ and $\hat{\theta}_{MAP}$ vs. realizations of $\theta$
B.2 Fisher information for non Gaussian Multiplicative Noise

• Uniform distribution: Suppose $h_k$’s are uniformly distributed with unit mean and variance $\sigma^2_{h_k}$, i.e $h_k \sim U(a_k, b_k)$ with $a_k + b_k = 2$ and $(b_k - a_k)^2 = 12\sigma^2_{h_k}$. Consider $x_k = h_k\theta + n_k$, conditioned on $\theta$, has the following PDF:

$$f_{x_k|\theta}(x|\theta) = \begin{cases} 
\frac{\phi\left(\frac{x - a_k\theta}{\sigma_{n_k}}\right) - \phi\left(\frac{x - b_k\theta}{\sigma_{n_k}}\right)}{\theta(b_k - a_k)}, & \text{if } \theta \neq 0 \\
\frac{1}{\sigma_{n_k}} \phi\left(\frac{x}{\sigma_{n_k}}\right), & \text{if } \theta = 0
\end{cases}$$

Thus we can follow:

$$s^U_{k,i}(\theta) = p\{\zeta_{k,i} \leq x_k \leq \zeta_{k,i+1}|\theta\} = \int_{\zeta_{k,i}}^{\zeta_{k,i+1}} f(x_k|\theta) dx_k,$$

where $\zeta_{k,i} = m_{k,i} - \Delta_k^2$ and $\zeta_{k,i+1} = m_{k,i} + \Delta_k^2$. Using normal integrals in [173] we can write $s^U_{k,i}(\theta)$ as following:

$$s^U_{k,i}(\theta) = \begin{cases} 
\sigma_{n_k} \frac{\Phi(\zeta_{k,i+1} - \zeta_{k,i}) - \Phi(\zeta_{k,i+1} - \zeta_{k,i+1})}{\theta(b_k - a_k)} + \\
\phi(\zeta_{k,i+1} - \zeta_{k,i+1}) - \phi(\zeta_{k,i} - \zeta_{k,i+1}), & \text{if } \theta \neq 0 \\
\Phi\left(\frac{\zeta_{k,i+1} - \zeta_{k,i}}{\sigma_{n_k}}\right) - \Phi\left(\frac{\zeta_{k,i}}{\sigma_{n_k}}\right), & \text{if } \theta = 0
\end{cases}$$

where $\zeta_{k,i}(\theta) = \zeta_{k,i}^a = \frac{\zeta_{k,i} - a_k\theta}{\sigma_{n_k}}$, $\zeta_{k,i}(\theta) = \zeta_{k,i}^b = \frac{\zeta_{k,i} - b_k\theta}{\sigma_{n_k}}$ and $\Phi(y, z) = y\Phi(y) - z\Phi(z)$ and $\psi(y, z) = \phi(y) - \phi(z)$.

• Laplace distribution: Suppose $h_k$’s have Laplace distributions with unit mean and scale parameter of $b$ (variance of $h_k$ is $\sigma^2_{h_k} = 2b^2$), i.e $f_{h_k}(x) = \frac{1}{2b} e^{-|x|/b}$, consider $x_k = h_k\theta + n_k$, conditioned on
\( \theta \), has the following PDF:

\[
\begin{align*}
    f_{x_k|\theta}(x|\theta) &= \begin{cases} 
    \frac{e^{\frac{x-\theta}{\sigma_{nk}}}}{\lambda} \Phi\left(\frac{x-\theta}{\sigma_{nk}} + \nu_k\right) + e^{-\frac{x-\theta}{\sigma_{nk}}} \Phi\left(\frac{x-\theta}{\sigma_{nk}} + \nu_k\right), & \text{if } \theta \neq 0 \\
    \frac{1}{\sigma_{nk}} \phi\left(\frac{x}{\sigma_{nk}}\right), & \text{if } \theta = 0 
    \end{cases}
\end{align*}
\]

where \( \nu_k = -\frac{\sigma_{nk}}{\theta} \). Using the integrals in [173] we can obtain:

\[
    s_{k,i}^L(\theta) = p\{\zeta_{k,i} \leq x_k \leq \zeta_{k,i+1}|\theta\} = 
    \begin{cases} 
    \Omega(\zeta'_{k,i},\zeta'_{k,i+1},\nu_k) + \Omega(-\zeta'_{k,i},-\zeta'_{k,i+1},\nu_k) \\
    2 e^{-\frac{\nu^2_k}{2}} \\
    \Phi(\zeta'_{k,i+1}) - \Phi(\zeta'_{k,i}), & \text{if } \theta \neq 0 \\
    \Phi\left(\frac{\zeta_{k,i+1}}{\sigma_{nk}}\right) - \Phi\left(\frac{\zeta_{k,i}}{\sigma_{nk}}\right), & \text{if } \theta = 0 
    \end{cases}
\]

where \( \Omega(y, z, t) = e^{ty} \Phi(y + t) - e^{tz} \Phi(z + t) \), and \( \zeta'_{k,i} = \frac{\zeta_{k,i} - \theta}{\sigma_{nk}} \).
APPENDIX C: APPENDIX FOR CHAPTER 5
C.1 \( \mu(t) \) and \( \mu_q(t) \) are even functions of \( t \)

- on \( \mu(t) \):

Note that \( C(t) \) in (5.7) is an even function. For the integral in (5.7) we substitute \( \theta = -\theta' \) and replace \( t \) with \(-t\), then we have:

\[
\sigma_0'^2 = \theta'^2 \sigma_h^2 + \sigma_n^2, \quad \sigma_t'^2 = (\theta' - t)^2 \sigma_h^2 + \sigma_n^2 = (\theta' + t)^2 \sigma_h^2 + \sigma_n^2
\]

and

\[
\int_{-\infty}^{\infty} \left( \frac{\sqrt{\sigma_0'^2 \sigma_t'^2}}{\sigma_0^2 + \sigma_t^2} \right)^{\frac{K}{T}} e^{-\frac{(\theta' - 0.5\theta t)^2}{2\sigma_h^2}} \frac{K t^2}{4(\sigma_0^2 + \sigma_t^2)} \, d\theta' =
\]

\[
\int_{-\infty}^{\infty} \left( \frac{\sqrt{\sigma_0'^2 \sigma_t'^2}}{\sigma_0^2 + \sigma_t^2} \right)^{\frac{K}{T}} e^{-\frac{(\theta + 0.5\theta t)^2}{2\sigma_h^2}} \frac{K t^2}{4(\sigma_0^2 + \sigma_t^2)} \, d\theta,
\]

the equality in (C.1) is axiomatic with substituting \( \theta' = \theta \).

- on \( \mu_q(t) \):

Noting that: (i) \( \Phi(-\alpha) = 1 - \Phi(\alpha) \), (ii) quantizer boundaries are symmetric around zero, i.e., \( \zeta_i = -\zeta_{M+2-i} \) for \( i \in \{1, ..., M + 1\} \). It is easy to verify following:

\[
[P_i(\theta)P_i']_{\theta=-\theta'}^{t=-t} = [P_i(\theta)P_i(\theta + t)]_{\theta=-\theta'}^{t=-t} = P_i(\theta')P_i',
\]

thus replacing \( t \) with \(-t\) and changing the integration variable from \( \theta \) to \(-\theta'\) in (5.28) one can verify \( \mu_q(-t) = \mu_q(t) \).
C.2  Proof for lemma 8

The MMSE estimator of $\theta$ can be written as following:

$$
\hat{\theta}_{\text{MMSE}}(x, \sigma_h^2) = \frac{q(x, \sigma_h^2)}{p(x, \sigma_h^2)},
$$

(C.2)

where $q(x, \sigma_h^2)$ and $p(x, \sigma_h^2)$ (the joint distribution observation vector $x$), are formulated as following:

$$
p(x, \sigma_h^2) = \int_{-\infty}^{+\infty} p(x|\theta)p(\theta)d\theta = \int_{-\infty}^{+\infty} e^{-\frac{||x-1\theta||^2}{2v(\theta^2)} - \frac{\theta^2}{2\sigma^2}} d\theta,
$$

$$
q(x, \sigma_h^2) = \int_{-\infty}^{+\infty} \theta p(x|\theta)p(\theta)d\theta = \int_{-\infty}^{+\infty} \theta e^{-\frac{||x-1\theta||^2}{2v(\theta^2)} - \frac{\theta^2}{2\sigma^2}} d\theta,
$$

where $v(\theta^2) = \theta^2 \sigma_h^2 + \sigma^2_n$. The partial derivative of the estimator in (C.2) with respect to $\sigma_h^2$ can be written as following:
\[
\frac{\partial \hat{\theta}_{\text{MMSE}}(x, \sigma_h^2)}{\partial \sigma_h^2} = \frac{\partial q(x, \sigma_h^2)}{\partial \sigma_h^2} p(x, \sigma_h^2) - \frac{\partial p(x, \sigma_h^2)}{\partial \sigma_h^2} q(x, \sigma_h^2) \left( p(x, \sigma_h^2) \right)^2.
\] (C.3)

It is easy to derive the partial derivatives in (C.3) as following:

\[
\frac{\partial p(x, \sigma_h^2)}{\partial \sigma_h^2} = \frac{1}{\sqrt{(2\pi)^{K+1} \sigma_\theta^2}} \times \int_{-\infty}^{+\infty} \theta^2 e^{-\frac{||x-1\theta||^2}{2\sigma_h^2}} \left( \frac{v(\theta^2)^K}{v(\theta^2)^K - K v(\theta)} \right) d\theta,
\]

\[
\frac{\partial q(x, \sigma_h^2)}{\partial \sigma_h^2} = \frac{1}{\sqrt{(2\pi)^{K+1} \sigma_\theta^2}} \times \int_{-\infty}^{+\infty} \theta^3 e^{-\frac{||x-1\theta||^2}{2\sigma_h^2}} \left( \frac{v(\theta^2)^K}{v(\theta^2)^K - K v(\theta)} \right) d\theta.
\] (C.4)

Changing the variables for integration in (C.4) as \(\theta = -\theta'\) and replacing \(x = -x\) one can verify that:

\[
p(-x, \sigma_h^2) = p(x, \sigma_h^2), \quad q(-x, \sigma_h^2) = -q(x, \sigma_h^2),
\]

\[
\frac{\partial p(-x, \sigma_h^2)}{\partial \sigma_h^2} = \frac{\partial p(x, \sigma_h^2)}{\partial \sigma_h^2}, \quad \frac{\partial q(-x, \sigma_h^2)}{\partial \sigma_h^2} = -\frac{\partial q(x, \sigma_h^2)}{\partial \sigma_h^2}.
\] (C.5)
Based on (C.5) it is easy to verify that:

\[
\frac{\partial \hat{\theta}_{\text{MMSE}}(-x, \sigma_h^2)}{\partial \sigma_h^2} p(-x, \sigma_h^2) = -\frac{\partial \hat{\theta}_{\text{MMSE}}(x, \sigma_h^2)}{\partial \sigma_h^2} p(x, \sigma_h^2),
\]

then we can continue:

\[
E_x\left\{ \frac{\partial \hat{\theta}_{\text{MMSE}}(x, \sigma_h^2)}{\partial \sigma_h^2} \right\} = \int_{\Omega} \frac{\partial \hat{\theta}_{\text{MMSE}}(x, \sigma_h^2)}{\partial \sigma_h^2} p(x, \sigma_h^2) dx \\
= (a) - \int_{\Omega} (-1)^{2K} \frac{\partial \hat{\theta}_{\text{MMSE}}(x, \sigma_h^2)}{\partial \sigma_h^2} p(x, \sigma_h^2) dx,
\]

where \((a)\) is established with changing the integration variable as \(x = -x\). Based on the equality in (C.6) we can easily conclude that \(E_x\left\{ \frac{\partial \hat{\theta}_{\text{MMSE}}(x, \sigma_h^2)}{\partial \sigma_h^2} \right\} = 0\). □

### C.3 Derivation of MLE for \(\sigma_h^2\) in (5.25)

Writing the ML function of \(\sigma_h^2\) for model in (5.1) and taking the derivative of that w.r.s to \(\sigma_h^2\) and equaling that to zero yields following solution for MLE of \(\sigma_h^2\):

\[
\hat{\sigma}_h^{2, \text{ML}} = \frac{\bar{V} - \sigma_n^2}{\theta^2} - \frac{2\bar{S}}{\theta} + 1,
\]

(C.7)

doing the same for finding the MLE of \(\theta\) we reach following equation, where its zero that maximize the likelihood function is the MLE of \(\theta\):

\[
\sigma_h^4 \theta^3 + \bar{S} \sigma_h^2 \theta^2 + (\theta^2 \sigma_h^2 + \sigma_n^2 - \bar{V} \sigma_h^2) \theta - \bar{S} \sigma_n^2 = 0.
\]

(C.8)
Jointly solving (C.7) and (C.8) we obtain following equation (the equation in (5.25)), where it’s positive zero is the MLE for $\sigma^2_h$:

$$\theta^3 - 3\bar{S}\theta^2 + (2\bar{S}^2 + \bar{V})\theta - \bar{S} \times \bar{V} = 0.$$
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