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ABSTRACT

A parameter used in the Black-Scholes equation, volatility, is a measure for variation of the price of a financial instrument over time. Determining volatility is a fundamental issue in the valuation of financial instruments. This gives rise to an inverse problem known as the calibration problem for option pricing. This problem is shown to be ill-posed. We propose a regularization method and reformulate our calibration problem as a problem of finding the local volatility in a reproducing kernel Hilbert space. We defined a new volatility function which allows us to embrace both the financial and time factors of the options. We discuss the existence of the minimizer by using regularized reproducing kernel method and show that the regularizer resolves the numerical instability of the calibration problem. Finally, we apply our studied method to data sets of index options by simulation tests and discuss the empirical results obtained.
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CHAPTER 1: INTRODUCTION

An option, by definition, is something that may or may not be chosen. An option in Finance is a financial instrument that gives sellers or buyers a right, but not the obligation, to buy or sell a certain stock at a promised price in a certain period or on a certain date. In 1900, Louis Bachelier, a French mathematician, first derived the option pricing formula based on the assumption the stock prices follow a Brownian motion with zero drift. This derivation has served as the foundation for option pricing research in the years since, and the option pricing problem has been an ongoing topic of interest in Financial Mathematics.

Thanks to the Itô formula in stochastic calculus, the Brownian motion model can be illustrated nicely as a parabolic partial differential equation (PDE). Volatility, the leading character in this dissertation, appears as a parameter in the Black-Scholes partial differential equation. The estimation or recovery of the volatility parameter is then brought up and is well-known as the calibration problem of option pricing, which is also known as the inverse problem of option pricing.

There are ambiguities in the definitions of inverse and direct problems. If two problems are inverse to one another, the formulation of one is fully replied on the other. It is obviously arbitrary which of the two problems can be called direct or inverse. We usually consider a problem as the direct problem when it is studied earlier and is understood in more detail when compared to the other. In the study of option pricing, how to establish option price by giving values of the parameters, for example volatility, is recognized as the direct problem. The other direction, how to find a(some) parameter value(s) by giving observed option of price, is called the inverse problem. In the case of option pricing, the inverse can be recognized as how to find a parameter used in the Black-Scholes PDE.

Mathematically, the identification of parameters in differential equations are never new topics. For
example, we see this kind of problem in various application research areas like image processing, geophysics, medical diagnostics, signal recovery, etc. In many cases it is not always easy to get the solutions as desired given so many questions are ill-posed. It is well-known by now that the calibration problem of option pricing is, not surprisingly, also ill-posed. An inverse problem is ill-posed in that the solution is not unique and stable. By saying stable, we mean the solution does not continuously depend on data. Obtaining a unique and stable solution is a fundamental goal in establishing a robust pricing model. Moreover, in practice, market data is often sparse with respect to the maturity time, so getting a nicely featured solution is even more challenging.

Open questions and various applications have brought the attention of numerous researchers in different areas to this volatility recognition and identification problem. For example, stochastic control methods are used in Jiang’s [26], least squares approximations with Tikhonov regularization application is first introduced in this area by Lagnado and Osher[8], a linearized integral equation is applied to get the solution by Isakov[18], and more recently, Tikhonov regularization has been widely studied in the calibration problem [2,3,4,8].

There are various ways to investigate the ill-posed problems. Generally, most of the approaches used in inverse problems involve one or more of the following ideas: [9]

- A change of the concept of the solution;
- A change of the topologies or spaces;
- A change of the operator itself;
- Use of a regularization operator;
- Use of probabilistic and stochastic methods.

Following these directions, instead of solving the equation directly, we use approximation of the
real solution through a family of well-posed equations in a new topological space, the Reproducing Kernel Hilbert Space, with the Tikhonov regularization technique applied. This dissertation is aimed at addressing the theoretical and numerical aspects of the calibration problem by applying Tikhonov regularization with Reproducing Kernel Hilbert Spaces in real time option data.

European options, also known as vanilla options, are the simplest form of options. Unlike their American counterparts, which may be traded on any date within the maturity period, European options may only be traded on the maturity dates. European vanilla call and put options are both considered throughout this dissertation.

Reproducing kernel method is used to recover a smooth volatility surface function. It is a nonparametric method compared to other researchers’ work. As we know that a parametric model assumes a specific function structure to model the unknown, the optimal fitting is obtained by tuning or adjusting the model parameters. For instance, linear regression model assumes the linear structure between dependent variable and independent variable, the slope and the intercept control the model fitting. Nonparametric model on the contrary, allow more freedom of the model structure. Especially for some complex forms of the model, nonparametric model can conquer the limitation of the forced structural assumption from the parametric models. For this reason, we choose to use kernel method to recover the volatility function.

This dissertation is planned as following:

In Chapter 2 we will discuss the models used for option pricing problem and the direct and inverse problem for option pricing. First we review the Black-Scholes equation with a generalized model proposed by Dupire and Rubinstein. We reviewed the arbitrage and expectation prices and the geometric Brownian motion model. A new volatility function is defined. Compared to others’ work, we focus on nonparametric methods for the volatility function structure, especially the use of Reproducing Kernel Hilbert Spaces for the volatility functions. The newly defined volatility
function embraces both the financial and time factors that are used to price options. We discuss the constraints of the volatility function and the related kernel function choices. Based on the Dupire’s equation, we get our new model for the parabolic equation. We prove that the solution exists for the new model, which proves that the direct problem of option pricing is well-posed. Then we introduce the forward operator and research the properties. We prove the new results in the reproducing kernel Hilbert spaces. We then expand the existing results from Engl and Egger. Also we analyze some background of the direct problem and showed the well-posedness of it. After that we introduce the inverse problem, given market price, how to get volatility. We show that the inverse problem of option pricing is closely related to a parameter identification problem in parabolic equations. Then we prove the ill-posedness of the problem as the result of compactness of the forward operator in infinite dimensional spaces.

In Chapter 3 we use Tikhonov regularization for the calibration problem of the option pricing. We define the primary optimization function by using a regularization technique and we introduce the Tikhonov regularization function. We first review the classic Tikhonov regularization theory, then we explore the nonlinear case, which is mainly based on Engl and Egger [4]. After that we have a brief review of Reproducing Kernel Hilbert Spaces, then we apply it to regularization scheme and present the well-posedness of the new posed problem, the calibration problem for option pricing in the case for continuous setting assumption in Reproducing Kernel Hilbert Spaces. We analyze the uniqueness, stability and the convergence rate of the art of regularization method.

In Chapter 4, we apply the moment discretization of operator equations and implementation of the nonlinear model is given. We present the discrete models associated with discrete data. Numerical implementation by using the gradient descent method is presented. The cross validation method is used to find the optimal parameter in the regularization method. Monte Carlo simulations are used to produce the numerical results. We apply the control variate method to reduce the simulated variance by introducing the control variate, the true data from the market. The minimal variance
is obtained in the discrete model. We apply the studied method on both European call and put options with different kernel functions, especially, we used Gaussian kernel, polynomial kernel and Laplace kernel.

Chapter 5 represents the linear model by applying option Greeks in the Black-Scholes equation. The Greeks are essential tools in option trading. They are part of the option chain data in the market that are available to download in most of the option trading resources. Although they are numerically approximated by using the finite difference method, we can use them as handy tools to estimate the option price as a quick and fast approach. The great feature of application of the greeks is that we obtained a linear model between the volatility and option price. The solution of the new proposed model is calculated and by applying Tikhonov regularization, we obtain a stable solution. Apple. Inc real world trading data are used to study the theoretical method. Numerical results and conclusion of the work are given. We also do some error analysis by using R-square, which is a common method used in statistics. It is proved that our results are very promising. We compare different kernel functions and give the conclusion that Gaussian and Laplace kernel functions are more suitable for the model. Also based on the studied method, the prediction of the future market could be obtained. We believe this method could be of good practical use.

In chapter 6, conclusions are given. Illustration comparison between ordinary least squares method and regularized method are presented in Section 6.1. Also we showed that the volatility function will be rough and noisy without using kernel functions. Then we discuss the possible directions of future work. Jumps could be added in the ordinary Black-Scholes model as the consideration of extreme events happen in the real world. As we know that lognormal models assume very slow return rate, which in reality is very unpractical. Example of such is given in 6.3. Jumping models came to attention since 1980s. The inverse problem of the models with jumps would be of great interest and machine learning techniques could be used to explore this problem in the future. Bayesian theory also can be considered, especially for prediction and inference. By
assuming the volatility itself is a random process, also known as a prior, we can find the posterior likelihood. Then we can find the maximum likelihood of the posterior (MAP). Alternately, the mean of the posterior is another common used method for the approximation. It is interesting to find the relationship between the Bayesian theory and regularization techniques. Last but not least, we propose some other machine learning method, especially, the nonparametric methods that could be used in the future studies.

First and foremost, we would like to give a brief view of the main topic in this dissertation, the *Calibration Problem*. 
CHAPTER 2: BACKGROUND OF VOLATILITY RECOVERY IN OPTION PRICING PROBLEM

2.1 A Brief View of Option Pricing

Consider all the trades in a complete financial market, where cash can be lent or borrowed at a given constant interest rate \( r \), and for a risky asset or stock \( S = S(t) \) which promises a dividend \( q \). Options are financial derivatives that give you the opportunity to buy or sell but not the obligation.

We all know that buying low and selling high will make profit in stock market. If one expects the stock price to go up, it is wise to place a call option. Purchasing this option grants the holder the contractual authority to purchase a stock on a set future maturation date at a predetermined price, or strike, noted as \( K, K > 0 \). The time period to maturity is noted as \( T, T > 0 \). If the stock price goes up, the option holder may purchase the stock at the strike, which will now be lower than the current market price, and realize a profit. Should the stock price go down, the option holder may opt to not purchase the stock and simply be out the cost of the option. For example, if you are interested in a stock today that has price \( S_0 = $90 \) and you bet the stock price will rise to $120 in two months. You buy an option with strike \( K = 100 \), maturity \( T = 60 \) days. After two months, the stock price is $118 and you may call or buy the stock at the strike price of $100 by exercising the option. Your net payoff is \( 118 - 100 = 18 \).

The attractive part of option is that you don’t need to pay $90 now to hold the stock, which reduces the investment risk. Even if the price falls, you only lose the money you paid for option and you have the choice not to exercise your options. The option price, which is also called the option premium in Finance, is a key factor in this scenario and determining how to price an option is the focus of this dissertation.
In the famous Black-Scholes framework, a complete financial market is used to model the option prices. Before we talk about the Black-Scholes formulas, we want to have a look at the assumptions that were required,

- The stock prices are assumed to be lognormally distributed and followed a geometric Brownian motion model.
- The volatility in the model is assumed to be constant.
- Underlying asset dividends are given as a fixed dividend yield.
- The risk-free interest rate is known and considered to be a constant.
- Transaction cost and taxes are ignored.
- Short sell or borrow at risk-free rate.

For a European call option on a stock that pays continuous dividends, the price of the option $C(S, t; T, K, \sigma, q)$ follows,

$$C_t + \frac{1}{2} \sigma^2 S^2 C_{SS} + (r - q)SC_s - rC = 0 \quad (2.1)$$

The European call option is with maturity $T$, striking price $K$, and the boundary condition is given as

$$C(S, t = T) = (S - K)^+ \quad (2.2)$$

Notice that $(S_T - K)^+ = \max(0, S_T - K)$. The variables used here are

- $S$ is the stock price.
- $K$ is the strike price of the option.
• \( \sigma \) is the option price volatility.

• \( r \) is the annual risk-free interest rate, continuously compounding is used.

• \( T \) is the time to maturity.

• \( q \) is the continuously compounded dividend yield.

• \( C(S, t; T, K, \sigma, q) \) is the price of the option, a.k.a the option premium.

Equation (2.1) is called the Black-Scholes equation, we will use B-S in short in the following, which is a backward parabolic equation. (2.2) is the payoff at expiry if the underlying is known. In our context, we do not talk about the early exercise American options. Notice the payoff function is not linear. The option price formula based on payoff function for European call option can be given as the expectation of future payoff

\[
C(S, 0) = E(e^{-\int_0^T r(\tau) d\tau} (S_T - K)^+ | F_t)
\]  

(2.3)

Notice, here \( e^{-\int_0^T r(\tau) d\tau} \) is the compounding interest when interest rate is considered a function of time. But in this dissertation, we only consider constant interest, then the equation (2.3) can be simplified as

\[
C(S, 0) = E(e^{-rT} (S_T - K)^+ | F_t)
\]  

(2.4)

We know that the stock price follows a random movement process. But in a well known saying in statistics, things are random in non-random ways. Kolmogorov’s strong law of large numbers states that the average of outcomes from a large number of independent random trials tends to move to the probability expectation. Thus applying the strong law, we use the expectation as the theoretical fair price of the options.
Definition 2.1. Let $(\Omega, \mathcal{A}, \mathbb{P})$ be a probability space, $\mathcal{A}$ is a $\sigma$-algebra of subsets of $\Omega$, $\mathbb{P}$ is a non-negative measure on $\Omega$ such that $\mathbb{P}(\Omega) = 1$.

Stock price follows a random process, in this dissertation, we consider the lognormal process as used in B-S. $F_t$ used in the equation (2.3) and (2.4) is filtration. Recall that a filtration $F_t = (\mathcal{A}_t)_{t \geq 0}$ is an increasing family of $\sigma$-algebras $\mathcal{A}_t$; i.e., for $t > \tau$, we have

$$\mathcal{A}_\tau \subset \mathcal{A}_t \subset \mathcal{A}$$

The $\sigma$-algebra usually represents a past history available at time $t$. By solving equation (2.1) with boundary condition (2.3), B-S formula for call options are,

$$C(S, T - t, K, \sigma, q) = Se^{-q(T-t)}N(d_1) - Ke^{-r(T-t)}N(d_2)$$  \hspace{1cm} (2.5)

where

$$d_1 = \frac{\ln(S/K) + (r - q + 0.5\sigma^2)(T - t)}{\sigma \sqrt{T - t}}$$  \hspace{1cm} (2.6)

and

$$d_2 = \frac{\ln(S/K) + (r - q - 0.5\sigma^2)(T - t)}{\sigma \sqrt{T - t}}$$  \hspace{1cm} (2.7)

$N(x)$ denote the cumulative normal distribution function.

In order to find the put option’s formula, we need the well-known put-call parity,

$$C(S, T - t, K, \sigma, q) - P(S, T - t, K, \sigma, q) = Se^{-q(T-t)} - Ke^{-r(T-t)}$$  \hspace{1cm} (2.8)

where $P(S, T - t, K, \sigma, q)$ represents the European vanilla put option premium function under the same asset $S$ as call, same maturity $T$ and strike $K$. Then one can solve for European put option’s
Based on the expectation price and arbitrage free assumption, Black and Scholes discovered the B-S equation for option prices. With application of the Itô lemma, the B-S equation is a deterministic partial differential equation (2.1). Consider interest rate and dividend are constants, then the only parameter that is not freely observable from the market in (2.1) is the volatility $\sigma$. This parameter describes the diffusion properties of the underlying process. If the diffusion process for the underlying stock is given, then the option price can be determined from the Black-Scholes equation and the payoff condition. Therefore gaining information on $\sigma$ is a fundamental challenge of the option pricing problem.

Given option pricing as a function of volatility, one is interested in the inverse of this relationship to get the market parameter or implied volatility. This is called the inverse problem of option pricing. Volatility is assumed here as a constant by Black and Scholes at first. However, in practice, the constant volatility shows smile and skew effects with respect to in the money or out of the money conditions. Now let us have a close look at what volatility means and why it is important.

In finance, volatility is a measure for variation of price of a financial instrument over time. It can be understood as the nervousness or the agitation of the market.

—Wikipedia.com

In this sense, it is used as a noise scalar in the geometric Brownian motion model. There are different kinds of volatilities in this option pricing scenario, for example, historic volatility and implied volatility. Historic volatility is calculated from the available information of past market prices. It is the standard deviation of variations of the prices in the time series of real time trading. It is also used to postulate in the classical Black-Scholes model.
An implied volatility is usually derived from some given option pricing model, for example, the Black-Scholes model, with knowledge of market prices of a traded derivative (in particular an option). From all the practical experience and research we learned that volatility is never as simple as a fixed constant, it is a function of a couple of different indicators related to the derivatives on underlying stock, so we are aiming to get volatility by giving the market prices of options. With an accurately prescribed volatility, it would not only help us to price different financial instruments but also help us to analyze and minimize risk in the market.

In order to get the consistency between the model and the market prices, we need to calibrate the model of option pricing by adjusting our volatility, so that the model can be used confidently in the market, not only for a single option, but also for portfolios and more complex financial products.

2.2 Literature Review

This section gives a short survey of calibration problem. First and foremost, we start with the most famous model in quantitative Finance, the Black-Scholes model [19]. Inspired by Louis Bachelier, they applied that the risky stock followed the Brownian motion model,

\[ dS = \mu S dt + \sigma S dW(t) \quad (2.10) \]

In this theory the drift is not considered, which lies at the core of the assumption of the risk-neutral measure. This, in other words, is the arbitrage free assumption mentioned previously in Section 2.1. The risk-neutral measure is for which the discounted process is a martingale. See details at [19, 59, 60]. They derived the Black-Scholes equation (2.1) and (2.2), which was a big hit and still plays a central role in Financial world. Although Black-Scholes model gives a straightforward formula to get option prices, it erroneously assumes that the volatility is a constant. Empirical
studies of the implied volatilities show a dependence of volatility on the strikes and the time to maturity. The shape of the implied volatility versus strike curve is a convex, parabolic shape which is known as the **volatility smile**.

Dupire, Kani and Derman[50], Rubinstein[49, 51], Lagnado and Osher[8] have expanded the Brownian motion model by using the underlying asset which the options are written on follows the stochastic differential equation(called Geometric Brownian motion model): 

\[
dS = \mu S dt + \sigma(S, t) S dW(t) \tag{2.11}
\]

The volatility is no longer a constant, but a deterministic function of asset price and time. Dupire applied this model to derive another commonly used equation, **Dupire’s Equation**, by considering the option prices as functions of strike and maturity, which is mathematically equivalent to the Black-Scholes equation(2.1) and (2.2), but better in dealing with the smile effect,

\[-CT + \frac{1}{2}\sigma^2 K^2 C_{KK} + (\delta - r)KC_K - qV = 0 \tag{2.12}\]

with the initial value condition for present stock price \(S_0\)

\[C(S, t = 0) = (S_0 - K)^+ \tag{2.13}\]

This equation is also called the Dupire forward equation.

A good model should match the market price consistently and, as we mentioned above, \(\sigma\) is crucial to the option pricing model. Therefore, the inverse problem of option pricing, i.e. the calibration problem is brought up by Dupire for the first time. Naturally, one wants to inverse the Dupire’s
equation above and solving for volatility, and the volatility can be solved as

\[ \sigma(T, K) = \sqrt{\left( \frac{2}{K^2} \frac{\partial^2 C}{\partial K^2} \right) (\frac{\partial C}{\partial T} + rK \frac{\partial C}{\partial K})} \]  \hspace{1cm} (2.14)

A formula of volatility is simply given, however, this method of getting volatility is very dangerous for several reasons. First, in the real time trading data, the accessible option prices are only for some discrete set of strike prices and maturities. Also notice that the formula demands the differentiability of second order of the option pricing function \( C(K, T) \) with respect to strike and maturity, which it is not achievable with the available data structure, since it is not even dense enough to approximately continuous. With only sparse data available in practice, the differentiability requirement used in the formula leads to instability phenomenon. Also the data is in general corrupted by noise, so an accurate interpolation for missing data is impossible. Thus simply inverting the Dupire equation to solve for volatility is known to perform poorly in reality. Due to unknown information about the boundedness of the differential operator or the second derivative operator, the results do not depend continuously on the given data [5].

Binomial or trinomial trees are used by Rubinstein[49, 51], Dupire, Deman and Kani[50] independently as a discrete approximation to the risk-neutral process for the stock prices. But again the market alone does not provide enough information to make a unique determination of the implied process. Also the implied trees have limitations: the backward induction is limited to pricing options with a single maturity, and forward induction procedures rely on the ability to interpolate and extrapolate market prices without introducing arbitrage violations. Also, it cannot be extended to complex financial products [8]. More general models with a similar degree of variability were introduced. See [2, 5, 26, 37]. Local volatility models were developed as a class of one dimensional Markov models.[52, 4, 3]. Binomial tree methods introduced by Crepey to approximate the least squares solution for Tikhonov regularization in 2003, which features as an intuitive and fast
algorithm. However, for complex financial products, it is difficult to apply.

Meanwhile, researchers have different views about the what volatility as a function depends on. For example, volatility only depends on time $\sigma(t)$, in which the nonlinear forward operator is decomposed into the inner linear Volterra integral operator and the outer Nemytskii operator[18]. Also, volatility itself was considered a stochastic process, for example, see[61, 62, 63]. Dupire, Deman and Kani considered the volatility as the form[4, 18].

$$\sigma(K, T) = \sigma(K)\rho(T) \quad (2.15)$$

Lagnado and Osher in [5] consider the volatility function as

$$\sigma(S, t) = \frac{\text{Constant}}{S} \quad (2.16)$$

They assumed specific structures for volatility which can be very hard to reconcile with reality. Those approaches utilize parametric methods and make simplifying assumptions based on beliefs. For example, by assuming volatility as function of only strike and maturity, stock price information is ignored. Alternately, assuming volatility is as a function of stock price only misses the option maturity and strike features. Assuming volatility grows inversely as the price of stock gives a very strong structure of the function though in reality we see much more complicated picture.

Contrasting with those approaches, we propose the use of a nonparametric method and introduce the use of kernel functions to give a smooth volatility surface more considerate of reality. By tuning and adjusting the coefficients of the kernel functions, we can get unique and stable volatility function. This function can be used confidently to predict and generalize for option pricing.

The calibration problem of option pricing is a well known example of an ill-posed inverse problem in which the challenge is to find a unique and stable parameter used in a parabolic partial differ-
ential equation. It turns out that with regularization techniques with some prior information for the solution, one can construct stable approximations to the solution with the desired level of accuracy.

The use of regularization techniques to solve ill-posed problems has gained vast theoretical and practical value since 1940s. (See [9,10]). Classic Tikhonov regularization theory is mainly for linear bounded operators. In general, the calibration problem for option pricing is a nonlinear case which creates difficulties for applying the regularization strategy. However, with the help of option greeks, we find a linear model for this problem. Although a linear model is always more desirable, it can only be used for short term approximation due to the greeks being calculated by the approximations via the finite difference method.

In summary, we want to build a model that can deal with the ill-posedness by moderately adjusting the operator equation and also consider the volatility as a function of several different factors of stocks and options as well. By considering the log-ratio of stock and strike and time to maturity, we propose a new function for volatility, which we believe reflects the true nature of options. Also we need to consider the practical value of the model which has to cope with the sparsity and noise of the data, as well as its suitability for expansion for use in more complex financial products. A nonparametric model is proposed as compared to others’ work that assumes strong structures of the volatility function. With the newly defined volatility function, we reformulate the calibration problem by using Tikhonov regularization in Reproducing Kernel Hilbert Spaces. Reproducing Kernel Hilbert Space is used for the first time in the calibration problem for option pricing.

The concept of reproducing kernel can be tracked back to the paper of Zaremba in 1908. [30] It was proposed for discussing the boundary value problems of the harmonic functions. Bergman gave the most important discussion of kernel methods in 1930’s. Then Mercer discovered the positive definite property of continuous kernels. In 1950, N. Aronszajn summarized the work of the predecessors and gave out a systematic theory including using the Bergman kernel function[31].
Since then, mathematicians have used reproducing kernel theory to solve problems for numerous special fields such as: image processing, statistical machine learning, artificial intelligence, pattern recognition, etc. See [9,10].

By applying the regularization in Reproducing Kernel Hilbert Space, we have achieved a stable and unique solution and solved the ill-posed problem not only theoretically, but also the practically. The kernel method makes it easy to deal with the sparse and noisy data and can be expanded for use with more complex financial products.

We apply the Reproducing Kernel method for both linear and nonlinear cases. In the linear model, we use the option Greeks which are ready data from everyday trading. In the nonlinear model, we use the gradient descent to find the iterative solution. Also we apply both of the models to real trading data of Apple. Inc. options. Both put and call options are evaluated with several different kernel function applications. Numerical results and comparison are given. Finally, we discuss some future directions for research.

2.3 Volatility Assumption

As we mentioned in 2.1, volatility is a critical input for B-S equation for option pricing; however, it is not directly observable from the market. Further, it is shown from the market that volatility varies over time and both theoretical and practical models are trying to discover the behavior of volatility. In practical terms, it is an important issue for market-makers to hedge volatility to stay in profitability.

In this section, we discuss the specific techniques for measuring volatility and also demonstrate how volatility models can be influential to the B-S pricing framework. A new volatility function is defined. Then we transformed the Dupire equation into a parabolic partial differential equa-
tion. The solution of the pde will be our theoretical option price. A nonparametric method with reproducing kernels is used to estimate the volatility function. Then we give a quick review for reproducing kernel Hilbert space. As a preparation of the model setting up, we have to give some assumptions about volatility function, specifically, we assume volatility function is smooth and bounded.

2.3.1 The New Volatility Function Assumption

Neuberger (1994) used $\ln\left(\frac{S}{S_0}\right)$ to hedge and speculate the variance of forward contracts, which is called a log contract. From everyday market data, we can clearly see the collinearity between the strike price and stock price. We choose to use the logarithm ratio of the stock price over the strike price to be the moneyness factor, $\ln(S/K)$, and the time to maturity to reflect the time factor $T - t$. This assumption can solve the collinearity problem between the strike prices and stock prices. The Pearson correlation is calculated with real-time market data in Chapter 3. One can’t help questioning what factors in fact affect the option price. Only stock price and time? Or only strike and time? By definition of the option, as a contract on an underlying stock, intuitively, we believe that both the strike price and the stock price affect the option price. Then, naturally, the ratio idea comes out, not for the first time, the log-ratio between $S$ and $K$ is also used in the closed form Black-Scholes solution for option prices,

$$d_1 = \frac{\ln(S/K) + ((r-q) + .5\sigma^2)(T-t)}{\sigma \sqrt{(T-t)}} \quad (2.17)$$

$$d_2 = d_1 - \sigma \sqrt{(T-t)} \quad (2.18)$$
Where $N(x)$ is the standard normal distribution,

$$N(x) = \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} dt \quad (2.19)$$

As we can see, $ln(S/K)$ and $T - t$ definitely affect the option prices from B-S pricing framework. Volatility as a measure of price changes, will be affected accordingly. With a little generalization, we can get a totally new volatility function structure, instead of only using either pair of $S, t$ or $T, K$. This assumption allows us fully apply the market data and better reflect the nature of the meaning of the options. The implementation on real data details can be found in chapter 3 and 4.

**Definition 2.2.** Let $S$ be underlying stock price for option derivatives, $S > 0$, $K$ be the option price, $K > 0$, we define the volatility function is

$$\sigma(ln(S/K), T - t) \quad (2.20)$$

Which compare to (2.10) and (2.11) in Engl and Lagnado’s work. Lagnado’s volatility function is defined as (2.14) (see [8]) In Isakov’s model, the volatility is a function of $t$ only, [56]

$$\sigma := \sigma(t) \quad (2.21)$$

Engl and Egger chose a volatility function as

$$a = \sqrt{2\sigma(y)} = 0.15 + 0.05 \exp[-(y + 0.3)^2] \sin(2\pi y) + 0.05 \text{erf}(20y) \quad (2.22)$$

where $\text{erf}(\cdot)$ is the error function (also called the Gauss error Function),

$$\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-t^2} dt \quad (2.23)$$
and in this definition

\[ y = \ln\left(\frac{K}{S}\right) \] (2.24)

In summary, one couldn’t help to ask this question what volatility function should depend on? \( \sigma(S, t) \) was used in Rambustain’s work; \( \sigma(T, K) \) in Durnipe, Derman and Kani’s research; \( \sigma(S) \) in Lagnado and Osher’s, then \( \sigma(t) \) in Isakov’s. Engl and Egger used \( \sigma(\ln(K/S)) \). Two trends can be seen, one trend relates the volatility to stock price, as the volatility used as a standard deviation of stock annual return; the other trend concerns the volatility embraced the option parameters, maturity \( T \) and strike \( K \), as it is shown from the market, that volatility shows skew and smile effect without considering \( T \) and \( K \).

Inspired from others’s work, we defined a new volatility function for the options to both consider the financial and time factors.

**Remark 2.3.** Logarithm ratio of \( S \) and \( K \) is considered, because the log-ratio changes slower compare to \( S/K \) only. Especially in the trading process, same stock price can lead to many different strike prices, the log ratio will give us denser data to work with. As it is known that the option chain data is sparse. Hence a denser data structure is desired. Details can be found in Chapter 3 and 4.

**Definition 2.4.** The new generalized B-S is,

\[ dS = \mu S dt + \sigma(\ln(S/K, T - t))SdW(t) \] (2.25)

### 2.3.2 Nonparametric Kernel Method for Volatility Estimation

Our research is concerned with using RKHS for all the accessible functions of volatility, which allows us to write volatility function in terms of linear combinations of kernel functions. This is
also called the nonparametric method to define a function in statistics. Compared to the parametric approach, this method gives the flexibility of the specific assumption of the structure of the unknown function.

First, to make our life a little easier, we need to do some transformation for Dupire’s equation, [20]

\[-C_T + \frac{1}{2}\sigma^2 K^2 C_{KK} - (r - q)KC_K - rC = 0\]  \hspace{1cm} (2.26)

Apply the logarithm ratio assumption, substitute

\[y = \ln(K/S), \quad \tau = T - t, \quad v(y, \tau) = C(K, T)\]  \hspace{1cm} (2.27)

Then we get the parabolic partial differential equation,

\[-v_\tau + a(-y, \tau)v_{yy} - (r - q)v_y - rv = 0\]  \hspace{1cm} (2.28)

With initial condition,

\[v(y, 0) = S(1 - e^y)^+, \quad y \in \mathbb{R}\]  \hspace{1cm} (2.29)

Use vector \(x \in Q = \mathbb{R} \times [0, T]\), then

\[x := (\ln(S/K), T - t) =: (-y, \tau), \quad a(x) = \frac{1}{2}\sigma(x)^2.\]  \hspace{1cm} (2.30)

Next, we want to illustrate the rationale to use Reproducing Kernel Hilbert Space for all accessible volatility function. First, the linear combination form in terms of kernels is a desired feature for estimation of the unknown structure of a function, which is a nonparametric method in statistics.

**Definition 2.5.** We assume \(a \in H_K\) defined on set \(Q\) in the discrete case, then for given kernel
function $K$, suitable coefficient $\beta$ and $x \in Q$, $x_1 \cdots x_N \in Q$ are dense in $Q$,

$$a(x) = \sum_{i=1}^{N} \beta K(x, x_i)$$  \hspace{1cm} (2.31)

The kernel function smooth out the structure, the figure 1.1 can illustrate this. As we can see from the example, the nonparametric method concerns more about the natural trend of the data itself.

The nonparametric method is good in the way of following the natural structure of the data. But it could lead to jaggedness and jerks if kernel smoothing is not applied. The Figure 2.2 gives a quick illustration. Based on given data, the left side of the Figure (2.2) without use of kernel function, shows the noisy and inconsistent estimate compare to the right hand side graph with the use of
Figure 2.2: Comparison of kernel versus without kernel

Source: Kernel Density Estimation
http://www.wikipedia.com

kernel function. Especially for sparse data set, a smooth and stable result is unable to achieve.

Nonetheless, we are aiming to find a general function form of the volatility by totally embracing the data structure, but not artificially forcing the data structure used in parametric method. The kernel method helps us to achieve this goal. By considering volatility functions in the RKHS, we can get a generalize theory for this matter. A continuous form is discussed in the following. Let’s have a quick review of RKHS, some other selected properties of RKHS can be found in Appendix A.

2.3.3 The Review of RKHS

Reproducing Kernel Hilbert Space firstly is a Hilbert space with pointwise evaluation functionals bounded and continuous. RKHS appears in a wide range of research areas due to the additional
structure by kernel producing features which Hilbert spaces do not usually process. The review material is from [11, 31, 57, 65, 68].

**Proposition 2.6.** If we have a Hilbert space $H$ of functions defined on a set $\Omega$ for which the point evaluation functionals $I_y : f \rightarrow f(\Omega)$ are bounded for all $\omega \in \Omega$.

$$|I_y f| = |f(\omega)| \leq \|f\|$$ (2.32)

By Riesz representation theorem (can be found in any Functional Analysis book), we can find a unique function $\mathcal{K}(z, \omega)$ defined on $\Omega \times \Omega$ with the following two properties:

**Proposition 2.7.** Hilbert space $H$ of functions defined on a set $\Omega$,

1. For every $\omega \in \Omega$ the function $K_\omega : z \rightarrow \mathcal{K}(z, \omega)$ belongs to $H$.

2. For every $\omega \in \Omega$ and $f \in H_K$

$$\langle f, K_\omega \rangle_H = f(\omega)$$

The function $\mathcal{K}(z, \omega)$ is uniquely defined and is called the reproducing kernel of the space. Note that we also can get,

$$\mathcal{K}(z, \omega) = K_\omega(z) = \langle K_\omega, K_z \rangle$$

and

$$\|I_y\|^2 = \|K_\omega\|^2 = \langle K_\omega, K_\omega \rangle = \mathcal{K}(\omega, \omega)$$

Let us have a look at the positive definite feature of kernel function and kernel matrix.

**Proposition 2.8.** A symmetric function: $\mathcal{K} : H_K \times H_K \rightarrow R$ is called Kernel function if it is
positive definite Positive definiteness for kernel means, for all \( n \),

\[
\sum_{i,j=1}^{n} c_i c_j \mathcal{K}(x_i, x_j) \geq 0, \forall c_i \in \mathbb{R}, \forall x_i \in H_K
\]  

(2.33)

also the Gram matrix or kernel matrix defined by \( K(i, j) = \mathcal{K}(x_i, x_j) \) is positive definite.

The positive definite property says that not all functions can be kernel functions.

Under some general circumstances, Kernel matrix \( K \) has an eigenvector eigenvalue decomposition that generalizes the eigenvector eigenvalue decomposition of a positive definite matrix

\[
K = \Gamma D \Gamma'
\]  

(2.34)

With \( \Gamma \) and \( D \) are orthogonal, and \( D \) diagonal. See[68, 10]

**Proposition 2.9.** If there exists an orthonormal sequence of continuous eigenfunctions \( \phi_1, \cdots, \phi_n \) in \( L_2(Q) \) and eigenvalues \( \lambda_1, \cdots, \lambda_n \) for kernel matrix decomposition, then

\[
\int_Q K(s, t) \phi_i(t) dt = \lambda_i \phi_i(s)
\]  

(2.35)

\[
K(s, t) = \sum_{i=1}^{n} \lambda_i \phi_i(s) \phi(t)
\]  

(2.36)

\[
\int_Q \int_Q K^2(s, t) ds dt = \sum_{i=1}^{n} \lambda_i^2 < \infty
\]  

(2.37)

**Lemma 2.10.** If

\[
\int_Q \int_Q K^2(s, t) ds dt < \infty \quad \text{and} \quad f_i = \int f(t) \phi_i(t) dt
\]  

(2.38)
Then $f \in H_K$ if and only if

$$
\sum_i \frac{f_i^2}{\lambda_i} < \infty
$$

(2.39)

and

$$
\|f\|_K^2 = \sum_i \frac{f_i^2}{\lambda_i}
$$

(2.40)

2.3.4 Assumption of Volatility Function in RKHS

First we assume volatility function $a(-y, \tau)$ is bounded, i.e.

$$
a \leq a, a_0 \leq \bar{a}
$$

$a_0 \in H_K$ is a prior. We are concerning the following set for the admissible class of parameter

$$
D(F) := \{a \in a_0 + H_K(Q) : a \leq a \leq \bar{a}\}
$$

(2.41)

$D(F)$ is assumed to be a closed and convex subset in $H_K$. Also we suppose that the consistent data is available for the theoretical analysis purpose.

Assumption for $a(-y, \tau)$:

Volatility function is assumed to be uniformly continuous (Hölder continuous, or Hölder condition) on $Q = R \times [0, T] \in R^2$, i.e.

$$
\|a(x) - a(y)\|_{H_K(Q)} \leq C \|x - y\|_{R^2}^\alpha \ \forall x, y \in Q
$$

(2.42)

where there are non-negative real constants $C$, if $\alpha = 1$ then it satisfies a Lipschitz condition, and $\alpha$ is called Hölder coefficient.
Remark 2.11. The Hölder condition assumption is essential for the existence and uniqueness of the solution in partial differential equation (2.28) and (2.29). We will discuss this in the following Section 2.5.

2.4 The Direct Problem and Forward Operator

In this section, we discuss the direct problem of option pricing, a.k.a as how to find the option price with given volatility. Then we present the conditions under which the direct problem has a solution. We give some general assumptions for option price function and the volatility function as the parameter appeared in the partial differential equation. Also we discuss the features of the forward operator, which is also called the parameter-to-solution operator. The assumptions for option pricing function are given in 2.4.1. With the smooth assumption for volatility function, a smooth structure for the kernel function is as well needed. Some examples of kernel functions are given that are not suitable for this scenario. Then the direct problem is proved to be well-posed with some given corollaries in 2.4.2. The properties of forward operator are discussed in 2.4.3.

2.4.1 The Direct Problem

From the analysis above that we know that we need to solve the partial differential equations (PDE) (2.28) and (2.29) to find the option price. Those logarithmic transformed equations will serve us for the following research as the primary PDE for option pricing.

Assumption for $v(y, \tau)$:

$Q := [0, T] \times \mathbb{R}^2$ as the set defined above. $v(y, \tau)$ satisfies (2.17) and (2.18), assume $v(y, \tau) \in W^{2,1}_2(Q)$, where $W^{2,1}_2(Q)$ is a Sobolev space, which is the space of smooth functions
satisfying
\[ \|u\|_{W^{2,1}_2(Q)} := \|u\|_{L^2(Q)} + \|u_r\|_{L^2(Q)} + \|u_y\|_{L^2(Q)} + \|u_{yy}\|_{L^2(Q)} < \infty, \quad \text{for } \forall u \in W^{2,1}_2(Q) \quad (2.43) \]

**Definition 2.12.** The Parameter-to-solution operator is noted as \( F : \mathcal{D}(F) \rightarrow W^{2,1}_p \), where \( \mathcal{D}(F) \) is defined in (2.19), it is the all admissible class of parameter \( a \). \( W^{2,1}_2 \) is a Sobolev space on given set \( Q = [0, T] \times R \in R^2 \). The Parameter-to-solution operator is defined as for any \( a \in \mathcal{D}(F) \), \( \exists v(a) \in W^{2,1}_2(Q) \), such that
\[ F : a \rightarrow v(a) \quad (2.44) \]

\( F \) is also called forward operator.

**2.4.2 Existence and Uniqueness of the Solution**

In [3, 4], they assume the volatility function is in Sobolev space \( H^1(\Omega) \). In the direct problem of finding price for options, our particular focus concerns the existence and uniqueness of the solution of the partial differential equation in the space \( W^{1,2}_2(\Omega) \) by given the parameter in RKHS \( H_K(\Omega) \). Our conclusion is based on the well known result of [64] and [68]. The partial differential equation has a unique solution for smooth coefficients. Thus the Hölder condition has to be imposed for the volatility function in RKHS to satisfy the required smoothness for the existence and uniqueness of the solution.

**Proposition 2.13.** Let \( H_K(\Omega) \) be RKHS defined on \( \Omega \) with kernel function \( K \), for any \( a \in H_K(\Omega) \), there exists \( K_x = a(x) \in H_K(\Omega) \) bounded and Hölder continuous, which means
\[ \|K_x - K_y\|_{L^2} \leq M\|x - y\|^\alpha, \quad \alpha > 0, \quad M > 0 \]
The smoothness of the functional in RKHS depends on the choice of kernel function. Thus in order to have unique solution, a smooth kernel function is required.

**Example 2.14.** Uniform kernel

\[ \mathcal{K}(u) = \frac{1}{2} I_{|u| \leq 1} \] (2.45)

or triangular kernel

\[ \mathcal{K}(u) = (1 - |u|) I_{|u| \leq 1} \] (2.46)

are not good candidates.

The following lemma is from [64, Theorem IV 9.2].

**Lemma 2.15.** Let \( a \) be Hölder continuous with \( a \) is bounded, \( b \in L^\infty(Q) \) and \( f \in L^P(Q) \cap L^2(Q) \).

Then

\[ -v_t + av_{yy} - bv_y - rv = 0 \] (2.47)

With initial condition,

\[ v(y, 0) = S(1 - e^y)^+, \ y \in \mathbb{R} \] (2.48)

has a unique solution \( v \in W^{1,2}_2(Q) \). Moreover,

\[ \|v\|_{W^{1,2}_2(Q)} \leq L\|f\|_{L^2(Q)} \] (2.49)

where

\[ L = \max(\bar{a}, r - q) \]

Now we let \( a \) be Hölder continuous in RKHS \( H_\mathcal{K}(Q) \) and bounded. Then by the density embedding theorems for Sobolev spaces, we have

**Theorem 2.16.** Let \( a \in H_\mathcal{K}(Q) \) bounded and Hölder continuous, \( b = r - q \) is considered to be
constant, \( f \in L^p(Q) \cap L^2(Q) \). Then for partial differential equation (2.47) and (2.48) has a unique solution \( v \in W^{1,2}_2(Q) \). Moreover, (2.49) holds for RKHS assumption.

Sketch of Proof: Given a Hölder continuous coefficient \( a_n \), Lemma 2.15 implies that there exists a unique solution \( v^n \in W^{1,2}_2(Q) \) of

\[
-\nu^n + a_n \nu^n_{yy} - b\nu^n_y = f
\]

and the initial condition is,

\[
v(0, y) = 0
\]

Let \( \omega^n := \nu^n_y \), notice that \( \omega^n \in W^{1,0}_2(Q) \), then by linearity of differential operators,

\[
-\omega^n + (a_n \omega^n)_y - b\omega^n = f_y
\]

\[
\omega^n(0, y) = 0
\]

with the estimate

\[
\|\omega^n\|_{W^{1,0}_2(Q)} \leq C_1 \int_0^T \|f_y(t)\|^2_{L_2} dt \leq C_2 \|f\|_{L_2(Q)}
\]

where \( C_1 \) and \( C_2 \) are constants depend on the limitation of the coefficients. From the definition of \( W^{2,1}_2(Q) \) norm

\[
\|v^n\|_{W^{2,1}_2(Q)} \leq C \|f\|_{L_2(Q)}
\]

By the density of Hölder space on Hilbert space, there exists a sequence of Hölder coefficients \( a_n \) such that \( a_n \to a \) in defined RKHS norm. The weak compactness of Hilbert space, remember \( H_K \)
is a Hilbert space itself, implies that there exists a subsequence $v^{n_k}$ of $v^n$ such that

$$v^{n_k} \to v^* \in W^{1,2}_2(Q),$$

For some $\phi \in C_0^\infty(Q)$,

$$\int_Q (-v^*_\tau + a v^*_{yy} - b v^*_y) \phi d(y, \tau) = \lim_{k \to \infty} \int_Q (-v^{n_k}_\tau + a v^{n_k}_{yy} - b v^{n_k}_y) \phi d(y, \tau) = \int_Q f \phi d(y, \tau). \quad (2.56)$$

By the weak lower semi-continuity of $W^{2,1}_2(Q)$-norm $v^*$ satisfies (2.47). Hence $v := v^*$ is the unique weak solution to (2.47) and (2.48).

**Remark 2.17.** In [4], the density embedding theorems are applied for the proof for Sobolev space $H^1(Q)$. $H_K(Q)$ with smooth kernel applied here which gives a smooth parameter. Detailed proof can be found in [4, 64, 68].

**Corollary 2.18.** From the classical existence theorem of parabolic differential equations, a fundamental solution $w(y, \tau)$ for (2.28) and (2.29) satisfies,

$$w_\tau + a w_{yy} - b w_y = \delta(\tau)\delta(y) \quad (2.57)$$

$\delta(\tau), \delta(y)$ are Dirac delta functions.

**Corollary 2.19.** The fundamental solution of (2.28) and (2.29) are the Green’s function, such that

$$v(y, \tau) = \int_{-\infty}^{y_0} \frac{1}{\sqrt{4\pi \tau}} \exp\left\{ -\frac{(y - \mu)^2}{4\tau} \right\} (S - e^\mu) d\mu \quad (2.58)$$
2.4.3 The Properties of the Forward Operator

In this subsection, we can see the volatility to price operator is compact and continuous, also Fréchet differentiable. This explains the ill-posedness of the volatility identification problem for infinite dimensional space assumption.

**Proposition 2.20.** The volatility to price operator defined above as $F : \mathcal{D}(F) \subset H_K \to W_2^{2,1}(Q)$ is continuous.

**Proof.** Consider volatility function sequence $a_n$, and $a_n \to a$ in $H_K$. Let $v_n$ be the corresponding solutions of PDE (2.28) and (2.29), (substitute $b = r - q$ in (2.28)), $v^n \in W_2^{2,1}(Q)$. Define $\omega^n := v_n - v(a) \in W_2^{2,1}(Q)$, by linearity, which solves the following,

$$
-\omega^n_{rr} + a(\omega^n_{yy} - \omega^n_y) + b\omega_y = -(a_n - a)(v^n_{yy} - v^n_y)
$$

with homogeneous boundary conditions.

Then by the norm defined in Sobolev space for $\omega^n$,

$$
\|\omega^n\|_{W_2^{2,1}(Q)} \leq M\|a^n - a\|_{L_2(Q)}\|v^n_y\|_{W_2^{2,1}(Q)}
$$

For some $M > 0$, where $M = max(\|a\|_{L_infty(Q)}, |b|)$. Then by RKHS, $H_K$, is a complete subspace of $L_2$ we have $a^n \to a$ also in $L_2(Q)$, with the inner product defined in $L_2$ for bounded kernel $\mathcal{K}(\tau, y)$ on $Q$, with a upper bound $M^* > 0$, i.e. $|\mathcal{K}(\tau, y)| \leq M^*$, so

$$
\|a_n - a\|_{H_K(Q)}^2 \leq M^*\|a_n - a\|_{L_2(Q)}^2
$$
then, let $\tilde{M} = \max\{M, M^*\}$,

$$\|\omega^n\|_{W^{2,1}_2(Q)} \leq \tilde{M}\|a^n - a\|_{L^2(Q)}\|v^n_y\|_{W^{2,1}_2(Q)}$$  \hspace{1cm} (2.62)

Thus, $\|\omega^n\|_{W^{2,1}_2(Q)} \to 0$, by $\omega^n = v_n - v(a)$, $\|v^n_y\|_{W^{2,1}_2(Q)}$ is bounded. Thus $v^n \to v(a) \in W^{2,1}_2(Q)$. Hence the volatility to price operator $F$ is continuous.  

**Definition 2.21.** An operator $F : X \to Y$ is compact, if for every bounded sequence $\{x_n\} \in X$, $\{F(x_n)\}$ has a convergent subsequence.

Compact operator can also be viewed as operator that maps a bounded set into another compact(i.e. bounded and closed) set. Compactness is assumed here, since we can use the properties which allow us to resemble the properties of operators in infinite dimensional vector spaces with finite dimensional spaces.

**Proposition 2.22.** The volatility to price operator defined above as $F : D(F) \subset H_K \to W^{2,1}_2(Q)$ is compact. Moreover, weak sequential closedness is weakly continuous and the domain $D(F)$ is weakly closed in RKHS.

**Proof.** Let volatility function sequence $a_n$ and option pricing transformed function $v_n$, $a_n \to a$ in $H_K$ topology, and $v^n \to v$ in $W^{2,1}_2(Q)$ topology. Define $\omega^n := v_n - v(a) \in W^{2,1}_2(Q)$, by linearity, which solves the following

$$-\omega^n + a(\omega^n_{yy} - \omega^n_y) + b\omega_y = -(a_n - a)(v^n_{yy} - v^n_y)$$ \hspace{1cm} (2.63)

The proof similar to the continuity one.

**Remark 2.23.** Weakly sequentially closed in RKHS means if a sequence $\{x_n \in H_K(Q)\}$ weakly converges to some $x^* \in H_K(Q)$, i.e. $x_n \rightharpoonup x^*$, if present as inner product in $H_K(Q)$, for any
\( \bar{x} \in H_K(Q) \),

\[
(x_n - x, \bar{x})_{H_K(Q)} \to 0,
\]  

(2.64)

and if \( F(x_n) \to y \) for some option price function \( y \) in \( W^{2,1}_2(Q) \), then \( x^* \in D(F) \subset H_K \), and \( F(x^*) = y \).

Weak closeness of operator \( F \) guarantees the existence of solution to operator equation \( F(a) = u \), but it cannot guarantee the uniqueness, which is one of the criterion for well-posedness of this problem.

**Proposition 2.24.** Let \( F : D(F) \subset H_K \to W^{2,1}_2(Q) \) be the volatility to price operator, and \( F(a) = u \) satisfies (2.17) and (2.18). Then \( F \) admits a one side derivative at \( a \in D(F) \) in the direction \( h \) and \( a + h \in D_h \), the derivative \( F'(a) \) satisfies

\[
\|F'(a)h\|_{W^{2,1}_2(Q)} \leq c\|h\|_{H_K(Q)},
\]

(2.65)

Moreover, \( F \) is Fréchet differentiable and satisfies Lipschitz condition, there exists \( L > 0 \) such that,

\[
\|F'(a) - F'(a^\dagger)\| \leq L\|a - a^\dagger\|
\]

(2.66)

for all \( a \) and \( h \) such that \( a, a + h \in D(F) \).

**Proof.** The proof follows similar ideas in [4, Proposition 4.1]. Without loss of generality, we assume \( b = 0 \) in (2.17). By linearity of (2.17), the direction derivative \( v'h \) in the direction \( h \) satisfies,

\[
-(v'h)_\tau + a((v'h)_{yy} - (v'h)_y) = -h(v_{yy} - v_y)
\]

(2.67)

with homogeneous initial conditions. Then the solution of this Cauchy problem is \( v'h \in W^{1,2}_2 \). Linearity of \( v'h = F'(a)h \) in \( h \) with the continuity of \( a \) implies Fréchet differentiability. \( \square \)
First, by applying the Sobolev embedding theorem, we can expand the Proposition 2.18 to $L_2(Q)$.

**Corollary 2.25.** The volatility to price operator defined above as $F : D(F) \subset H_K \to L_2(Q)$ is compact. Moreover, weak sequential closedness is weakly continuous and the domain $D(F)$ is weakly closed in RKHS.

### 2.5 The Inverse Problem and the Ill-posedness

Inverse problems can be put as the converse of the direct problems. It may sound still ambiguous. One may think it is random to pick up which one is direct and which one is inverse. In general, two motivations may bring researchers attention to the inverse problems: first, the past states or the parameters of certain existing system need to be adjusted or tuned. Second, one may need to find out how the parameters or the past states influence the system and usually, it is critical to give good prescribed parameters and value for the past states. The detail discussion can be seen in [32].

**Definition 2.26.** Let $X$ and $Y$ be vector spaces, an inverse problem can be understood as: if there is an operator $\mathcal{F} : X \to Y$, given $y \in Y$, we are aiming to find $x \in X$ such that

$$\mathcal{F}x = y$$  \hspace{1cm} (2.68)

In applications of real world scenario, it is unlikely to know precise value for $y$, so we may need to allow some degree of precision, which means if $y \in Y$, let vector space $Y$ equipped with norm $\| \cdot \|$, such that for some $\delta > 0$

$$\|y - y^\delta\| \leq \delta$$  \hspace{1cm} (2.69)

we will see the data is within $\delta$ precision. In this sense, we see in option pricing problem, given parameter to get the option prices would be the direct problem. Conversely, given option prices
to get parameter value will be the inverse problem. The good part of this pair is that the direct problem is well-posed, by saying well-posed, we mean precisely

**Definition 2.27. Hadmard’s definition of well-posedness/ill-posedness:**

For inverse problem \( Fx = y \) is said to be well-posed if

1. For each \( y \in Y \), there exists a \( x \in X \) such that \( Fx = y \)
2. For each \( y \in Y \), there is a unique \( x \in X \) such that \( Fx = y \)
3. The solution \( x \) depends continuously on \( y \).

If it is not well-posed, then we say the operator equation is ill-posed.

**Theorem 2.28.** The compact, continuous and weakly closed operator, a.k.a the parameter-to-solution operator \( F : D(F) \subset L^2(Q) \rightarrow W^{2,1}_2(Q) \) implies local ill-posedness of the inverse problem of option pricing calibration, \( D(F) \) is considered to be infinite dimensional.

*Proof.* If we choose a bounded sequence \( \{a_n\} \in D(F) \), \( a_n \) has no convergent subsequence, but it has a weakly convergent subsequence by the boundedness, the subsequence noted as \( a_{n_k} \). By \( F \) is a weakly closed and compact operator, so the sequence \( \{F(a_{n_k})\} \) converges. It implies that similar option prices may be associated with differing volatilities. Thus, we can see the inverse problem is ill-posed. The details of the explanation can be seen in [4, 54] \( \square \)
CHAPTER 3: NONLINEAR MODEL WITH REGULARIZATION IN RKHS

The contribution of this chapter is that we propose Tikhonov regularization by using RKHS. To date, it has not yet been used in the calibration problem for option pricing. Sobolev space is used in [3, 4, 19]. Usually, a smooth volatility function is assumed. By using RKHS we help attain a smooth structure of volatility. The properties of RKHS can help us deal with the sparse and noisy data. This approach is commonly used in other areas, for example, signal processing, machine learning, neural network, artificial intelligence, etc, [10, 57, 58].

We choose to regularize the ill-posed problem motivated by the ideas of [3, 4, 19]. Tikhonov regularization is one of the most often used techniques in regularization schemes. In general, it can be viewed as a trade-off between precision and stability, wherein a small compromise in accuracy will be rewarded with an increased stability and uniqueness of the solution. Overall it is a popular approach to solve ill-posed inverse problems. Tikhonov regularization is well understood and applied for the linear ill-posed problems by now; however, the nonlinear cases are still not very well developed. Usually, some restrictive assumptions are needed for nonlinear equations.

In this chapter, we consider the continuous case for option pricing function $C(S, t; T, K, \sigma, q)$ for theoretical analysis. We analyze the convergence of the solution as the parameter of regularization and noisy level are controlled to approach zero. Also the existence and uniqueness are discussed while the stability of the solution is proven for continuous data accessible for option prices case.

This chapter is structured as:

In the first section, we have a short review of the general regularization theory, which is the foundation of regularization.
3.1 Tikhonov Regularization

Regularization is a popular way of controlling ill-posedness of operator equations in a flexible and intuitive manner. We have a quick review of regularization technique in Appendix B.

**Definition 3.1.** *In general, given \( F : X \to Y \), \( X \) and \( Y \) are any two topology spaces, a regularization strategy is a family of bounded operators

\[
R_\alpha : Y \to X, \quad \alpha > 0,
\]  

(3.1)

such that

\[
\lim_{\alpha \to 0} R_\alpha F x = x \quad \text{for all } x \in X.
\]  

(3.2)

The regularization operators \( R_\alpha \) usually are a sequence of approximation of the inverse of \( F \). \( R_\alpha F \) is point-wisely convergent to identity.

3.2 Nonlinear Tikhonov Regularization for Calibration Problem

3.2.1. The Nonlinear Operator Equation

In more general cases, we have nonlinear operator equations, i.e., operator \( F \) is not linear. We can assume that

(i) \( F \) is a continuous operator from \( X \) to \( Y \) in the defined norm \( \| \cdot \| \)

(ii) \( F \) is also sequentially closed, which means for any sequence \( \{x_n\} \subset D(F) \), \( x_n \rightharpoonup x \), and \( F(x_n) \rightharpoonup y \) for \( y \in Y \), then \( x \in X \) and \( F(x) = y \).

Notice the above assumption is valid in varies application, especially, the calibration for option
pricing problems. Sequentially closed is satisfied if $F$ is continuous and compact with the domain of $F$, $D(F)$ is weakly closed, i.e. closed and convex. The inverse problems for nonlinear compact operator, we also have the counterpart for the ill-posedness. Next, let us have a look at the difference between linear and nonlinear operator equations for inverse problem.

### 3.2.2. The Comparison with the Linear Case

We follow some standard results about the linear and nonlinear comparison, see [12,32,45]. It is necessary because we apply both of the scenario in our application. Consider the inverse problem

$$F x = y, \quad F : X \rightarrow Y$$

In the linear case, $F$ is a linear operator, on the contrary, $F$ is nonlinear for the nonlinear case.

If the inverse problem is ill-posed, which essentially means the unboundedness of the inverse of $F$ if it exists, or the generalized inverse in general cases $F^\dagger$,

$$F^\dagger \text{ unbounded } \Leftrightarrow R(F) \text{ not closed} \quad (3.3)$$

Here $R(F) \subset Y$ denotes the range of operator $F$. Also if $F$ is compact,

$$F^\dagger \text{ unbounded } \Leftrightarrow \dim R(F) = \infty \quad (3.4)$$

For linear operator regularization in RKHS, the solution exist from the famous Representer theorem, see [65]. Next we can see a sufficient condition for ill-posedness of the nonlinear inverse problem for compact operator $F$. 
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3.3 The Convergence Analysis for Nonlinear Tikhonov Regularization for RKHS

If \( \mathcal{F} \) is nonlinear, in consequence, the solution may not be unique in general.

**Theorem 3.2.** The regularized solution depends continuously on given data in the nonlinear Tikhonov regularization for ill-posed operator equation \( \mathcal{F} x = y \)

**Proof.** If a data sequence \( y_k \) in \( Y \), \( y_k \to y^\delta \) then minimizer sequence \( (x_k) \) has convergent subsequence also noted as \( x_k \), and if \( x_k \to \bar{x} \), then \( \bar{x} \) is a minimizer, too. By continuous dependence on data, we mean for any small \( \epsilon > 0 \), there exists \( \delta > 0 \) by the continuity of \( \mathcal{F} \) in \( X \), such that as 

\[
\| y_k - y^\delta \| \leq \delta,
\]

\[
\| x_k - \bar{x} \| \leq \epsilon
\]

from assumption that \( (x_k) \) are the minimum of \( J_\alpha \) so,

\[
\| \mathcal{F}(x_k) - y_k \|^2 + \alpha \| x_k - x_0 \|^2 \leq \| \mathcal{F}(x) - y_k \|^2 + \alpha \| x - x_0 \|^2, \quad x \in X
\]

since \( \| y_k - y^\delta \| \leq \tau \), for any \( \epsilon \), we can find \( k > N, N > 0 \) a big number such that

\[
\| \mathcal{F}(x_k) - c_k \|^2 + \alpha \| x_k - x_0 \|^2 \leq \| \mathcal{F}(\bar{x}) - c_\delta \|^2 + \alpha \| x_0 - \bar{x} \|^2 + \alpha \| \bar{x} - x_0 \|^2 \leq M
\]

\( \square \)

Compare to the results from Engl and Zou [32] and Engl and Egger [4], we can get the convergence rate of the regularization in RKHS \( H_{K/Q} \).

**Theorem 3.3.** If \( \mathcal{D}(\mathcal{F}) \in H_{K/Q} \) is Convex, let \( a^* \) be the true solution and \( v = v(a) \). \( a^*_\alpha \) is a minimizer of the regularization for \( a_0 \) prior, and if volatility to price operator satisfies the following
conditions:

(i) $F$ is Fréchet differentiable. $F'$ denotes the derivative

(ii) there exists $L > 0$ with $\|F'(a^\dagger) - F'(a^\star)\| \leq L\|a^\dagger - a_0\|$, for all $a^\star \in D(F)$.

(iii) there exists $\omega \in W^{2,1}_2(Q)$, with $a^\dagger - a_0 = F'(x^\dagger)\omega$.

(iv) $L\|\omega\| < 1$.

Then, for $\alpha \sim \delta$,

$$\|a^\delta_{\alpha} - a^\dagger\| = O(\sqrt{\delta}). \quad (3.5)$$

Proof. First note that, in the RKHS case,

$$\|a^\delta - a^\dagger\|^2_{H_K(Q)} = \|a^\dagger - a_0\|^2_{H_K(Q)} + \|a^\dagger - a^\delta\|^2_{H_K(Q)} + 2\langle a^\dagger - a_0, a^\dagger - a^\delta \rangle_{H_K(Q)} \quad (3.6)$$

the triangular inequality implies

$$\|v^\delta - v\|^2 + \alpha\|a^\delta - a^\dagger\|^2_{H_K(Q)} \leq \delta^2 + 2\alpha\langle a^\dagger - a_0, a^\dagger - a^\delta \rangle_{H_K(Q)} \quad (3.7)$$

and

$$\alpha\langle a^\dagger - a_0, a^\dagger - a^\delta \rangle_{H_K(Q)} = \alpha \int_Q [(a^\dagger - a^\delta)(v_{yy} - v_y)] d(y, \tau) \quad (3.8)$$

$$= \alpha \int_Q [- (v^\delta - v)_t + a^\delta(v^\delta - v)_{yy} - a^\delta(v^\delta - v)_y] d(y, \tau) \quad (3.9)$$

$$= \alpha \int_Q (v^\delta - v)[\phi_t + (a^\delta \phi)_{yy} + (a^\delta \phi)_y] d(y, \tau) \quad (3.10)$$

$$\leq \epsilon\|v - v^\delta\|^2_{L^2(Q)} + \frac{\alpha^2}{4\epsilon}(1 + 2\|a^\delta\|_{H_K(Q)}) \quad (3.11)$$

When move the first term to the left, the proof is completed. \qed
CHAPTER 4: NONLINEAR MODEL WITH MONTE CARLO SIMULATIONS

In this Chapter, we discuss the discrete model of the nonlinear regularization model we discussed in Chapter 2. Gradient Descent is used to find the volatility surface. Monte Carlo Simulations are a very commonly used method in Finance. See [66]. We use them to generate a heuristic future stock price, then use the payoff formula to calculate the option price. With the simulated results, we apply the gradient descent to find the volatility function.

4.1 Moment Discretization

4.1.1 Regularization for Discrete Model

Tikhonov regularization is the most commonly used method of regularization of ill-posed problems. In this section, we are going to talk about the discrete model with this regularization technique. It is known as a technique that allows bias in-trade of a stable and well-posed solution.

Problem 3

The discrete case of Tikhonov Regularization for calibration problem for option pricing is

$$\min_{x \in X_m} \{ ||C_m(a) - y_m^\delta||_2^2 + \lambda ||a - a_0||_H^2 \}$$

(4.1)

- $C_m(a)$ is the option model price,
- $\lambda$ Tikhonov regularization parameter,
- $y_m^\delta$ is the observed market price with spread $\delta$. 
• $a$ is volatility function as defined in (2.30), $a_0$ is a good guess, for example a good historical volatility,

• $\|f_i\|_{l^2(Q)} = \sum_{i}^{\infty} (f_i)^2$, $\forall f_i \in l^2(Q)$

4.1.2 Cross Validation for $\lambda$

Lambda as a parameter appeared in the regularization functional chosen by using cross validation method. Cross-validation, also known as Generalized cross validation (GCV), is a model validation technique for assessing how are the results of a statistical analysis for a given parameter. The process of Leave-1-out cross-validation is used in this paper. It involves using 1 observation as the validation for the parameter and the the other observations as the training set. In the regularization case, we need to find a suitable $\lambda$, which is the parameter used in the regularization.

The same technique can also be used to find the optimal parameter in kernel functions.

4.1.3 Gradient Descent Method

The gradient descent method, a.k.a the steepest descent, says multivariate differentiable functions decrease fastest if one goes in the direction of the negative gradient. The directional derivative along direction $[\eta]$ is followed the idea given by [4], the partial differential equation used here is slightly different from Engl and Egger [4],

$$J'(a)_{[\eta]} = 2(v(a) - v_0, v'(a)_{[\eta]})_v + 2\beta(a - a*, \eta)_a$$ (4.2)
If we let $V := v(a) - v^\delta$, $\omega := v'(a)|_{\eta}$,

$$(v'(a)|_{\eta}, v(a) - v^\delta) = \int_0^T \omega(y, T) r(y) dy = \int_0^T \frac{d}{dt} \int \omega(y, t) V(y, t) dy dt$$ \tag{4.3}$$

$$= \int_0^T \omega_t V - \omega V_t dy dt = \int_0^T \int [a(\omega_{yy} - \omega_y) - \eta(v_{yy} - v_y)] V + \omega V_t dy dt$$ \tag{4.4}$$

$$= \int_0^T \int [V_t + (aV)_{yy} + (bV)_y] \omega - \eta(v_{yy} - v_y) V dy dt = - \int_0^T \int \eta(v_{yy} - v_y) V dy dt$$ \tag{4.5}$$

$V$ is the solution of the homogeneous pde of (2.28)

$$V_t + aV_{yy} + bV_y = 0$$ \tag{4.6}$$

with condition $V(y, t) = 0$.

Then a gradient direction can be determined from

$$(g, \eta)_a = 2(v(a) - v^\delta, v'(a)|_{\eta})_v + 2\lambda(a-a_0, \eta)_a = 2 \int_0^T \int (v_{yy} - v_y) V dy dt + 2\lambda(a-a_0, \eta)_a$$ \tag{4.7}$$

$(\cdot, \cdot)_a$ is the norm in $H_K$, (4.10) is then to solve,

$$-g_{yy} + g = -2(v_{yy} - v_y) V - 2\lambda(-da_{xx} + da)$$ \tag{4.8}$$

where $da = a - a_0$. The gradient direction can be derived from the numerical solutions of the parabolic partial differential equations and the solution of the variational problem (4.9).
Monte Carlo is a famous casino in Monaco and the name of this method comes from the idea of luck with the draw. Applications include: financial products pricing, integration approximation, Network reliability, etc.

Random sampling is an essential component of the Monte Carlo method and it applies well to the deterministic problem. This ability to provide solutions to both probabilistic and deterministic problems makes the Monte Carlo method more versatile than most other numerical approximation techniques.

### 4.2.1 The Generated Random Process

First, we need to use Monte-Carlo Simulation to generate the random variable of the lognormal process, which is assumed to be the future stock price movement path according to the B-S equation assumption. The steps are:

1. get standard norm distribution random number $z_i = N(0, 1)$,
2. generate an normal random number $n_i = N(\mu, v) = \mu + vz_i$
3. generate lognormal random number $x_i = e^{n_i}$

By using the generated random lognormal numbers, we can get the future stock price, $S_T = S_0 x_i$. Then apply for the payoff function for options for call option,

$$\text{payoff}_{\text{call}} = \max(S_T - K, 0)$$
Then the option price at $t = 0$ is

$$C = e^{-rT} \text{payoff}_{\text{call}}$$

In this way, we can get heuristic option price data. The following table (3.1) is part of the generated result for $T - t = 0.024$, $K = 245$, $S_0 = 250$, $r = 0.03$, $q = 0.02$, we chose $\sigma = 0.012$ from the Apple. Inc Option Chain data as a starting point.

### 4.2.2 Control Variate and Minimum Variance

The control variate method is a common method used in Monte Carlo simulations in order to increase the accuracy of the simulation. The variance can be reduced by introducing a known result, the true value. It is especially useful in the sparse option data case. We use the market true
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data as a control variate to our simulated data. The control variate estimated is then defined as

\[ C^* = C_S + \beta (V_t - V_S) \]  

(4.9)

The reduction in variance is

\[ Var(C_s) - Var(C^*) \]  

(4.10)

Ideally, the control variate will be highly correlated with the option being priced. The following results followed from [64](Mcdonald-derivatives markets).

**Theorem 4.1.** The variance \( Var(C^*) \) is minimized when

\[ \beta = \frac{Cov(C_s, V_s)}{Var(V_s)} \]  

(4.11)
Corollary 4.2. Let \( \{x_1, \cdots, x_n\} \) be the observations for the distribution of a random variable \( X \), then the sample mean is
\[
\bar{X} = \frac{x_1 + \cdots + x_n}{n}
\] (4.12)

The sample variance is
\[
Var(X) = E(X^2) - (E(X))^2 = \frac{\sum_{i=1}^{n}(x_i - \bar{X})^2}{n-1}
\] (4.13)

If \( \{y_1, \cdots, y_n\} \) is another set of observations of a random variable \( Y \), then the covariance of \( X \) and \( Y \) is given by
\[
Cov(X, Y) = \frac{\sum_{i=1}^{n}(x_i - \bar{X})(y_i - \bar{Y})}{n-1}
\] (4.14)

Thus, in control variate estimation \( C^* = C_S + \beta(V_t - V_S) \), The variance \( Var(C^*) \) is minimized when
\[
\beta = \frac{\sum_{i=1}^{n}(x_i - \bar{X})(y_i - \bar{Y})}{\sum_{i=1}^{n}(x_i - \bar{X})^2}
\] (4.15)

Corollary 4.3. The minimal variance is
\[
Var(C^*) = Var(C_S) - \frac{Cov^2(C_s, V_s)}{Var(V_s)}
\] (4.16)

The variance reduction factor is
\[
\frac{Var(C^*)}{Var(C_s)} = 1 - \rho_{C_S,V_s}^2
\] (4.17)

where \( \rho_{C_S,V_s} \) is the correlation coefficient between \( C_s \) and \( V_s \).

After applied Control variate by given true data, \( N = 100 \), \( V_t=observed \) prices. \( \zeta = -0.0033636 \)

The minimal variance is \( Var(C^*) = 2997.5436 \) from 3031.6975
Table 4.1: Comparison of control variate and naive Monte Carlo

<table>
<thead>
<tr>
<th>Controlled</th>
<th>Naive Monte Carlo</th>
</tr>
</thead>
<tbody>
<tr>
<td>257.1046</td>
<td>257.4738</td>
</tr>
<tr>
<td>267.5082</td>
<td>267.8606</td>
</tr>
<tr>
<td>327.6275</td>
<td>327.9631</td>
</tr>
<tr>
<td>279.1841</td>
<td>277.5029</td>
</tr>
</tbody>
</table>

Remark 4.4. A key question in error analysis for Monte Carlo valuations is one of determining the number of simulated stock price points required in order to realize the desired level of accuracy. The error reduces at the rate of $\frac{1}{\sqrt{N}}$. Details can be found in [8].

4.2.3 Implementation with Gaussian Kernel for Call Options

The Gaussian radial basis function kernel is a popular kernel function used in various kernelized learning algorithms. The Gaussian kernel is given by

$$k(x_i, x_j) = \exp\left(-\frac{\|x_i - x_j\|^2}{h^2}\right)$$  \hspace{1cm} (4.18)

where $h$ is the kernel bandwidth, $\|x_i - x_j\|$ is the Euclidean distance.

Algorithms

1. Use Naive Monte Carlo to generate simulated option prices,

2. Apply the AAPL true data to control variance, find the minimal variance coefficients, then calculate the new simulated prices,

3. Implement the regularization theory with $\lambda = 1$,

4. Use GCV to find the optimal parameter $\lambda$,
5. Find the directional gradient according to (4.10),

6. Implement Gradient descent method find the minimizer of the regularization functional,

7. Update the coefficients of the kernel function representation for volatility.

### 4.3 Implementation with Put Option and Other Kernel Choices

This section is the result of the implementation of European put options. Compared to call options, the payoff of put options with strike $K$ for stock $S$ at maturity $T$ is

$$\text{payoff}_{\text{put}} = \max(K - S_T, 0)$$

(4.19)

#### 4.3.1 European Put Option with Gaussian Kernel

First we use Monte-Carlo method to generate a new put option data. Table is omitted. Applying Gaussian kernel with parameter, the bandwith, $h = 1$.

The optimal bandwith in Gaussian kernel can be found by using cross validation, similar to the regularization.

#### 4.3.2 Other kernels application

- Polynomial Kernel Implementation with degree 2 and 3
- Laplace kernel

Polynomial kernel of degree 2 is applied to the call and put data. The polynomial kernel is defined
as,

\[ K(x, x') = (\langle x, x' \rangle + 1)^2 \] (4.20)

With degree 3, the polynomial kernel is,

\[ K(x, x') = (\langle x, x' \rangle + 1)^3 \] (4.21)

Notice here the scale and offset of the polynomial kernel are both 1 by choice. Laplace is another general purpose kernel along with Gaussian kernel and polynomial kernel. It is usually called Laplace radial basis kernel in machine learning, the kernel function is defined as

\[ K(x, x') = \exp(-\sigma \| x - x' \|) \] (4.22)
CHAPTER 5: LINEAR MODEL WITH GREEKS

In this chapter, we analyze the discrete case for operation equations. Comparing with the continuous case, we use the real time market data on Apple Inc stock options. A linear model is obtained from the Black-Scholes equation in the Greeks form. The greeks are the estimations of changing rate of options and stocks, which are the derivatives in the B-S equation. They are imperative tools for analysis of option pricing. Also greeks are valuable information that are given in everyday trading data, thus we believe that a model embracing the greeks is desirable for the quick estimations.

5.1 The Option Greeks

5.1.1 Option Greeks Definition

"Trading options without an understanding of the Greeks - the essential risk measures and profit/loss guide in options strategies - is synonymous to flying a plane without the ability to read instruments." –John Summer, Ph.D.

In finance, the Greeks used for options are some ratios defined to represent the sensitivities of prices of financial instrumentals to a change in price of the underlying asset. In practice, option values change on several different factors: variations in the stock price of the underlying asset, changing of time, movements in the interest rate or volatility or the dividend yield.

Greeks as it is used in other context, include delta, gamma, theta, rho and vega. Notice vega is not a normal greek letter, it is only used in the option scenario. We only use delta, gamma and theta according to the Black-Scholes equation, vega and rho are not considered in this dissertation due
to the assumption that \( r \) and \( q \) are constant in our model. By adopting the definition in [65], the greeks are defined as,

- Delta (\( \Delta \)) is defined as the rate of change of the option price with respect to the underlying stock price, which is the first derivative of option price with respect to stock price

\[
\frac{\partial C}{\partial S} = \Delta
\] (5.1)

- Gamma(\( \Gamma \)) is ratio of the change in delta and stock price, which is essentially the second derivative,

\[
\frac{\partial^2 C}{\partial S^2} = \Gamma
\] (5.2)

- Theta(\( \Theta \)) is the ratio of the change of option price with respect to time, which gives the rate of the change of the option price with respect to a decrease in the time to maturity of 1 day.

\[
\frac{\partial C}{\partial t} = \Theta
\] (5.3)

5.1.2 Black-Scholes with Greeks

Let \( C(S,t; K, T, \sigma, q) \) be B-S option price function, \( r \) is interest rate, we use it as a constant, \( r = 0.03 \), \( q \) is stock dividend, used as a constant, too. \( q = 0.023 \) according to the report of Apple Stock in November 2013. (dividend data from www.streetInsider.com). Then one can rewrite the B-S equation by using Greeks,

\[
\frac{\partial C}{\partial t} + (r - q)S \frac{\partial C}{\partial S} + \frac{1}{2}\sigma^2 S^2 \frac{\partial^2 C}{\partial S^2} = rC
\] (5.4)
Use the greeks, $\frac{\partial C}{\partial t} = \Theta$, $\frac{\partial C}{\partial S} = \Delta$, $\frac{\partial^2 C}{\partial S^2} = \Gamma$, we have

$$\Theta + (r - q)S\Delta + \frac{1}{2}\sigma^2 S^2 \Gamma = rC$$

(5.5)

**Proposition 5.1.** Delta is defined as $\frac{\partial C}{\partial S}$, then we have

$$\Delta_{call} = e^{-q(T-t)}N(d_1)$$

(5.6)

$$\Delta_{put} = e^{-q(T-t)}N(-d_1)$$

(5.7)

$0 < \Delta_{call} < 1$ and $-1 < \Delta_{put} < 0$.

This can be derived from the B-S formula.

**Proposition 5.2.** Gamma as the second derivative of option price with respect to stock price can be calculated as

$$\Gamma_{call} = \frac{e^{-q(T-t)}}{S\sigma\sqrt{T-t}}N'(d_1)$$

(5.8)

and

$$\Gamma_{call} = \Gamma_{put}$$

(5.9)

where

$$N'(d_1) = \frac{1}{\sqrt{2\pi}} e^{-d_1^2/2}$$

(5.10)

**Proposition 5.3.** We have

$$\Theta_{call} = Se^{-q(T-t)}N(d_1) - rKe^{-r(T-t)}N(d_2) - \frac{Se^{-q(T-t)}\sigma}{2\sqrt{T-t}}N'(d_1)$$

(5.11)
By put-call parity, one can also get

\[ \Theta_{put} = rKe^{-r(T-t)}N(-d_2) - Sqe^{-q(T-t)}N(-d_1) - \frac{Se^{-q(T-t)}\sigma}{2\sqrt{T-t}}N'(d_1) \]  

(5.12)

### 5.1.3 The Greeks in Option data

In option chain data, option Greeks are estimated from data using finite difference method. They are estimated by the following formulas derived from binomial trees,

- Delta can be calculated as
  \[ \Delta = e^{-qh} \frac{C_u - C_d}{S_u - S_d} \]  
  (5.13)

- Gamma measures the change in delta, hence
  \[ \Gamma = \frac{\Delta_{uu} - \Delta_{ud}}{S_u - S_d} \]  
  (5.14)

Where

\[ \Delta_{uu} = e^{-qh} \frac{C_{uu} - C_{ud}}{S_{uu} - S_{ud}} \]  
(5.15)

\[ \Delta_{ud} = e^{-qh} \frac{C_{ud} - C_{dd}}{S_{ud} - S_{dd}} \]  
(5.16)

- Theta can be given as the rate of change of option price with respect to time \( h \),
  \[ \Theta = \frac{C_{ud} - (C_0 + \Delta\epsilon + 0.5\Gamma\epsilon^2)}{2h} \]  
  (5.17)

where

\[ \epsilon = S_{ud} - S_0, \quad S_0 \text{ is the stock price at } t = 0 \]  
(5.18)
By including the Greeks in Black-Scholes equation, we will use the option chain data downloaded from historicaloptiondata.com. The numerical result of this paper is from the downloaded real world data. The greeks are available in the data sheet of option chain, which can be used directly as a tool for our research. Also, greeks are available for almost all the option trading software packages, which makes greeks ready to use. (see example table Figure 4.1)

5. 2 The Linear Model and the Solution

In this section, we will show how the Greeks make the model linear. Following the linear model, we defined a new linear regularization problem.
5.2.1 The Linear Model

With the help of Greeks, option price appears as a linear relation with volatility.

If we let
\[
\frac{1}{r}(\Theta + (r - q)S\Delta) = \gamma_0, \quad \frac{1}{r}S^2\Gamma = \gamma
\]

Then the option price function \( f(x_i) \) can be written as,

\[
f(x_i) = \gamma_0 + \gamma a(x_i)
\]  

(5.19)

\( \gamma \) and \( \gamma_0 \) are calculated from the Greeks, which gives us a nice linear relationship between option price function and volatility function.

5.2.2 Tikhonov Regularization

Calibration from the real world option data is used to estimate the important parameter in the Black-Scholes equation, the volatility. Tikhonov regularization is also used for the linear case to cure the ill-posedness of the inverse problem as discussed in chapter 1.

\[
J(a) = \|C(S, t, T, K, \sigma, r, q) - c^\delta\|^2 + \lambda\|a\|^2
\]  

(5.20)

In this equation,

- \( J(a) \) is Tikhonov regularization functional for linear model.
- \( C(S, t, T, K, \sigma, r, q) \) is the B-S option price.
- \( c^\delta \) is the observed market price for options.
• $a(\ln(S/K), T - t) = \frac{1}{2} \sigma^2$ is the volatility function defined as before

We are aiming to minimize the total cost by applying $a(\ln(S/K), T - t)$ in the reproducing kernel Hilbert Space $H_K$

$$a(x, x_i) = \sum_{i=1}^{N} \beta_i K(x, x_i) \quad (5.21)$$

With $x_i = (\ln(S_i/K_i); T_i - t_i)$ is the input, $K(\cdot, \cdot)$ is the kernel function in $H_K$.

**Remark 5.4.** Notice, if we solve $C$ in equation (4.5), and we have

$$f(x_i) := C = \frac{1}{r} (\Theta_i + (r - q)S_i \Delta_i + a(x_i)S_i^2 \Gamma_i) \quad (5.22)$$

**Problem 2** The linear model for option pricing calibration by using greeks in RKHS $H_K$ is defined as

$$\text{argmin}_a \sum_{i=1}^{N} (y_i - f(x_i))^2 + \lambda \beta^T K \beta \quad (5.23)$$

where $y_i := c$ is the observed option prices.

**5.2.3 The Representer Theorem**

In statistics, the well-known Representer Theorem introduced by Kimeldorf and Wahba is applied for minimizing functional [10]

$$J(f) = \frac{1}{n} \sum_{i=1}^{n} (f(x_i) - y_i)^2 + \lambda \|f\|_{H_K}^2 \quad (5.24)$$

the minimizer can be written as

$$f = \sum_{i=1}^{n} C_i f(x_i) \quad (5.25)$$
Applying the Representer Theorem, we have justify our usage of $a(x)$ in $H_K$.

**Theorem 5.5.** *In Problem 2, the minimizer $a(x)$ can be written as*

$$a(x, x_i) = \sum_{i=1}^{N} \beta_i K(x, x_i)$$

(5.26)

*With $x_i = (\ln(S_i/K_i); T_i - t_i)$ is the input, $K(\cdot, \cdot)$ is the kernel function in $H_K$.***

### 5.2.4 The Solution of the Linear Model

**Theorem 5.6.** *The solution to Problem 2 is calculated as*

$$\beta = (\gamma^2 K + \lambda I)^{-1}(\gamma(Y - \gamma))$$

(5.27)

*Proof. In Problem 2, we are trying to minimize*

$$J(a) = \sum_{i=1}^{N} (y_i - f(x_i))^2 + \lambda \beta^T K \beta$$

(5.28)

$$= (Y - f(x))^T (Y - f(x)) + \lambda \beta^T K \beta$$

(5.29)

Where $Y = (y_1, \cdots, y_N)$. Differentiate $J$ with respect to $\beta$, we can get the coefficient of the kernel function as desired. Apply $f(x) = \frac{1}{r}(\Theta + (r - q)S\Delta + a(x_i)S^2\Gamma)$ in (4.22), then the first part in (4.29) is

$$(Y - \frac{1}{r}(\Theta + (r - q)S\Delta + K\beta S^2\Gamma))^T (Y - \frac{1}{r}(\Theta + (r - q)S\Delta + K\beta S^2\Gamma))$$

(5.30)

Let $\frac{1}{r}(\Theta + S\Delta^T(r - q) = \gamma_0$ and $\frac{1}{r}S^2\Gamma = \gamma$.  
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Table 5.1: Example of AAPL option chain data

<table>
<thead>
<tr>
<th>Stock</th>
<th>T-t</th>
<th>Strike</th>
<th>Option</th>
<th>Delta</th>
<th>Gamma</th>
<th>Theta</th>
</tr>
</thead>
<tbody>
<tr>
<td>520.03</td>
<td>0.024</td>
<td>360</td>
<td>159.95</td>
<td>0.8152</td>
<td>0.0004</td>
<td>-12.7165</td>
</tr>
<tr>
<td>520.03</td>
<td>0.024</td>
<td>365</td>
<td>154.95</td>
<td>0.8061</td>
<td>0.0005</td>
<td>-11.9357</td>
</tr>
<tr>
<td>520.03</td>
<td>0.024</td>
<td>370</td>
<td>149.95</td>
<td>0.798</td>
<td>0.0006</td>
<td>-11.0972</td>
</tr>
<tr>
<td>520.03</td>
<td>0.024</td>
<td>375</td>
<td>144.95</td>
<td>0.7912</td>
<td>0.0006</td>
<td>-10.2167</td>
</tr>
</tbody>
</table>

Then

\[(Y - \gamma_0 - \gamma K \beta)^T (Y - \gamma_0 - K \beta) + \lambda \beta^T K \beta\]  

(5.31)

Take derivatives with respect to \( \beta \) and set it equal 0

\[2(Y - \gamma_0 - \gamma K \beta)^T (-\gamma K) + 2 \lambda \beta^T K = 0\]  

(5.32)

Solve for \( \beta \), the coefficient for volatility with kernel \( K \),

\[\beta = (\gamma^2 K + \lambda I)^{-1} (\gamma (Y - \gamma_0))\]  

(5.33)

5.3 Numerical Implementation

Apple stock data on November 1st, 2013 is downloaded in historicaloptiondata.com. The index symbol for apple stock is AAPL. The interest rate used in our implementation is 3%, apple stock in November 2013 had dividend rate as 2.3% according to streetinsider.com. Option has bid and ask prices, for calculation purpose we use the average of the two to be the option price, which is a common way to use the data from other researchers.
Table 5.2: Result of linear model for call option with Gaussian Kernel

<table>
<thead>
<tr>
<th>Stock</th>
<th>T-t</th>
<th>Strike</th>
<th>Option</th>
<th>beta</th>
<th>volatility</th>
</tr>
</thead>
<tbody>
<tr>
<td>520.03</td>
<td>0.024</td>
<td>360</td>
<td>159.95</td>
<td>-2.5127</td>
<td>0.01439</td>
</tr>
<tr>
<td>520.03</td>
<td>0.024</td>
<td>365</td>
<td>154.95</td>
<td>-2.40539</td>
<td>0.01209</td>
</tr>
<tr>
<td>520.03</td>
<td>0.024</td>
<td>370</td>
<td>149.95</td>
<td>-2.28382</td>
<td>0.01005</td>
</tr>
<tr>
<td>520.03</td>
<td>0.024</td>
<td>375</td>
<td>144.95</td>
<td>-2.14995</td>
<td>0.00823</td>
</tr>
<tr>
<td>520.03</td>
<td>0.024</td>
<td>380</td>
<td>139.95</td>
<td>-2.0050</td>
<td>0.00663</td>
</tr>
</tbody>
</table>

5.3.1 Numerical Implementation with Gaussian kernel

In order to calculate for our purpose, cross sections data are used to serve different variable values used in Black-Scholes equation. The selected data table is 1168 by 8, with 1168 entries trading information for European Vanilla options. Call options and put options are tested separately. The comparison results are given in the following context. Gaussian kernel is given in (3.3). R programming language is used for the numerical implementation. Here are the steps:

1. Prepare Input data \( x_i = (\ln(S_i/K_i), T - t), y = \gamma_0 + \gamma a(x) \)

2. Get the kernel matrix, use Gaussian kernel.

3. Calculate the inflated matrix \( M = (\gamma^2 K + \lambda I)^{-1} \).

4. Output \( \beta \) and volatility surface.

5.3.2 The Result of the Gaussian Kernel Implementation

In the Table 4.2, only partial results are displayed.

Figure 5.2 shows the a stable and unique solution of volatility function.
5.3.3 Error Analysis

In statistics, $r$ squared is a number used to calculate the fit of the regression model.

After get the coefficients for kernel functions, the R squared for both call and put are calculated to see the fit of the model. The results are promising. If $\bar{y}$ is the mean of the observed data $y_i$, $\hat{y}_i$ is the estimate, $i = 1, 2, \ldots$,

$$\bar{y} = \frac{1}{n} \sum y$$
Table 5.3: Result of linear model of put option with Gaussian

<table>
<thead>
<tr>
<th>Stock</th>
<th>T-t</th>
<th>Strike</th>
<th>Option</th>
<th>beta</th>
<th>volatility</th>
</tr>
</thead>
<tbody>
<tr>
<td>520.03</td>
<td>0.024</td>
<td>360</td>
<td>0.02</td>
<td>1.48354</td>
<td>-0.01642</td>
</tr>
<tr>
<td>520.03</td>
<td>0.024</td>
<td>365</td>
<td>0.025</td>
<td>1.33887</td>
<td>-0.0142</td>
</tr>
<tr>
<td>520.03</td>
<td>0.024</td>
<td>370</td>
<td>0.025</td>
<td>1.04024</td>
<td>-0.001219</td>
</tr>
<tr>
<td>520.03</td>
<td>0.024</td>
<td>375</td>
<td>0.025</td>
<td>0.889048</td>
<td>-0.0104</td>
</tr>
<tr>
<td>520.03</td>
<td>0.024</td>
<td>380</td>
<td>0.025</td>
<td>0.73829</td>
<td>-0.0879</td>
</tr>
</tbody>
</table>

The total sum of the squares $SS_{tot}$ is defined as

$$SS_{tot} = \sum (y_i - \bar{y})^2$$

From the idea of regression, we care about the residues of the fitting, the residue sum of the squares is defined as

$$SS_{res} = \sum (y_i - \hat{y}_i)^2$$

R squared calculate the residues of all the data fitting, the formulas is given as

$$R^2 = 1 - \frac{SS_{res}}{SS_{tot}}$$

$R^2 = 1$ is the perfect fit. $R^2 = 0$ means no fitting at all. From the testing result in apll data set, R squared for 1168 entries of European put data is 0.9695575. European call option R squared is 0.813300828.

5.4 European Put option implementation

Applying on European vanilla put options on the same option chain data set, the implementation result is given in the table 4.4. As we see the coefficients beta for put options are mostly negative.
5.5 Application of Other Kernels

By changing the kernel functions, we can expect different result.

5.5.1 Polynomial Kernel Implementation

Polynomial kernels are considered to be applied.

Polynomial kernel of degree 2 is applied to the call and put data. The polynomial kernel is defined as,

\[ K(x, x') = (\langle x, x' \rangle + 1)^2 \]

Notice here the scale and offset of the polynomial kernel are both 1 by choice. The result for call is not as good as Gaussian kernel, the R squared is 0.4573. Either the result for put data, the R squared is around 0.4494.

5.5.2 Laplace Kernel Implementation

The Laplace kernel is another general purpose kernel along with Gaussian kernel and polynomial kernel. It is usually called Laplace radial basis kernel in machine learning, Laplace kernel function is defined as

\[ K(x, x') = exp(-\sigma ||x - x'||) \]

The distance used here is Euclidean distance. The result for call option is even better, the R-squared is 0.999865.
CHAPTER 6: CONCLUSIONS AND FUTURE WORK

This chapter discusses the results and conclusions with some future directions of work opened by applying this method. The rationale for using the kernel method and regularization technique are given. We use Apple option chain data to the nonparametric method fitting without using kernel smoothing and regularization. The graph shows an unstable and noisy result. We also show that it is necessary by applying the regularization compared to ordinary least squares. Figure 6.2 gives an illustration of the error analysis for the method without using regularization techniques. The comparison of our approach and other methods are given in section 6.1.3. The conclusions of our contribution are given in 6.2. Some directions of future work are proposed.

6.1 Comparison with Other Works

6.1.1 Reproducing Kernel Use

In the nonparametric method, the kernel functions are assumed to be smooth. Without the smoothing of the kernel functions, we tend to get a jagged and noisy result. The following graph gives the illustration of the volatility function estimation without using the kernel smoothing. The following graph is an illustration of the use of reproducing kernel method by applying to real data, AAPL option chain data on November 13, 2013.

By comparing to the example we used in Figure 2.2, we can draw the conclusion that one can only get a rough and jagged graph without applying the kernels in nonparametric methods. Hence the reproducing kernel Hilbert space is the way to go for a generally smooth volatility function.
6.1.2 Regularization Use

In this subsection we want to show the difference of using Tikhonov regularization and without the regularization in the linear model, also known as, the ordinary least squares, i.e.

\[ x = \arg \min_{x_i} \| f(x_i) - y^\delta \|^2 \]  

(6.1)

where \( f(x) \) is defined in (5.19). \( y^\delta \) is the observed option prices. Figure 6.2 gives the error analysis for ordinary least squares without using regularization. The residual data of the ordinary least square model gives the difference between the observed data of the dependent variable \( y_i \) and
the fitted values $\hat{y} = f(\hat{x})$, it is defined as

$$\text{Residual} = y - \hat{y}$$  \hspace{1cm} (6.2)

Figure 6.2 is a plot of the residual of the simple linear regression model of the data set against the independent variable. The residue curve decreases first as number of samples increases; however, it increases dramatically near 90 samples. Also the Scale-Location plot gives the similar result as it shows the standard deviation increases dramatically as the sample number increases to approximately 90. Normal Quantile-Quantile (Q-Q) plots, are a useful tool for assessing how well data sets fit distributions. An ideal regression model looks like a straight curve with minimal variation. As it is shown that it is impossible to get a stable solution as we get in Figure 5.2. Cook’s distance is the total distance of the variation between the model prediction and real data. OLS seeks to minimize the vertical distances between the data and the model line, when the data points that are further out towards the extremes will push / pull harder on the lever (i.e., the regression line) like with more leverage.

6.1.3 Comparison with Other Works

Crepey’s tree model is known to be hard to apply to complex financial products. By using RKHS, we can confidently use it for more complicated financial system. As we mentioned in the introduction, Engl and Egger, Laganado, Isako used a parametric method by assuming some fixed structures of the volatility functions. Instead of following their example, we use the nonparametric method with the help of reproducing kernels. This method follows the natural trend of the available data, which gives us very good results from the error analysis. The kernel functions can be used to smooth out the jaggedness from the sparse and noisy data. The results of the implementations with different kernels are very promising. Laplace kernel fitting’s R-squared is around 0.99, Gaussian
Figure 6.2: Plot of ordinary least squares without regularization

kernel implementation has 0.97 R-squared as well. With such close fitting result, the volatility
type can be used for model prediction for hedging and speculations. Figure 6.3 is the plot of
B-S implied volatility without using regularization. The deep valley showed in the graph is the so
called volatility smile.
6.2 Conclusions

First we defined the new volatility function \( \sigma(\ln(S/K), T - t) \). The new definition considers both financial and time factors. By using the new volatility function, we have a new model with new partial differential equation. We proved that the PDE has solution under the assumption of Hölder continuous of the volatility, which demands a smooth kernel function as well.

Then we estimated the volatility via a nonparametric method in RKHS which gave us the flexibility to fit the model to real data structures. We used the reproducing kernel functions to represent the volatility with a smooth structure, which was essential for a stable and generalized purpose. An

Figure 6.3: Plot of implied volatility with AAPL data
example of using kernel versus without using kernel is given in Figure 2.2. The implementation with real data without the using kernel approximation is given in Figure 6.1.

By tuning and adjusting the coefficients of the kernel function, we could represent the true structure of the data. Different kernel functions gave different results. Gaussian and Laplace kernels proved to be more efficient than polynomial kernels and we used the R-squared to show the fitness is very promising.

Both linear and nonlinear models with regularization were studied. The nonlinear model with regularization technique was studied in RKHS.

The linear model with greeks gave us a quick and ready way to estimate volatility in short period of time using easily available option chain data resources. With greeks in the Black-Scholes equation, a linear model was achieved. The regularized solution was calculated for the new model. We applied the studied method for AAPL option chain data and performed error analysis using R-squared. Results are given in Table 5.2 and Table 5.3. Both European put and call options were studied.

Monte Carlo simulations with control variate methods were used to deal with the sparse data. We especially needed consistent data for the nonlinear model, hence the simulation with control variate method used for the numerical analysis. The simulation was controlled by real world data to reduce the variance of the simulated result. Also the simulation solves the sparsity problem of real world data. We find the minimum variance with the control parameter’s value. The comparison between controlled and uncontrolled variance is given in Table 4.1.
6.3 Future Work

In this section, we talk about some of the future directions for applying this method:

- Exotic options application, for example, American options, Asian options, Gap options, etc.
- Jump model for stock price
- Machine learning methods applications
  - Bayesian Inference
  - Neural Network
  - Deep learning
  - non-supervised learning
- Other Greeks application for option prices

6.3.1 Exotic Options and Other Derivatives Instruments

Other options can be applied the same technique, for example American Options, Asian Options, Gap options etc. Also, B-S equations are also to be used in other derivatives, for example, future contracts and currency exchanges. The studied method in this dissertation can be applied to them in the future work.

For American options, the early exercise is possible. Under risk neutral probability, an American option with payoff \( Q^0 \) is

\[
Q_t = \sup_{\tau \in [t,T]} E(e^{-\int_t^\tau Q^0(S_r)dr}|F_t)
\]  

(6.3)
Similarly, for an American put, from put-call parity, we have,

\[ P_t = \sup_{\tau \in [t,T]} E(e^{-\frac{\sigma^2}{2} (\tau - t) + \sigma (W_{\tau} - W_t)} (Ke^{-\frac{\sigma^2}{2} (\tau - t) + \sigma (W_{\tau} - W_t)})^+) \]  

(6.4)

It is proven that for nondividend paying stocks, American options and European options have the same prices.

Asian Options are path-dependent options. One can use average of stock price as the strike, or average stock price as mean stock price. Also averages can be calculated as arithmetic way or geometric averages. For example, the arithmetic averaging,

\[ I_T = \int_0^T S_t d\tau, \quad A_T = \frac{1}{T} I_T, \]  

(6.5)

or geometric averaging

\[ A_T = \exp\left(\frac{1}{T} \int_0^T \log(S_t) d\tau\right). \]  

(6.6)

Depending on how the average is calculated, and the mean as strike or stock price, there are many different kinds of Asian options.

6.3.2 Jump Models

A lognormal distribution is known to assign a considerably low probability for large stock price movements. Assuming jumps in moves can help deal with this issue. Then we want to know the number of jumps and also the magnitude of each jump.

A Poisson distribution in statistics is a discrete probability distribution that counts the number of the events, in this case large stock price moves, that occur over a period of time. The probability
that the event occurs exactly \( m \) times is given by Poisson distribution,

\[
\frac{\lambda^k}{k!} e^{-\lambda}
\]

For example, Merton’s jump model which gives out the modified Black-Scholes formula for option prices. See [66]. Considering jumps, the B-S PDE becomes,

\[
C_t + \frac{1}{2} C_{SS} \sigma^2 S^2 + C_S (r - \delta) S + \lambda E_Y [C(SY, t) - C(S, t)] = rC
\]

when jumps are lognormal, the price of European call, with slightly modification of some parameters in the B-S formula, can be given as

\[
\sum_{i=0}^{\infty} \frac{e^{-\lambda T(\lambda T)^i}}{i!} BSCall(S, K, \sqrt{\sigma^2 + i\sigma^j/T}, r - \lambda k + i\alpha_j/T, T, \delta)
\]

\section*{6.3.3 Bayesian Inverse Theory}

In Bayesian inverse theory, the unknown parameters are assumed to be random variables themselves and followed certain distributions which are specified according to our beliefs. In this way, Bayesian approach allows us to incorporate the various information into the estimation. Compared to other available and commonly used estimation techniques, for example, Maximum likelihood estimation, the Bayesian approach is easier to solve, especially with the help of computer softwares.

Let \( p(x, y) \) be joint probability density for \( x \) and \( y \) in any given probability system, then the condi-
tional probability density by

$$p(x|y) = \frac{p(x,y)}{p(y)}$$  \hspace{1cm} (6.7)

Where the marginal probability density $p(y)$ is

$$p(y) = \int p(x,y) dx$$  \hspace{1cm} (6.8)

Bayesian theory is then built on the fundamental formula, the Bayes’ Theorem:

$$p(x|y)p(y) = p(y|x)p(x)$$  \hspace{1cm} (6.9)

Recently, there has been a significant increase in the use of Bayesian statistics as the Bayesian theory has become more widely accepted and software implementations have proliferated.

Next if we have $X_1, \cdots, X_n$ are i.i.d random variables, let $\pi(\theta)$ be the prior pdf that pre-assigned to the parameter by beliefs. If the joint pdf of $X_1, \cdots, X_n$ is

$$f(x|\theta) = \prod_{i=1}^{n} f(x_i|\theta)$$  \hspace{1cm} (6.10)

By the fact of independence, then the posterior pdf is

$$p(\theta|x) = \frac{f(x|\theta)\pi(\theta)}{\int f(x|\theta)\pi(\theta)d\theta} \propto f(x|\theta)\pi(\theta)$$  \hspace{1cm} (6.11)

In the calibration problem of option pricing, the Bayesian approach concerns the process of fitting a mathematical model $M_\theta$ to a set of observed market data $V^*$ and recording the result as a probability distribution on the parameter $\theta$ of $M_\theta$. The analysis can then be extended to find probability distributions for other quantities of interest relating to the model type M. Bayesian theory examines what extra information we can infer about an unknown quantity given observations of a
related quantity. The following idea can be found in [66].

We are looking for a volatility, \( \theta_{cal} \) minimises the difference between the calculated prices \( V(S(M, \theta)) \) and market prices \( V^* \), i.e.

\[
\theta_{cal} = \text{argmin} \| V(S(M, \theta)) - V^* \|. 
\] (6.12)

In [66], Gaussian distribution is used for the prior distribution, the Bayesian likelihood is given

\[
P(V^*|\sigma) = 1_{G(\sigma) \leq \sigma^2} \exp\left[-\frac{1}{2} \lambda_l G(\sigma)\right] 
\] (6.13)

Then the posterior is

\[
P(\sigma|V^*) \propto P(V^*|\sigma) \pi(\sigma) = 1_{G(\sigma) \leq \sigma^2} \exp\left[-\frac{1}{2} \lambda_l G(\sigma) + \lambda ||\sigma - \sigma_0||^2 \right] 
\] (6.14)

Where

- \( G(\sigma) \) represents the difference between the model price and market price
- \( \delta \) the given spread error
- \( \lambda_l \) is a scaling constant chosen before hand to ensure that the density is not too concentrated on one value of \( \sigma \).

Then by maximizing the posterior (6.12), it is equivalent to the Tikhonov regularization in Problem 1 as in our research. The connection between Bayesian inverse theory and Tikhonov has been an interesting topic and been recognized by many researchers.
APPENDIX A: HILBERT SPACE AND REPRODUCING KERNEL

HILBERT SPACE
A.1 Reproducing Kernel Hilbert Space Basics

**Definition A.1.** Inner product in Hilbert Space $\mathcal{H}$ is a pair satisfies:

1. Symmetry
   \[ \langle \mu, v \rangle = \langle v, \mu \rangle \]  
   \[ \text{(A.1)} \]

2. Bilinearity
   \[ \langle \alpha \mu + \beta v, \omega \rangle = \alpha \langle \mu, \omega \rangle + \beta \langle v, \omega \rangle \]  
   \[ \text{(A.2)} \]

3. Positive definiteness
   \[ \langle \mu, \mu \rangle \geq 0, \ \forall \mu \in \mathcal{H} \]  
   \[ \text{(A.3)} \]
   \[ \langle \mu, \mu \rangle = 0 \iff \mu = 0 \]  
   \[ \text{(A.4)} \]

**Definition A.2.** A Hilbert Space is a complete vector space with the norm defined by the inner product.

The space of all square integrable functions on given set $Q$ is a Hilbert space, commonly denoted as $L_2$. Square integrable means $\int_Q f(s)^2 < \infty, \forall f \in L_2, s \in Q$. The inner product of $L_2$ is defined as,

\[ \langle f, g \rangle = \int_Q f(s)g(s)ds, \quad f, g \in L_2, s \in Q \]  
\[ \text{(A.5)} \]

**Definition A.3.** In a Hilbert space of functions $\mathcal{H}$, defined on a given nonempty set $Q$, for any $f \in \mathcal{H}, x \in Q$, $K(\cdot, \cdot)$ is called a reproducing kernel if

\[ f(x) = \langle K(x, \cdot), f(\cdot) \rangle \]  
\[ \text{(A.6)} \]

**Theorem A.4.** A Reproducing Kernel Hilbert Space $\mathcal{H}_K$ is a Hilbert space with a reproducing
kernel $K(\cdot, \cdot)$ whose span is dense in $\mathcal{H}$

A.2 The Representer Theorem

**Theorem A.5.** Riesz Representation Theorem *In a Hilbert space $\mathcal{H}$, all continuous linear functionals from $\mathcal{H}$ into the field $R$ or $C$ can be represented uniquely as,

$$f(x) = \langle f, h_x \rangle, \ \forall f \in \mathcal{H}$$

(A.7)

where $\langle \cdot, \cdot \rangle$ denotes the inner product defined in $\mathcal{H}$, $h_x$ is unique in $\mathcal{H}^*$, the adjoint space of $\mathcal{H}$, which is the space of all linear bounded functionals from $\mathcal{H}$ into the field $R$ or $C$.

In statistical machine learning area, the well-known representer theorem introduced by Kimeldorf and Wahba is applied for minimizing functional

$$J(f) = \frac{1}{n} \sum_{i=1}^{n} (f(x_i) - y_i)^2 + \lambda ||f||^2$$

(A.8)

We give the proof for a different empirical risk function for our option pricing calibration problem

$$J(\sigma) = \sum_{i=1}^{n} \sum_{j=1}^{m} [C(T_i, K_{ij}, \sigma) - \overline{C}_{ij}]^2 + \alpha ||\sigma||_{H_k}^2$$

(A.9)

Let $(T, K) \in Q = R^+ \times (0, S), \ \sigma(T, K) \in K(a^*), \ \overline{C}_{ij}$ the average of bid and ask prices for asset $S$ on day $t \in R^+$ for given maturity and strikes $\{T_i, K_{ij}\}$, $i \in (1, \ldots, n), j \in (1, \ldots, m)$ The minimizer over the Reproducing Kernel Hilbert Space $H_K := K(a^*)$ of the regularized functional

$$\sum_{i=1}^{n} \sum_{j=1}^{m} [C(T_i, K_{ij}, \sigma) - \overline{C}_{ij}]^2 + \alpha ||\sigma||_{H_k}^2$$

(A.10)
Can be represented as
\[ \sigma(T, K) = \sum_{i=1}^{n} \sum_{j=1}^{m} c_i K(T, K; T_i, K_{ij}) \] (A.11)

For some n-tuple \((c_1, \cdots, c_n) \in \mathbb{R}^n\).

**Proof.** Define kernel mapping \(\phi : K(a^*) \to \mathbb{R}, \phi(x) = K(\cdot, x)\)

\[ \phi(x)(x') = K(x', x) = \langle \phi(x'), \phi(x) \rangle \] (A.12)

where \(\langle \cdot, \cdot \rangle\) is the inner product on \(H_k\). Then by the orthogonal projection decomposition of \(\sigma \in H_k\)

\[ \sigma = \sum_{i=1}^{n} c_i \phi(x_i) + v_i \] (A.13)

for some \(v_i \in H_K\), we can see the minimizer obtained if and only if \(v_i \equiv 0\). Notice

\[ ||\sigma||^2 = \left| \left| \sum_{i=1}^{n} c_i \phi(x_i) \right| \right|^2 + ||v||^2 \geq \left| \left| \sum_{i=1}^{n} c_i \phi(x_i) \right| \right|^2 \] (A.14)

Hence the minimum for two dimensional case can be represented as

\[ \sigma(x) = \sum_{i=1}^{n} \beta K(x, x_i) \] (A.15)

In this proof we consider the reproducing kernel Hilbert space \(W^1_2(Q)\) as a special case for \(H_K\)

\[ W^1_2(Q) = \{ u(x) | u(x) \text{ is absolutely continuous}, u'(x) \in L^2(Q) \} \] (A.16)
With inner product defined as

$$< u(x), v(x) >_{W^1_2(Q)} = \int_{-\infty}^{\infty} (u(x)v(x) + u'(x)v'(x))dx$$  \hspace{1cm} (A.17)
APPENDIX B: REGULARIZATION BACKGROUND MATERIAL
B. 1 Pseudo-inverse Operator and Condition Number

In this section, we use the results from [46]. The pseudo-inverse operator or the generalized inverse operator is defined as

**Definition B.1.** $F : X \rightarrow Y$, $X$, $Y$ are given two vector spaces with norms both defined as $\| \cdot \|$, the inverse problem of $Fx = y$ is ill-posed, then operator $F^\dagger : Y \rightarrow X$ is called the pseudo-inverse operator for $F$ if,

$$F^\dagger y = x^\dagger$$

$x^\dagger$ is the pseudo solution to the inverse problem of $Fx = y$.

Similarly to the well-posed problems, we have the condition number for the ill-posed case,

**Definition B.2.** Let $F$ be an operator, $F^\dagger$, the generalized inverse of $F$, then the condition number of operator $F$ is defined as

$$\text{cond}(F) = \| F \| \| F^\dagger \|$$

A large or infinity condition number implies the problem is ill-posed, which is in the sense that small perturbation in the data results in a large change in the solution. By Theorem 3.2, $\| R_\alpha \| \rightarrow \infty$ as $\alpha \rightarrow 0$. The second part in (3.5) denotes the approximation error $\| R_\alpha Fx - x \|$ for $Fx = y$. By regularization idea, as $\alpha$ tends to zero, this term will go to zero accordingly. Hence the strategy is to keep the total error as small as possible for the choice of $\alpha(\delta)$ which depends on the noise level $\delta$. In this section we have a look at the regularization method can improve the ill-posedness for inverse problem $Fx = y$ in a RKHS.

**Theorem B.3.** If a kernel function is defined as $K : Q \times Q \rightarrow R$, $\omega = (x, y)$, $X = (x_1, \ldots x_m) \in \mathcal{R}^m$, $Y = (y_1, \ldots y_m) \in \mathcal{R}^m$ and $\alpha > 0$, then
(i) Unique solution exists, and $x_\alpha$ in $H_K(Q)$.

(ii) When $K$ is positive definite, the condition number of $K$ is given by

$$\text{cond}(K_\alpha) := \text{cond}(K[x] + \alpha m I) = 1 + \frac{(\text{cond} K[x] - 1)\lambda_{\text{min}}}{\lambda_{\text{min}} + \alpha m} \quad (B.1)$$

where $\lambda_{\text{min}}$ is the smallest singular value of $K[x]$.

From this theorem, we can see for $\alpha m \to \infty$, then $1 + \frac{(\text{cond} K[x] - 1)\lambda_{\text{min}}}{\lambda_{\text{min}} + \alpha m} \to 1$, which shows the ill-posedness of the inverse problem in RKHS. By applying regularizer with parameter $\alpha$, we can control the ill-posedness so that the condition number can be reduced accordingly.

**Theorem B.4.** Let $K : Q \times Q \to R$ be a kernel, $m$, the size of data set, and $K(X)$ the kernel matrix. Then given any $\alpha > 0$,

(i) $\text{cond}(K_\alpha) \leq 1 + \frac{1}{\alpha m}$.

(ii) If $m \geq 2$ and $\alpha \geq \frac{1}{m}$, then $\text{cond}(K_\alpha) \leq 2$.

(iii) $\text{cond}(K[x] + \alpha m I) < \text{cond}(K[x])$.

**Proof.** By using the symmetry of the kernel matrix,

$$\text{cond}(K_\alpha) = 1 + \frac{(\text{cond} K[x] - 1)\lambda_{\text{min}}}{\lambda_{\text{min}} + \alpha m} = 1 + \frac{(1/\lambda_{\text{min}} - 1)\lambda_{\text{min}}}{\lambda_{\text{min}} + \alpha m} = 1 + \frac{1 - \lambda_{\text{min}}}{\lambda_{\text{min}} + \alpha m} = \frac{1 + \alpha m}{\lambda_{\text{min}} + \alpha m} \quad (B.2)$$

the parameter $\alpha > 0$,

$$\frac{1 + \alpha m}{\lambda_{\text{min}} + \alpha m} < 1 + \frac{1}{\alpha m} \quad (B.3)$$

Hence, for any $\lambda_{\text{min}} > 0$,

$$\alpha m < \lambda_{\text{min}} + \alpha m \quad (B.4)$$

(ii) can be easily seen from the definition of $\text{cond}(K_\alpha)$.
Since \( \frac{\lambda_{\text{min}}}{\lambda_{\text{min}} + \alpha m} < 1 \), multiply \( \text{cond}(K[x]) - 1 \) on both sides of the inequality,

\[
1 + \frac{(\text{cond}(K[x]) - 1)\lambda_{\text{min}}}{\lambda_{\text{min}} + \alpha m} < \text{cond}(K[x]) \tag{B.5}
\]

Therefore,

\[
\text{cond}(K[x] + \alpha mI) < \text{cond}(K[x]). \tag{B.6}
\]

There are plenty of regularization techniques, one of the most popular methods is Tikhonov Regularization.

**B.2 Classic Tikhonov Regularization**

**Lemma B.5.** Let us consider a linear bounded operator \( F : X \to Y \), \( X, Y \) are given two vector spaces with norms both defined as \( \| \cdot \| \), the inverse problem \( Fx = y \), \( y \in Y \), the pseudo-solution, \( x^\dagger \in X \), exists if and only if

\[
F^*Fx^\dagger = F^*y
\]

\( F^* : Y \to X \) is the adjoint operator of \( F \).

**Sketch of proof:**

A linear bounded operator \( F : X \to Y \), \( X, Y \) are given two vector spaces with norms both defined as \( \| \cdot \| \), the inverse problem \( Fx = y \), \( y \in Y \), \( x_0 \in X \) is a priori, \( \alpha > 0 \), the regularization parameter, is also a prior, the *Tikhonov functional* is defined as

\[
J_\alpha(x) := \|Fx - y\|^2 + \lambda\|x - x_0\|^2 \quad \text{for} \; x \in X. \tag{B.7}
\]

where the regularization parameter \( \lambda \) increases smoothness at the cost of some additional error.
It is often a custom to choose a stronger norm for the regularizer. Instead of (3.6), we choose to minimize

\[ J_\alpha(x) := \|Fx - y\|^2 + \alpha\|x - x_0\|^2_1 \quad \text{for } x \in X_1 \]  

(B.8)

where \( \| \cdot \|_1 \) is a stronger norm on a subspace \( X_1 \subset X \). This was firstly introduced by Phillips and Tikhonov. The stronger norm gives the smooth feature to the solution in the regularization framework. Inspired by this idea, we choose the reproducing kernel \( \| \cdot \|_{H_K} \) in reproducing kernel Hilbert space \( H_K \) to establish the regularization scheme.

**Theorem B.6.** For inverse problem \( Fx = y \) with \( F : X \to Y \) a compact operator and \( \dim X = \infty \), then we have

(i) The regularization operators \( R_\alpha \) are not bounded, which is equivalent to, for some sequence \( (\alpha_k) \), \( \|R_\alpha Fx\| \to \infty \) as \( k \to \infty \).

(ii) Sequence \( (R_\alpha F) \) does not converge uniformly on any bounded set of \( X \), which means there is no convergence of \( (R_\alpha F) \), such that \( R_\alpha Fx = x \).

**Proof:** If it is not true, by contradiction, we assume that \( R_\alpha \) is bounded, i.e. there exists \( M > 0 \), such that

\[ \|R_\alpha\| \leq M, \quad \text{for any given } \alpha > 0. \]

Thus the inverse operator of \( F \) is bounded, which implies the identity operator \( I = F^{-1}F : X \to X \) is compact, which contradicts with the infinity dimension of \( X \). The conclusion can be seen that if \( F \) is compact, then the operators \( R_\alpha \) are not uniformly bounded and the regularization \( R_\alpha F \) can not converge uniformly to identity. [33] As we mentioned in section 2.4, the inverse problem \( Fx = y \) with the data \( y \) observed with error, \( y^\delta \) is denoted as the noisy data, \( \delta \) is the noise level, i.e. \( \|y - y^\delta\| \leq \delta \) so we will apply the regularization, the error of approximation solution \( x_{\alpha,\delta} \) is,
with $\alpha$ the regularization parameter,

$$\|x_{\alpha,\delta} - x\| \leq \|R_\alpha y^\delta\| + \|R_\alpha y - x\|$$  \hspace{1cm} (B.9)

$$\leq \|R_\alpha\|\|y^\delta - y\| + \|R_\alpha Fx - x\|$$  \hspace{1cm} (B.10)

therefore, the error is

$$\|x_{\alpha,\delta} - x\| \leq \delta \|R_\alpha\| + \|R_\alpha Kx - x\|$$  \hspace{1cm} (B.11)

From this inequality, we can see the error of the approximation solution depends not only on the penalty from the regularization but also on the error level of the perturbed data. The regularization strategy is a minimization of the data term and the regularization term. From the right hand of the inequality, we see there are two parts, one part is the error in the data multiplied by $\|R_\alpha\|$, which is the ”condition number”, which is defined as $\text{cond}(F) = \|F\|\|F^{-1}\|$ for a well-posed problem.

Inverse problems are often ill-posed. When a solution does not exist, then we are looking for the best approximation solution, the pseudo solution. Then we can find an operator, called pseudo-inverse operator.

Next we will see Tikhonov regularization is a stable way to deal with the ill-posed inverse problem for linear operator equations. Details see [46].

\textbf{Theorem B.7.} Given a linear bounded operator $F : X \to Y$, $X$, $Y$ are given two vector spaces with norms both defined as $\| \cdot \|$, the inverse problem $Fx = y$, $y \in Y$. Then the Tikhonov functional $J_\alpha$ has a unique solution $x^\alpha \in X$, which can be represented by,

$$\alpha x^\alpha + F^* F x^\alpha = F^* y$$  \hspace{1cm} (B.12)
Here the operator $F^*: Y \to X$ is the adjoint operator of $F$. i.e. the operator such that

$$(Fx, y)_Y = (x, F^*y)_X \quad (B.13)$$

for all $x \in X$, $y \in Y$, $(\cdot, \cdot)_X$ and $(\cdot, \cdot)_Y$ are the inner products for the Hilbert spaces $X$ and $Y$ respectively.

**Theorem B.8.** Let $F : X \to Y$ be a linear and compact operator, $X$, $Y$ are given two vector spaces with norms both defined as $\| \cdot \|$, the inverse problem $Fx = y$, $y \in Y$, the regularization parameter $\alpha > 0$, then operator $\alpha I + F^*F$ is bounded and invertible for $\alpha(\delta) \to 0$ with $\delta^2/\alpha(\delta) \to 0$ as $\delta \to 0$ if we define the regularization operator

$$R_\alpha := (\alpha I + F^*F)^{-1}F^*: Y \to X$$

then $\|R_\alpha\| \leq 1/(2\sqrt{\alpha})$. 
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