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1.0 INTRODUCTION

1.1 Purpose

The purpose of this report is to document the results of a literature search/information survey performed in the area of intelligent simulated forces. This information search was undertaken to assess the effectiveness and resource requirements of current intelligent simulated forces efforts, and to provide guidance for future enhancements.

1.2 Statement of the Problem

There is a need for a semi-automated opposing force offering a variable user interface that can accommodate controllers with different levels of expertise. Such an environment would most likely require the use of artificial intelligence and expert system techniques. This literature review investigated not only simulated forces design paradigms, but also traditional and artificially intelligent hardware and software strategies.

2.0 INVESTIGATION METHODOLOGY

2.1 Procedures

Relevant information was garnered by investigating existing documentation, interviewing experts, and visiting the sites of ongoing efforts.

2.1.1 Existing Documentation

2.1.1.1 Publications

An on-line search was performed, which originally resulted in more than three hundred (300) articles. A copy of the results are included in Appendix A. A review of the
titles led to the request for sixty-eight (68) abstracts. A copy of the abstracts is located in Appendix B.

Articles and abstracts were gleaned from magazines, journals, and conference and symposium proceedings. Some of the proceedings represented include those from Interservice/Industry Training Systems Conferences, the Florida Artificial Intelligence Research Symposium, the Annual AI Systems in Government Conference, and the Summer Simulation Conference. Documentation published by both Perceptronics and BBN for SIMNET was also encompassed in the literature review. A bibliography of this material may be found in Appendix C.

Copies of the books, papers, and articles deemed relevant were acquired from several sources, and placed on file in the IST library. All material contained in the IST library is available for review upon request. Additionally, IST library information has been shared with the PM TRADE data base on a limited basis. A copy of the titles and IST library file numbers of articles of relevance to the simulated forces effort is contained in Appendix D.

2.1.1.2 Commerce Business Daily Postings

The Commerce Business Daily publications for the months of January 1989 through July 1989 were reviewed for postings that related to intelligent simulated forces. Twenty-six (26) postings were considered relevant. Among the sponsoring organizations were the Rome Air Development Center, the Naval Underwater Systems Center, Kirtland Air Force Base, the Defense Nuclear Agency, and the Naval Training Systems Center. These organizations posted an interest in funding work in the area of intelligent simulated forces; the respondent firms were not investigated in the course of this literature search. The results of this review are included in Appendix E.

2.1.2 Interviewing Experts

Experts working in the simulated forces field were queried by members of the IST staff. Reports delineating the results of these interviews were included in the monthly status reports already delivered. Additional copies are attached in Appendix F.

2.1.3 Site Visits

Multiple vendor sites were visited. Trip reports describing the information garnered were included in the status reports submitted monthly. Copies are included in Appendix G.
3.0 SUMMARY

This Intelligent Simulated Forces literature search was undertaken to evaluate current intelligent simulated forces efforts, and ascertain possible future trends and areas of augmentation. The effort included locating and acquiring the data, and entering it into the IST library. Access to all literature located in the IST library is available upon request.
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Use of Ada technology for the design and implementation of large distributed systems in the context of the Columbus space station program was assessed by developing in Ada a prototype of an on-board data management system (DMS). Results and lessons learned by applying a virtual node approach together with hierarchical object oriented design contribute to a better understanding and management of the use of Ada technology. This approach provides the definition of a development framework very well adapted to the Columbus DMS context. By defining applications and services software as Ada virtual nodes it is possible to design the whole system as a single Ada program, structured according to the architecture adopted for DMS. The applications could be developed in parallel on geographically distributed sites and be validated individually using this initial model and the corresponding interface specification. The final integration process could concentrate on the operational validation of the system in distributed configuration (the functional validation in centralized configuration being obtained at the end of the first phase). The efficient implementation of this method requires support tools for: checking the rules imposed by the virtual node approach; and scanning virtual node specifications (Ada packages) in order to generate a surrogate software layer to provide syntactically transparent communication between virtual nodes located on distinct physical processors.
The Clouds project is well underway to its goal of building a unified distributed operating system supporting the object model. The operating system design uses the object concept of structuring software at all levels of the system. The basic operating system was developed and work is under progress to build a usable system.
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The goal of the Qlisp project at Stanford is to gain experience with the shared-memory, queue-based approach to parallel Lisp, by implementing the Qlisp language on an actual multiprocessor, and by developing a symbolic algebra system as a testbed application. The experiments performed on the simulator included: 1. Algorithms for sorting and basic data structure manipulation for polynomials. 2. Partitioning and scheduling methods for parallel programming. 3. Parallelizing the production rule system OPS5. Computer programs. (jes)
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The Ada programming language provides a means of specifying logical concurrency by using multitasking. Extending the Ada multitasking concurrency mechanism into a physically concurrent distributed environment which imposes its own requirements can lead to incompatibilities. These problems are discussed. Using distributed Ada for a target system may be appropriate, but when using the Ada language in a host environment, a multiprocessing model may be more suitable than retargeting an Ada compiler for the distributed environment. The tradeoffs between multitasking on distributed targets and multiprocessing on distributed hosts are discussed. Comparisons of the multitasking and multiprocessing models indicate different areas of application.

Impact of Common APSE (Ada Program Support Environment) Interface Set Specifications on Space Station Information Systems

Diaz-Herrera, J. L.; Sibley, E. H.
George Mason Univ., Fairfax, VA.
Corps. Source Codes: 063190000; GV714519
Sponsor: National Aeronautics and Space Administration,
Washington, DC.

Certain types of software facilities are needed in a Space Station Information Systems Environment; the Common APSE (Ada Program Support Environment) Interface Set (CAIS) was proposed as a means of satisfying them. The reasonableness of this is discussed by examining the current CAIS, considering the changes due to the latest Requirements and Criteria (RAC) document, and postulating the effects on the CAIS 2.0. Finally, a few additional comments are made on the problems inherent in the Ada language itself, especially on its deficiencies when used for implementing large distributed processing and data base applications.
Despite considerable commercial exploitation of fault tolerance systems, significant and difficult research problems remain in such areas as fault detection and correction. A research project is described which constructs a distributed computing test bed for loosely coupled computers. The project is constructing a tool kit to support research into distributed control algorithms, including a distributed Ada compiler, distributed debugger, test harnesses, and environment monitors. The Ada compiler is being written in Ada and will implement distributed computing at the subsystem level. The design goal is to provide a variety of control mechanics for distributed programming while retaining total transparency at the code level.
localized group, called a partition. Partitions consist of groups of cell nodes with one cell node acting as the organizer or master, called the Group Master (GM). Coordinating the group masters is a Partition Master (PM). Knowledge is also distributed hierarchically existing in at least two nodes. Each satellite node has a back-up earth node. Knowledge must be distributed in such a way so as to minimize information loss when a node fails. Thus the model is hierarchical both physically and informationally.
the following advantages: a smooth frequency response up to 5GHz, relative intensity noise less than -145dB/Hz, side-model suppression ratio better than 35dB during high-bit-rate modulation, high output-power stability (< or = 0.2dB) over a wide 0 approx. 60 degrees C operating-temperature range, and efficient cooling.
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There is a need to explore methods for reducing lengthy computer turnaround or clock time associated with engineering design problems. Different strategies can be employed to reduce this turnaround time. One strategy is to run validated analysis software on a network of existing smaller computers so that portions of the computation can be done in parallel. This paper focuses on the implementation of this method using two types of problems. The first type is a traditional structural design optimization problem, which is characterized by a simple data flow and a complicated analysis. The second type of problem uses an existing computer program designed to study multilevel optimization techniques. This problem is characterized by complicated data flow and a simple analysis. The paper shows that distributed computing can be a viable means for reducing computational turnaround time for engineering design problems that lend themselves to decomposition. Parallel computing can be accomplished with a minimal cost in terms of hardware and software.
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This work presents a distributed system developed at INPE, designed for the Multiprocessor for Network Communications (MCR). The system supports execution of application processes by request from other processes or external events. These processes communicate with each other by asynchronously exchanging messages; the use of a logical entity called channel permits the interprocess communications, independently of where the processes are being executed. The MCR was designed to be a part of a packet-switching communications subnetwork node, among other applications; therefore the system must support the implementation of the lower layers of a communications protocol (layers 2 and 3 in the ISO/OSI architecture).
After taking a look at the present situation of energy supply in the Federal Republic of Germany the book reports on the non-nuclear energy research of 1972-1982. The topic is divided into following main points: 1) Criteria of supporting technologies; 2) A comprehensive look at the support programs and the classification of the individual areas; 3) The program 'non-nuclear energy systems'; 4) The partial program 'rational utilization of energy in the spheres of application and secondary energy'; 5) The partial program 'new energy sources'; and 6) The partial program 'coal and other fossil energy sources'. (UA). (Copyright (c) 1988 by FIZ. Citation no. 88:081947.)

Designing software environments for parallel computers is a central issue in parallel computing research. This paper discusses this issue and the alternate approaches to resolving it which are being studied. We also look at the way in which the type of parallel architecture constrains the design of the programming environments. Shared memory multiprocessors provide the most freedom in the design of effective programming environments, but are more costly than nonshared memory architectures of comparable power. After this general discussion, we describe two new parallel programming languages, BLAZE 2 and KALI. The first of these, BLAZE 2, is a high level language for shared memory multiprocessors. The second, KALI, is a moderately high-level language for distributed memory architectures. We conclude with a brief discussion of the differences between these two languages, which are a consequence of the difference between shared and non-shared memory.
The design of high speed local area networks (HSLAN) for communication among distributed devices requires solving problems in three areas: (1) the network medium and its topology; (2) the medium access control; and (3) the network interface. Considerable progress has been made in all areas. Accomplishments are divided into two groups according to their theoretical or experimental nature. A brief summary is given in Section 2, including references to papers which appeared in the literature, as well as to Ph.D. dissertations and technical reports published at Stanford University.
The paper presents a survey of recent research in programming distributed systems, with the emphasis on new programming languages specifically designed for this purpose. Short descriptions are given of 20 languages. In addition, a comprehensive bibliography provides over 250 references to more than 100 languages for distributed programming.

Paradigms for the development of sequential algorithms, such as divide-and-conquer and the greedy method, are well known. Paradigms for the development of parallel algorithms, especially algorithms for non-shared memory MIMD machines, are not well known. These paradigms are important, not only as tools for the development of new algorithms, but also because algorithms using the same paradigm often have common properties that can be exploited by operations such as contraction. This dissertation identifies four primary paradigms used by non-shared memory MIMD algorithms. They are compute-aggregate-broadcast, divide-and-conquer, pipelining, and reduction. Compute-aggregate-broadcast is used, for example, in numerical approximation algorithms like...
the conjugate gradient iterations. Three variations of the compute-aggregate-broadcast paradigm are studied. Divide-and-conquer is shown to be applicable to parallel algorithms. The relationship between divide-and-conquer algorithms and the n-cube is studied. Systolic techniques are known to be broadly applicable for the development of MIMD algorithms. Systolic algorithms are shown to be members of the more general pipelining paradigm. Finally, the reduction paradigm is briefly studied. The contraction problem, the problem arising when an algorithm requires more processors than are available on the execution machine, is studied. Special attention is given to common solutions to the contraction problem in each paradigm.
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This document gives a succinct description of the facilities available with the Poker Parallel Programming Environment. The emphasis is on what is available rather than how to achieve particular results. Although the sections are self-contained, so that they may be referred to independently, there are a few things you should know: 1) Poker uses interactive graphics. The graphics are described in Section 2; the interaction is described in Section 3; 2) The usual programming language notion of a 'source program' as a monolithic piece of symbolic text has been replaced in Poker by a database. The way to create, view, and change the database is described in Section 4; 3) Object programs (the 'compiled database') are executed or emulated by Poker and snapshots of the execution can be continuously displayed; 4) Poker supports a variety of CHiP architectures; the current one can be displayed or changed using the CHiP Parameters facility; Section 7; 5) The back page of this document gives a summary of the commands; and 6) Other versions of Poker exists; consult Appendix B for your particular system. (kr)
This bibliography contains citations concerning the network architecture DECNET provided by the Digital Equipment Corporation. Topics include hardware and software for implementing communications between different computer operating systems. DECNET's ability to create resource sharing, communications networks, and distributed computing is examined by employing specialized protocol layers which serve the functions of network control, data access control, interprogram communications, and automatic error detection and retransmission. Applications for medical information systems, chemical laboratories, electronic mail systems, and industrial process control are presented. (This updated bibliography contains 126 citations, 40 of which are new entries to the previous edition.)
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The guide describes the GRAMPS real-time multiprocessor operating system from an applications viewpoint. It presents the information needed to use GRAMPS in implementing distributed processing applications. Additional information needed by an administrator to set up and maintain a specific application appears in the Administrator's Guide.

1356357/7
1356357 PB89-115315/XAB
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Within ESPRIT, Europe's $3 billion Information Technology research program, projects are developing next generation parallel computers. Each project is undertaken by a consortium of companies and universities. One such consortium (SPAN) is investigating the integration of numeric and symbolic processing involving research at the applications, language, and architecture levels. The core of the SPAn project consists of a Kernel System which connects languages and applications to a range of parallel computer architectures. The Kernel System comprises a Target Machine Language and its corresponding Virtual Machine. The paper describes the design of the SPAn Target Machine Language and its Virtual Machine. The Target Machine Language is a procedural programming language providing explicit constructs to facilitate parallel execution of programs and primitive n-ary list operations to support array and list-processing in a uniform way.

The Fiber Distributed Data Interface (FDDI) is an emerging ANSI and ISO standard for a 100 megabit per second fiber optic token ring. The performance of the FDDI media access control protocol is analyzed using a simulation developed at NASA Ames. Both analyses using standard measures of performance (including average delay for asynchronous traffic, channel utilization, and transmission queue length) and analyses of characteristics of ring behavior which can be attributed to constraints imposed by the timed token protocol on token holding time (including bounded token rotation time, support for synchronous traffic, and fairness of channel access for nodes transmitting asynchronous traffic) are included.
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The price performance benefits of network systems is well documented. The ability to share expensive resources sold timesharing for mainframes, department clusters of minicomputers, and now local area networks of workstations and servers. In the process, other fundamental system requirements emerged. These have now been generalized with open system requirements for hardware, software, applications and tools. The ability to interconnect a variety of vendor products has led to a specification of interfaces that allow new techniques to extend existing systems for new and exciting applications. As an example of the message passing system, local area networks provide a testbed for many of the issues addressed by future concurrent architectures: synchronization, load balancing, fault tolerance and scalability. Gold Hill has been working with a number of vendors on distributed architectures that range from a network of workstations to a hypercube of microprocessors with distributed memory. Results from early applications are promising both for performance and scalability.
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As the hardware trends for artificial intelligence (AI)
involve more and more complexity, the process of optimizing the computer system design for a particular problem will also increase in complexity. Space applications of knowledge based systems (KBS) will often require an ability to perform both numerically intensive vector computations and real time symbolic computations. Although parallel machines can theoretically achieve the speeds necessary for most of these problems, if the application itself is not highly parallel, the machine's power cannot be utilized. A scheme is presented which will provide the computer systems engineer with a tool for analyzing machines with various configurations of array, symbolic, scaler, and multiprocessors. High speed networks and interconnections make customized, distributed, intelligent systems feasible for the application of AI in space. The method presented can be used to optimize such AI system configurations and to make comparisons between existing computer systems. It is an open question whether or not, for a given mission requirement, a suitable computer system design can be constructed for any amount of money.
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The problem addressed by this expert system concerns the expansion of capability of a Real Time Trainer for the Spacelab flight crew. As requirements for more models or fidelity are placed upon the system, expansion is necessary. The simulator can be expanded using a larger processor or by going to a distributed system and expand by adding additional processors. The distributed system is preferable because it is more economical and can be expanded in a more incremental manner. An expert system was developed to evaluate modeling and timing capability within a real time training simulator. The expert system is based upon a distributed configuration. Components of the modeled system are control tasks, network tasks, emulator tasks, processors, displays, and a network. The distributed module expert system (DMES) allows the configuring of processors, tasks, display use, keyboard use, and selection of alternate methods
to update the data buffer. Modules can be defined with execution occurring in a specific processor on a network. The system consists of a knowledge front end editor to interactively generate or update the knowledge base, an inference engine, a display module, and a recording module.
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A mobile inspection robot has been proposed for the NASA Space Station. It will be a free flying autonomous vehicle that will leave a berthing unit to accomplish a variety of inspection tasks around the Space Station, and then return to its berth to recharge, refuel, and transfer information. The Flying Eye robot will receive voice communication to change its attitude, move at a constant velocity, and move to a predefined location along a self generated path. This mobile robot control system requires integration of traditional command and control techniques with a number of AI technologies. Speech recognition, natural language understanding, task and path planning, sensory abstraction and pattern recognition are all required for successful implementation. The interface between the traditional numeric control techniques and the symbolic processing to the AI technologies must be developed, and a distributed computing approach will be needed to meet the real time computing requirements. To study the integration of the elements of this project, a novel mobile robot control architecture and simulation based on the blackboard architecture was developed. The control system operation and structure is discussed.
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TAC-1: A Knowledge-Based Air Force Tactical Battle Management Testbed (Interim rept. Oct 86-Sep 87)
This report describes the framework for, and a demonstration vehicle of, a knowledge-based testbed for integrating multiple artificial intelligence systems into a distributed processing network for purposes of evaluation and exploitation. TAC-1 is a version of the testbed applied to the domain of Air Force tactical battle management. The domain-independent framework includes a centralized control subnet, including a message router and a common protocol language for message passing among component systems. A Common Database and a Common Knowledge Base are essential components of the testbed. The Router directs data queries to the Common Database (one of the hosted systems) and, through the use of a Common Knowledge Base, directs service requests to the systems which can handle them. Keywords: Knowledge based systems, Distributed artificial intelligence, Cooperating knowledge based systems, Knowledge based tactical battle management. (sdw)
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The primary focus of Phase I was to prototype a development environment, ACCESS, for A Communicating and Cooperating Expert Systems System. More generally, this work explored the question of what capabilities were needed in a development environment for embedding distributed knowledge-based systems applications on personal computer or work-station class platforms. The stated goal of the Phase I research and development effort was to investigate and implement a software environment for the realization of cooperating knowledge sources on personal computers. This system was to be Lisp based, distributed processing was to be facilitated
by message passing using TCP/IP, control was to be accomplished by meta-level objects and a variety of features were to be provided to aid developers in building such systems. Underlying these goals was the assumption that the tools needed to support such an effort, mainly Common Lisp, Portable Common Loops and TCP/IP, were adequate to do so. During the course of this work Symbiotics found several short-comings in these software tools and identified a need for higher level tools to facilitate distributed processing development. This report documents that work and the results of the Phase I effort.
The design and debugging of parallel programs is a difficult task due to the complex synchronization and data scoping issues involved to aid the programmer in parallel code development we have developed two methodologies for the graphical display of execution of parallel codes. The Graphical Multiprocessing Analysis Tools (GMAT) consist of stategraph, which represents an inheritance tree of task states, and timeliness, which represents task as flowing sequence of events. Information about the code can be displayed as the application runs (dynamic mode) or played back with time under user control (static mode). This document discusses the design and user interface issues involved in developing the parallel application display GMAT family. Also, we present an introductory user's guide for both tools. 4 figs. (ERA citation 13:032031)
on a specific task. The implementation of both these abstractions and the distributed problem solver in which they run is described, accompanied by examples of their application to various domains.

A number of approaches have recently been proposed for the parallel execution of logic programming languages, but most of them deal with either or-parallelism or and-parallelism but not both. This paper describes a high-level design for efficiently supporting both and-parallelism and or-parallelism. Our approach is based on the binding arrays method for or-parallelism and the RAP method for and-parallelism. Extensions to the binding-arrays method are proposed in order to achieve constant access-time to variables in the presence of and-parallelism. The RAP (Restricted And-Parallelism) method becomes simplified because backtracking is unnecessary in the presence of or-parallelism. The author's approach has the added effect of eliminating redundant computations when goals exhibit both and-and or-parallelism. The paper first briefly describes the basic issues in pure and-parallelism and or-parallelism, states desirable criteria for their implementation (with respect to variable access, task creation and switching), and then describes the combined and-or implementation.
systems which will support the tightly coupled activity of hundreds to thousands of different instruction streams, or processes. This can be done by coupling many monoprocessors, or a smaller number of pipelined multiprocessors, through a high concurrency switching network. The switching network may be couple processors to memory modules, resulting in a shared memory multiprocessor system, or it may couple processor/memory pairs, resulting in a distributed memory system. The need to direct the activity of very many processes simultaneously places qualitatively different demands on a programming language than the direction of a single process. In spite of the different requirements, most languages for multiprocessors have been simple extensions of conventional, single stream programming languages. The extensions are often implemented by way of subroutine calls and have little impact on the basic structure of the language. This paper attempts to examine the underlying conceptual structure of parallel languages for large scale multiprocessors on the basis of an existing language for shared memory multiprocessors, known as the FORCE, and to extend the concepts in this language to distributed memory systems.

The FORCE is a parallel programming language and methodology based on the shared memory multiprocessor model of computation. It is an extension to Fortran which allows a user to write a parallel program that is independent of the number of processes executing it and in which the management of processes is suppressed. Multiple instruction streams are managed as a group by operations that synchronize them and allocate work. The system is implemented on several machines as a macro preprocessor which expands FORCE programs into Fortran code for the host system.
Many tasks in office oriented environments engage several experts and office workers. The increasing use of workstation based tools for such tasks calls for simpler and more appropriate ways to specify program distribution and user communication. The authors propose a facility to specify such task sharing. The main point in the approach is the localization term, which is an extension to a Prolog-like language. This allows us to describe a multi-user application as one unified program instead of as a set of distributed single-user programs.

This paper describes a technique for retargetting Poker, the first complete parallel programming environment, to new parallel architectures. The specifics are illustrated by describing the retarget of Poker to CalTech's Cosmic Cube. Poker requires only three features from the target architecture: MIMD operation, message passing inter-process communication, and a sequential language (e.g. C) for the processor elements. In return Poker gives the new architecture a complete parallel programming environment which will compile Poker parallel programs without modification, into efficient object code for the new architecture.
The report concerns optimal database allocation and optimal location of processors in the distributed processing networks used for sales and product distribution management systems. The problems are formulated, and a mathematical methodology for solving these problems is presented. To minimize the system expense, the methodology is used to analyze the hardware cost of the distributed processors, the cost of the magnetic disk drive for database storage, the cost of communications over a packet switching network, and the cost of leased lines.
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This bibliography contains citations concerning architecture and development of computer networks for data communication systems. Data network design, operation, performance analysis, reliability, security, maintenance and evolution are discussed. Techniques of packet switched and distributed data communication networks are presented. Applications of data communication technology are included. (This updated bibliography contains 345 citations, 22 of which are new entries to the previous edition.)
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The Graphics and Video Laboratory of the Department of Computer Science has a growing need for easy to use programming tools in support of distributed processing applications. The most pressing need is for software on three UNIX-based workstations connected via Ethernet. The remote interprocess communication tools that UNIX provides for using Ethernet are effective but complicated to learn. This requires researchers to spend much of their time becoming proficient with them instead of concentrating on the distributed application at hand. This work presents the design and implementation of several programming tools that allow programmers to establish and experiment with distributed programs in the graphics laboratory environment. The tools allow a higher level of abstraction for remote interprocess communications and establish a straightforward method for implementing distributed programs. Additionally, they support code reuseability with software templates and are modularized to be both understandable and changeable. Recommendations are made for future research and management efforts that have been highlighted by these new tools.
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Distributed Computation of Graphics Primitives on a Transputer Network
A method is developed for distributing the computation of graphics primitives on a parallel processing network. Off-the-shelf transputer boards are used to perform the graphics transformations and scan-conversion tasks that would normally be assigned to a single transputer based display processor. Each node in the network performs a single graphics primitive computation. Frequently requested tasks can be duplicated on several nodes. The results indicate that the current distribution of commands on the graphics network shows a performance degradation when compared to the graphics display board alone. A change to more computation per node for every communication (perform more complex tasks on each node) may cause the desired increase in throughput.

A programming tool to specify and develop real time applications in Ada language is presented. The Occam system was chosen as a basis and translated into Ada language. Programming is regarded as a scheduling activity.
rather than a sequencing one. The problems involved included splitting systems into smaller parallel systems, synchronizing of the components, and mutual exclusion of shared variables. Application experience indicates that Occam may be considered a language for specification and development in Ada.

1314308/7
1314308 N88-17230/9/XAB
Task Allocation in a Distributed Computing System
Seward, W. D.
Air Force Inst. of Tech., Wright-Patterson AFB, OH. Dept. of Electrical and Computer Engineering.
Corp. Source Codes: 000805001; AI174479
Sponsor: National Aeronautics and Space Administration, Washington, DC.
Oct 87 9p
Languages: English
Journal Announcement: GRAI8812; STAR2609
NTIS Prices: (Order as N88-17206/9, PC A23/MF A01)
Country of Publication: United States
A conceptual framework is examined for task allocation in distributed systems. Application and computing system parameters critical to task allocation decision processes are discussed. Task allocation techniques are addressed which focus on achieving a balance in the load distribution among the system's processors. Equalization of computing load among the processing elements is the goal. Examples of system performance are presented for specific applications. Both static and dynamic allocation of tasks are considered and system performance is evaluated using different task allocation methodologies.
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Parallel computation is an area in which software technology lags considerably behind hardware technology. The need for parallel computing in a number of applications (e.g., scientific computing, machine vision, artificial
intelligence) is unquestioned, and computers with hundreds of processors are now readily available (for instance, the Butterfly or the many derivatives of the Cosmic Cube). However, these machines are programmed in essentially the same way as existing sequential machines. The best available parallel programming languages are variants of standard sequential languages, with extensions to let the programmer explicitly divide a program into tasks and pass information between those tasks. Although designers of these languages claim that they are no harder to use than conventional sequential ones, programmers still face the problem of figuring out how to partition their application into tasks in addition to the usual problem of translating it into a program. An appealing alternative is to leave partitioning of programs to compilers. By hiding partitioning problems from programmers, this approach should make multi-processor computers easier to program than they are now. Unfortunately efforts to develop parallelizing compilers have so far been rather unsuccessful.
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The Chrysalis operating system for the Butterfly Parallel Processor presents an object-oriented programming environment based on shared memory. However, because of Chrysalis's low level orientation and its use of type-unsafe features of the C programming language, programs using the environment are difficult to program and highly error-prone. Using C as the primary programming language for the Butterfly does not fully realize the benefit of Chrysalis's object orientation. An object-oriented programming language is a natural candidate for improving the Chrysalis environment. The C ++ programming language provides a number of advantages in developing such an interface. This paper reports the successes and problems encountered in the development of Chrysalis ++, a C ++ interface to Chrysalis ++ uncovered many strengths and weakness in C ++. Some apply to C ++ in general, others apply only to its adaptation.
to a parallel programming environment. It is important to note that C++ is a sequential language; it is use in a parallel programming environment is therefore outside the bounds of its design.

Implementing Dynamic Arrays: A Challenge for High-Performance Machines
Mago, G. ; Partain, W.
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There is an increasing need for high-performance AI machines. What is unusual about AI is that its programs are typically dynamic in the way their execution unfolds and in the data structures they use. AI therefore needs machines that are late-binding. Multiprocessors are often held out as the answer to AI's computing requirements. However, most success with multiprocessing has come from exploiting numerical computations' basic data structure—the static array (as in FORTRAN). A static array's structure does not change, so its elements (and the processing on them) may be readily distributed. In AI, the ability to change and manipulate the structure of data is paramount; hence, the pre-eminence of the LISP list. Unfortunately, the traditional pointer-based list has serious drawbacks for distributed processing. The dynamic array is a data structure that allows random access to its elements (like static arrays) yet whose structure-size and dimensions can be easily changed, i.e., bound and re-bound at run-time. It combines the flexibility that AI requires with the potential for high performance through parallel operation. A machine's implementation of dynamic arrays gives a good insight into its potential usefulness for AI applications. Therefore, the authors outline the implementation of dynamic arrays on a machine that we are developing.

Performance Measurements of Distributed Simulation Strategies
(Final Technical rept.)
Fujimoto, R. M.
Utah Univ., Salt Lake City. Dept. of Computer Science.
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Report No.: UUCS-87-026
Although many distributed simulation strategies have been developed, to date, little empirical data is available to evaluate their performance. A multiprocessor-based, distributed simulation testbed is described that was designed to facilitate controlled experimentation with distributed simulation algorithms. Using this testbed, the performance of simulation strategies using deadlock avoidance and deadlock detection and recovery techniques was examined under various synthetic workloads. The distributed simulators were compared with a uniprocessor-based event list implementation. Results of a series of experiments are reported that demonstrate that message population and the degree to which processes can look ahead in simulated time play critical roles in the performance of distributed simulators using these algorithms. An avalanche phenomenon was observed in the deadlock detection and recovery simulators as message population was increased, and was found to be a necessary condition for achieving good performance. It is demonstrated that these distributed simulation algorithms can provide significant speedups over sequential event list implementations for some workloads, even in the presence of only a moderate amount of parallelism and many feedback loops. However, a moderate to high degree of parallelism was not sufficient to guarantee good performance for all workloads that were tested.
Perhaps the most critical problem in distributed simulation is that of mapping: without an effective mapping of workload to processors the speedup potential of parallel processing cannot be realized. Mapping a simulation onto a message-passing architecture is especially difficult when the computational workload dynamically changes as a function of time and space; this is exactly the situation faced by battlefield simulations. This paper studies an approach where the simulated battlefield domain is first partitioned into many regions of equal size; typically there are more regions than processors. The regions are then assigned to processors; a processor is responsible for performing all simulation activity associated with the regions. The assignment algorithm is quite simple and attempts to balance load by exploiting locality of workload intensity. The performance of this technique is studied on a simple battlefield simulation implemented on the Flex/32 multiprocessor. Measurements show that the proposed method achieves reasonable processor efficiencies. Furthermore, the method shows promise for use in dynamic remapping of the simulation.


Fischer, J. R.; Grosch, C.; McAnulty, M.; O'Donnell, J.; Storey, O.
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NASA's Office of Space Science and Applications (OSSA) gave a select group of scientists the opportunity to test and implement their computational algorithms on the Massively Parallel Processor (MPP) located at Goddard Space Flight Center, beginning in late 1985. One year later, the Working Group presented its report, which addressed the following: algorithms, programming languages, architecture, programming environments, the way theory relates, and performance measured. The findings point to a number of demonstrated computational techniques for which the MPP architecture is ideally suited. For example, besides executing much faster on the MPP than on conventional computers, systolic VLSI simulation (where distances are short), lattice simulation, neural network simulation, and image problems were found to be easier to program on the MPP's architecture than on a CYBER 205 or even a VAX. The report also makes technical recommendations covering all aspects of MPP use, and recommendations concerning the future of the MPP and machines based on similar architectures, expansion of the Working Group, and study of the role of future parallel processors for space station, EOS, and the Great Observatories era.
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The problem of recovering from processor failures in shared memory multiprocessor systems is examined. A cache-based checkpointing scheme is developed utilizing a checkpointing algorithm which guarantees that a consistent global state is always maintained. Processes can recover from errors due to a faulty processor by restarting from
the consistent saved computation state. There are no difficulties with checkpoint propagation in that when a process \( p \) takes a checkpoint, no other process is forced to join \( p \) in the checkpoint. The recovery algorithm allows only those processes encountering errors to perform rollback recovery while other unaffected processes on fault free processors continue normal execution.

The checkpointing recovery schemes are shown to be easily integrated into standard bus-based cache coherence protocols. An analytical model is used to estimate the checkpointing frequency and the performance degradation incurred by the checkpointing scheme during normal execution.
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The purpose of this thesis is to start the evaluation of the Transputer, a 32 bit microprocessor on a chip, to verify its potentials and limitations for real time applications, in distributed systems. The evaluation concentrates on the four physical communication links, and its advertised capability to operate in parallel with the main processor (CPU), each one of them at rate of 10 mbit/sec in each direction. It also presents to the reader an introduction to the machine itself, to the Occam Programming Language, a description of the environment at the Naval Postgraduate School (NPS), and suggests to the novice a learning sequence. The evaluation programs and other example programs presented in this thesis were implemented using the Occam Programming Language (Proto-Occam) in either the Occam Programming System (OPS) or the Transputer Development System (TDS), both resident on the VAX 11/780 computer under the VMS Operating System (VAX/VMS).
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This bibliography contains citations concerning the network architecture DECNET provided by the Digital Equipment Corporation. Topics include hardware and software for implementing communications between different computer operating systems. DECNET's ability to create resource sharing, communications networks, and distributed computing is examined by employing specialized protocol layers which serve the functions of network control, data access control, interprocess communications, and automatic error detection and retransmission. Applications for medical information systems, chemical laboratories, electronic mail systems, and industrial process control are presented. (This updated bibliography contains 86 citations, 28 of which are new entries to the previous edition.)
The Fiber Distributed Data Interface (FDDI) and the SAE AE-9B High Speed Ring Bus (HSRB) are emerging standards for high-performance token ring local area networks. FDDI was designed to be a general-purpose high-performance network. HSRB was designed specifically for military real-time applications. A workshop was conducted at NASA Ames Research Center in January, 1987 to compare and contrast these protocols with respect to their ability to support real-time applications. This report summarizes workshop presentations and includes an independent comparison of the two protocols. A conclusion reached at the workshop was that current protocols for the upper layers of the Open Systems Interconnection (OSI) network model are inadequate for real-time applications.

This is the final report for the second contract phase for development of the CRONUS Project. CRONUS is the name given to the distributed operating system (DOS) and system architecture for distributed application development environment being designed and implemented by BBN Laboratories for the Air Force Rome Air Development Center (RADC). The project was begun in 1981. The CRONUS distributed operating system is intended to promote resources which are shared. Its major purpose is to provide a coherent and integrated system based on clusters of interconnected heterogeneous computers to support the development and use of distributed applications. Distributed applications range from simple programs that merely require convenient reference to remote data, to collections of
complex subsystems tailored to take advantage of a distributed architecture. One of the main contributions of CRONUS is a unifying architecture and model for developing these distributed applications; as well as support for a number of system-provided functions which are common to many applications.
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An interpretation of avionics architecture is provided with respect to system components, organization, and design factors. Initially, general avionics architecture characteristics are addressed followed by discussions on emerging technologies and their impact on advanced systems. Information handling requirements are projected for future tactical aircraft. In addition, advanced avionics architecture design consideration and technical issues are addressed relative to achieving improved performance, reliability, survivability, flexibility, and low life cycle cost.
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Effect of Distributed Computing Technology on Wide Area Network Capacity Requirements
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This report identifies a need to increase wide area network capacity by as much as three orders of magnitude over the next ten years. These increases are necessary to support new distributed computing products. Such products increase productivity, but are currently available only on local area networks. There is no technical reason for limiting these products to tightly constrained geographical areas, however. They can operate perfectly well over any terrestrial distance provided sufficient bandwidth is available. Such bandwidth is available today with fiber optics. To quantify capacity requirements, network traffic generated by this newer technology is compared with traditional traffic in a local network environment. An extrapolation to wide area networks is made. Speculation about the long term future of distributed computing technology and its effect on network capacity requirements is offered. It is argued that an increase of network capacity by one order of magnitude is sufficient to accommodate new distributed computing technology on existing wide area networks. Two orders of magnitude are needed to accommodate a fully integrated distributed system such as interactive graphics. Three orders of magnitude are needed to accommodate increases in hardware speed anticipated in the next five to ten years. Availability of highly integrated, nationwide distributed computing service would significantly increase the competitive edge of the United States in science and computing. (ERA citation 12:028235)
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We describe numerical computations on the Connection Machine, a massively parallel hypercube architecture with 65,536 single-bit processors and 32 Mbytes of memory. A parallel extension of COMMON LISP, provides access to the processors and network. The rich software environment is further enhanced by a powerful virtual processor capability, which extends the degree of fine-grained parallelism beyond 1,000,000. We briefly describe the hardware and indicate the principal features of the parallel programming environment. We then present
implementations of SOR, multigrid and pre-conditioned conjugate gradient algorithms for solving partial differential equations on the Connection Machine. Despite the lack of floating point hardware, computation rates above 100 megaflops have been achieved in PDE solution. Virtual processors prove to be a real advantage, easing the effort of software development while improving system performance significantly. The software development effort is also facilitated by the fact that hypercube communications prove to be fast and essentially independent of distance. 29 refs., 4 figs.
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This bibliography contains citations concerning architecture and development of computer networks for data communication systems. Data network design, operation, performance analysis, reliability, security, maintenance and evolution are discussed. Techniques of packet switched and distributed data communication networks are presented. Applications of data communication technology are included. (This updated bibliography contains 323 citations, 37 of which are new entries to the previous edition.)
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Durra is a language designed to support the development of large-grained parallel programming applications. This document is a preliminary reference manual for the syntax and semantics of the language. We are using the term description language rather than programming language to emphasize that a task-level application description is not translated into object code of some kind of executable machine language. Rather, it is to be understood as a description of the structure and behavior of a logical machine, that will be synthesized into resource allocation and scheduling directives. These directives are to be interpreted by a combination of software, firmware, and hardware in a heterogeneous machine. Although our ultimate goal is to design and implement a task-level description language that can be used for different machines and for varying applications, our first pass is influenced by both a specific architecture and by a specific application, the Autonomous Land Vehicle (ALV), and more specifically, the perception components of the ALV. We assume there is a cross-bar switch, intelligent buffers on the switch sockets, and a scheduler that can communicate with all processors, buffers, and I/O devices.
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A rule-based expert system for configuring Local Area Networks (LAN) and for designing distributed database applications over them is described. The system includes a general-purpose inference machine for solving synthesis problems, based on two separated modules: the Tree Traversal and the Matcher. The former performs a recursive descent on a tree-structured solution space and generates a description of requirements that the final solution should possess; the latter matches these requirements to existing commercial products. The inference machine and its concrete application to the design and configuration of LAN information systems are described.
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Parallel Scheduling of Recursively Defined Arrays
A new method of automatic generation of concurrent programs which constructs arrays defined by sets of recursive equations is described. It is assumed that the time of computation of an array element is a linear combination of its indices, and integer programming is used to seek a succession of hyperplanes along which array elements can be computed concurrently. The method can be used to schedule equations involving variable length dependency vectors and mutually recursive arrays. Portions of the work reported here have been implemented in the PS automatic program generation system.
false.
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A large class of computational problems is characterized by frequent synchronization, and computational requirements which change as a function of time. When such a problem must be solved on a message passing multiprocessor machine, the combination of these characteristics lead to system performance which decreases in time. Performance can be improved with periodic redistribution of computational load; however, redistribution can exact a sometimes large delay cost. We study the issue of deciding when to invoke a global load remapping mechanism. Such a decision policy must effectively weigh the costs of remapping against the performance benefits. We treat this problem by constructing two analytic models which exhibit stochastically decreasing performance. One model is quite tractable; we are able to describe the optimal remapping algorithm, and the optimal decision policy governing when to invoke that algorithm. However, computational complexity prohibits the use of the optimal remapping decision policy. We then study the performance of a general remapping policy on both analytic models. This policy attempts to minimize a statistic $W(n)$ which measures the system degradation (including the cost of remapping) per computation step over a period of $n$ steps. We show that as a function of time, the expected value of $W(n)$ has at most one minimum, and that when this minimum exists it defines the optimal fixed-interval remapping policy. Our decision policy appeals to this result by remapping when it estimates that $W(n)$ is minimized. Our performance data suggests that this policy effectively finds the natural frequency of remapping. We also use the analytic models to express the relationship between performance and remapping cost, number of processors, and the computation's stochastic activity.
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<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>10 Jan 89</td>
<td>Naval Underwater</td>
</tr>
<tr>
<td></td>
<td>Systems Center p.</td>
</tr>
<tr>
<td></td>
<td>2 simulated</td>
</tr>
<tr>
<td></td>
<td>engagements</td>
</tr>
<tr>
<td></td>
<td>through use of</td>
</tr>
<tr>
<td></td>
<td>SIM II</td>
</tr>
<tr>
<td>15 Jan 89</td>
<td>AFCEP/FSM</td>
</tr>
<tr>
<td></td>
<td>Kirtland AFE p 1</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Date</td>
<td>Location</td>
</tr>
<tr>
<td>----------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>20 Jan 84</td>
<td>Home Air Development Center 3</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>23 Jan 84</td>
<td>Naval Underwater Systems Center 5</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>23 Jan 84</td>
<td>AFWC Centr Office Andrews AFB 4</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>21 Jan 84</td>
<td>AACE Air DC 6 1</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>3 Jan 84</td>
<td>NA E, p. 2</td>
</tr>
</tbody>
</table>
Institute of Simulation and Training
Intelligent Simulated Forces Review
Commerce Business Daily
Summary of Postings of Interest

27 Feb 88  Rome Air DC, p. 1
Database/Knowledge Base
System Interface
Extend database functionality
to perform event subevent
inferences using knowledge
representation
Fred P. McCabe
315-337-2171
Cont. Officer
L. Rees
315-337-2171

7 Mar 88  Rome Air Dev Center, Enemy Structure Modeling
Design a database for storage
and analysis of enemy
situational activities based
on tables of equipment
doctrine, tactics, and
deployment to support R&D
efforts.
John C. Condon
Cont. Specialist
315-337-2560
James Fabian
Program Mgr
315-337-2175

8 Feb 88  DCA Center for
Control and Command
DCA Demonstration and
Technology Survey Program
Demonstration of mapping
systems is planned
10 days after notice
Anne B. Edgel
DCHA-5-205
903-282-2455

11 Feb 88  Space and Naval
 Warfare systems
Next Generation Computer
Resources Operating System
Development
One of several joint
Navy/Industry groups to define
hardware/software standards
10 Mar 88
CDA Readout, EFAWAR
3240, 301-282-9277

17 Feb 88  Directorate of
Contracting, Contracting Div.
USAFE, Ft. Belvoir,
Fort Lee, Ft. Bragg
Research Support for
Soldier Training and
Performance Issues
Six Task Areas—third is
developing prototype
simulation software for table
top simulators and developing
prototype hardware/software
for soldier-in-the-loop
networked simulators.
Glenda J. Lews
703-282-2801
Contr. Offer
Lee E. Cacchione
703-282-2811

<table>
<thead>
<tr>
<th>Date</th>
<th>Agency/Provider</th>
<th>Contact Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>21 Feb 89</td>
<td>AFCH/FAA Hirtland Modeling and Simulation Support</td>
<td>Contract to provide computer modeling and simulation in support of the Air Force Operational Test and Evaluation Center.</td>
</tr>
<tr>
<td>5 Apr 89</td>
<td>Defense Nuclear Agency p.1</td>
<td>One of the tasks is to demonstrate the capability of the system to collect, monitor, and analyze statistics that would demonstrate the value of interfaces developed.</td>
</tr>
<tr>
<td>10 Apr 89</td>
<td>Naval Training Systems Center, et al.</td>
<td>General in nature, this BAA remains open and includes Engagement Simulation, Simulation Networking, Battle Simulation, Embedded Training, etc.</td>
</tr>
<tr>
<td>10 Apr 89</td>
<td>Naval Air DC 2.2</td>
<td>Requirement includes developing real-time and faster than real time digital weapon system simulations to support air to air, air to surface, surface to air and surface to surface weapons training for training systems supported by the Naval Air Development Center.</td>
</tr>
</tbody>
</table>
Institute of Simulation and Training
Intelligent Simulated Forces Review
Commerce Business Daily
Summary of Postings of Interest

17 Apr 89 Contracts
Research and Development
Identify, collect, and develop issue date 24 Apr 89
Directorate, Marine Effort in Support the
Corps Logistics Base
Defense Training and
Alban, GA
Performance Data Center
Orchard Hall

27 Apr 89 US Army
Laboratory Measurement of Simulate actual rides in Army
Medical Research
Acquisition Activity
Whole-Body, Vibration in
Army Vehicles

to be issued on 301-
12 Mo. BR due
6 Jun 89

28 Apr 89 (Contractor Naval
Support for Simulation
Ocean systems Center
Software Development for
project EXCEL Advanced
Ocean Simulator
Include in the scope are
requirements analysis, trade
studies, system specification,
system design, hardware
description, design, and
documentation, hardware
fabrication and assembly,
software specification,
design, development, and
documentation, system
verification and validation,
system configuration
management, maintenance of
simulation support system
hardware and software and
project management support.

Sandra Walker Code
909, 812-439-6741
Contr. Officer
Donald L. Sutton
Code 819
912-439-6741

PM Estes
812-553-4515
Negotiator 18
JC Morris
812-222-4221
3 May 84  Raintland Contracting Computer Hardware and Software Operations, Maintenance and Simulation Development

Primary purpose is to simulate at the execution level the Air Defense functions of detection, tracking, identification, weapons allocation, engagement, weapons control, and kill assessment.

Technical contact
Maj Hecson
50C-34-0683

4 May 84  US Army Missile ASC Environmental command Directorate Modeling for Missile for procurement & Simulation and Production, Redstone Technology Development Arsenal AL p 1

Performance of environmental due 30 May 84 modeling for missile simulation and technology development support services

Shirley Jackson
Contr Specialist
(205) 974-8741
Harold Smith
Contr Office
(205) 974-7365

16 May 84  Rome Air Development Ground Attack Fighter MCL Develop a new Ground Attack fighter MCL Software program to provide Foreign Technology at Wright Patterson AFB On, the capability to simulate and conduct syst effectiveness studies on air ground attactacal fighter missions and test acft capabilities and performance for various missions in a hostile environment.

POC Nancy McCann
(315) 326-7312
Contr Spec
James "Al"
(315) 326-7312
### Institute of Simulation and Training

#### Intelligent Simulated Forces Review

**Commerce Business Daily**

**Summary of Postings of Interest**

<table>
<thead>
<tr>
<th>Date</th>
<th>Posting Description</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 Mar 89</td>
<td>AFRICOM II CIV</td>
<td>Include in-house support for 89 Jun 89 minor changes, debugging, assistance in study and assistance in war game preparation and execution, documentation, training and installation, user group administration and configuration control.</td>
</tr>
</tbody>
</table>
| 9 Jun 89 | Defense Support Service the Future-Political Military (F/P/M) for on-call assistance in conducting theater level wargaming on behalf of the US Army Concepts Analysis Agency using computer simulations | Fred Smith
Contr. Specialist
301-681-8437 |

<table>
<thead>
<tr>
<th>Date</th>
<th>Posting Description</th>
<th>Details</th>
</tr>
</thead>
</table>
| 8 Jun 89 | Defense Support Service the Future-Political Military (F/P/M) for on-call assistance in conducting theater level wargaming on behalf of the US Army Concepts Analysis Agency using computer simulations | Harry W. Shatto
202-445-2563 |
| 9 Jun 89 | Defense Support Service the Future-Political Military (F/P/M) for on-call assistance in conducting theater level wargaming on behalf of the US Army Concepts Analysis Agency using computer simulations | Edna M. Clark
202-445-2564 |
DATE: July 14, 1989

TO: M. Companion, B. Goldiez

FROM: T. Clarke

SUBJ: E-Mail with Mike Sullivan of Texas Instruments

In place of a trip to Texas Instruments which is not practical in the immediate future, I initiated an Arpanet E-mail conversation with Mike Sullivan of TI with regard to the implementation issues of putting their SARGE intelligent command and control system into a SIMNET SAFOR.

SARGE runs under TI's CACTUS simulation environment. CACTUS uses a hexagonal terrain data base. Sullivan indicates that they have in the past converted DTED databases to CACTUS so that converting the SIMNET terrain data base should be no problem.

SARGE now is implemented on Mac II hosted TI microExplorer in Lisp. Sullivan says that SARGE is for the most part Common Lisp compatible, but that parts use the Flavors object-oriented extensions. Thus porting to another Common Lisp platform would involve converting that portion of the code to CLOS (Common Lisp Object System). Also the user interfaces make use of the Mac II host graphics environment and Explorer window system. Thus another host would require complete rework of the user interface.

In order to use SARGE as part of a SIMNET SAFOR it would thus be necessary to add a MacII/microExplorer to the testbed. Since SARGE is under continual development there is also little in the way of documentation available, the best way to transfer it to IST would be to fund a visit to IST by TI personnel (or vice versa). Mike Sullivan thinks that incorporating SARGE into SIMNET should be doable.

Using this opportunity to mount a philosophical soap-box, it seems that the Command and Control portion of the SAFOR testbed is driven by the availability of software. TI's SARGE requires a microExplorer/MacII, Lawrence Livermore's ConMod requires a microVAX/Tektronix.

Rather than choose a SAFOR Command and Control software package now, it would be possible to acquire the hardware to host both SARGE and ConMod. The hardware costs are relatively minor compared to the savings in project labor. Project personnel would be assigned to establish a SIMNET interface protocol so that the two Command and Control packages could access a common SIMNET interface.

The strengths, weaknesses, computational requirements of these packages could then be evaluated as part of the SIMNET SAFOR. Any other packages that can be adapted to the SAFOR protocol (BBN, Perceptronics?) could also be hosted and evaluated.

Organizationally, it would be best to assign an individual to each the care and feeding of each Command and Control package. SARGE's skilled Lisper and ConMod's Ada-adept are not likely to be the same individual.
CONFERENCE REPORT

DATES: April 26 & 27

LOCATION: Orlando, Fl.

CONFERENCE: Interactive Networked Simulation for Training

SPONSOR: Institute for Simulation and Training/UCF

During the IST Simulation Symposium, the BBN Semi-automated Opposing Forces Software was discussed with Dr. Duncan Miller of BBN. Dr. Miller stated that the BBN OpFor software was not stable and would be unsuitable as the basis of a benchmark for the IST work. The software was undergoing extensive revision in light of performance limitations discovered during the March ’89 Simnet exercise. Dr. Miller went on to discuss the OpFor software in more detail.

The BBN OpFor software runs on a multi-mode BBN Butterfly computer linked to several Symbolics workstations. In addition to handling Simnet interface, the Butterfly is programmed in C to handle the numerically intensive terrain-following, dead-reckoning, and trajectory-calculation tasks for the simulated vehicles in the opposing forces. The Symbolics workstations are "just that"; that is they are used to provide a user-friendly interface to the operators of the simulated forces. There appears to be very little expert system or rule-based software in the workstations.

The major performance bottleneck uncovered during the Simnet exercise was in the communication links within the OpFor software. Apparently the OpFor software is structured after a Command and Control model. Each simulated vehicle communicates reports, sightings, events etc., to the operator of the OpFor through the workstation. There is apparently no intelligence included for combining reports so that the reporting traffic is reduced. With the high density of vehicles that occurred during the exercise, the OpFor overloaded and missed frame updates.

Another remark by Dr. Miller indicated that the OpFor software was terrain dependent. This is a given, since the simulated vehicles have to follow terrain, allow for terrain in line-of-sight calculations and the like. However, Dr. Miller’s remarks seemed to imply additional dependence, perhaps caused by having to hand optimize the software for a particular set of terrain.

In view of these considerations, the BBN OpFor package is not suitable for this research. It appears to be an unfinished product which applies only to a specialized terrain database. It is interesting to note that BBN’s partitioning of tasks, numerically intensive to Butterfly, human interface to Symbolics workstation, is similar to the kind of task partition that will be investigated with the test bed.
Another interesting conversation was had with Chuck Benton of TSI who has a DARPA SBIR grant to look at low-cost applications of transputers to Simnet. His experience may come be useful.

A possible source of benchmark software was identified in Betty Armistead of Simulation Technologies Inc. She is involved with the DWS (Distributed Wargaming Systems) project which is charge with being ultimately compatible with Simnet. Most interesting is that the software she used is considered GFE.
TRIP REPORT

NAME: M. Companion
DATES: June 30, 1989
LOCATION: SPARTA, Inc., Huntsville Ala.

CONTACTS: Dr. G. Hassin, J. Watson, R. Reynolds, C. Case and A. Jones.
I travelled to Huntsville to visit Sparta, Inc to discuss two topic areas. The first area was to explore and discuss a statement of work Sparta to develop a transputer based intervisibility model to support the Simulated Forces Project. The second area was to discuss Sparta's capabilities and ongoing/past efforts in the area of force-on-force simulation.

Sparta had reviewed the draft SOW and develop an estimate of the time and cost to develop a transputer based intervisibility model. The intent of this task is to explore the transputer requirements for the testbed and develop a baseline intervisibility model for the simulated forces model. We discuss the assumptions that Sparta had made in deriving their resource estimates and concluded that they had interpreted several task to be more detailed and formal than we intended. After agreeing to the basic output that was desired it would appear that it is possible to accomplish the transputer based intervisibility model within the targeted level of resources.

Sparta provided a detailed briefing of their force-on-force simulation capabilities. The have been involved in a number of efforts force a wide variety of customers. Their primary thrust has been in the area of simulating laser threats within the battlefield simulation. They are beginning some work for DARPA on laser threats for the SIMNET. The attached pages summarize their force-on-force simulation experience and the SIMNET force-on-force related activity.

One of the simulation models that Sparta has been developed is extremely relevant is AWSIM. This effort has been sponsored by MICOM, AMSAA and LABCOM. It is a computer simulation of close combat for combined arms armies. It utilizes digitized terrain, smoke/artillery dust effects and simulates up to battalion/regiment size scenarios. This model/simulation should be looked into in more depth for potential input to our effort. More detail is provided in the attachment.

It looks like Sparta is one of the companies that we will want to bid on the larger support effort to the simulated forces program. I have added to the statement of work we are discussing 20 hours to support front end analysis.

Attached is a hard copy of the Sparta force-on-force briefing.
CAPABILITIES/EXPERIENCE IN FORCE-ON-FORCE SIMULATION

30 June 1989

SPARTA, Inc.
4901 Corporate Drive
Huntsville, AL 35805-6201
(205) 837-5200
## REPRESENTATIVE SPARTA FORCE-ON-FORCE SIMULATIONS

<table>
<thead>
<tr>
<th>NAME</th>
<th>APPLICATION</th>
<th>DEVELOPER</th>
<th>TO BE PRESENTED</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWSIM</td>
<td>CLOSE COMBAT &amp; AIR DEFENSE, ESP. WITH DEW</td>
<td>SPARTA (FOR MICOM, AMSAA, LABCOM)</td>
<td>✓</td>
</tr>
<tr>
<td>DIDSIM</td>
<td>SDI</td>
<td>SPARTA</td>
<td>✓</td>
</tr>
<tr>
<td>TMDSIM</td>
<td>ARMY SDI (NATO)</td>
<td>SPARTA</td>
<td>✓</td>
</tr>
<tr>
<td>ADEM</td>
<td>BLUE AIR VS RED AIR DEFENSE</td>
<td>VARIOUS</td>
<td>✓</td>
</tr>
<tr>
<td>CARMONETTE</td>
<td>CLOSE COMBAT</td>
<td>CAA/TRAC</td>
<td></td>
</tr>
<tr>
<td>ADAGE CAMPAIGN</td>
<td>BLUE AIR DEFENSE</td>
<td>AMSAA</td>
<td>✓</td>
</tr>
<tr>
<td>ARMY BM/C³ EV</td>
<td>ARMY BM/C³ DEMO</td>
<td>TRW/SPARTA</td>
<td></td>
</tr>
<tr>
<td>AIR FORCE BM/C³ EV</td>
<td>AF BM/C³ DEMO</td>
<td>SPARTA</td>
<td></td>
</tr>
</tbody>
</table>
AREAS OF SIMULATION EXPERTISE

SPARTA, INC.

- MODEL DEVELOPMENT
  - PHENOMENOLOGY MODELS
  - LARGE SCALE SIMULATION
- SCENARIO DEVELOPMENT
- TARGET RESPONSE ANALYSIS
- ANALYSIS USING SIMULATION TOOLS
  - ITEM-LEVEL
  - FORCE-ON-FORCE
- REQUIREMENTS DEVELOPMENT
- CONVENTIONAL AND DEW SYSTEMS
- WEIGHT AND VOLUME SIZING
- FIELD TEST SUPPORT
  - PLANNING SUPPORT
  - RESULTS ANALYSIS/MODELING
SPARTA SIMNET SUPPORT TO DARPA

SPARTA, INC.

- LASER/BIO-EFFECTS MODELING IN SIMNET
  - LASER MODELS AND DATA
  - BIO-EFFECTS MODELS AND DATA
  - AUTOMATED SIMULATION OF THREAT RESPONSE TO LASER IRRADIATION
  - AUTOMATED SIMULATION OF THREAT LASER TACTICS

- SIMNET PERFORMANCE VALIDATION
  - COMPARISONS OF SIMNET OPERATOR PERFORMANCE TO TEST DATA AND MODEL PREDICTIONS (E.G., ACQUISITION CAPABILITY)
  - RECOMMENDED IMPROVEMENTS

- FORCE-ON-FORCE SIMULATION SUPPORT
  - RESULTS COMPARISON WITH SIMNET
  - FIELD TEST REVIEW
  - SCENARIO ANALYSIS

- ANALYSIS OF SIMNET EXERCISES
  - LASER AND BIO-EFFECTS MODELS CHECK OUT
  - ACQUISITION OF DATA FOR AUTOMATED THREAT
  - PRELIMINARY CONCEPT ASSESSMENT
WHAT IS AWSIM 89?

- COMPUTER SIMULATION OF CLOSE COMBAT
  - COMBINED ARMS: ARMOR, INFANTRY, AIRCRAFT, AD, ARTILLERY
  - DIGITIZED TERRAIN
  - SMOKE/ARTILLERY DUST EFFECTS
  - SIMULATES UP TO BATTALION/REGIMENT SCENARIO

- EVALUATES BATTLEFIELD UTILITY OF WEAPONS
  - FUNCTIONAL MODELS: MANEUVER, SEARCH, ACQUISITION, ENGAGEMENT
  - DETAILED LASER WEAPON MODEL
AWSIM DESIGN PHILOSOPHY

SPARTA, INC.

MODELING PHILOSOPHY

STOCHASTIC
- Prob. Dist. Sampled by Monte Carlo Technique
- Many Replications Yield Outcome Distribution
- Events Occur Instantaneously
- Clock Jumps from Event to Event
- Continuous Processes Modeled in Fixed Time Steps

EVENT-SEQUENCED

COMPUTER CODE PHILOSOPHY

- Standard Fortran 77 ➔ Transportability
- Sophisticated Support Software
  - Dynamic Memory Allocation
  - Interactive Database Editor
  - Event Processing and List Processing Routines
- Structured Programming
  - Modularity and Top-Down Flow
  - Use of Mnemonics and Naming Conventions
- Logically Partitioned Data Structure
USE OF EXISTING MODELS IN AWSIM (U)

- APPROACHES/ALGORITHMS FROM CARMONETTE
  - TERRAIN REPRESENTATION AND LINE-OF-SIGHT DETERMINATION
  - VEHICLE MOVEMENT
  - ARMOR/ANTI-ARMOR WEAPON EFFECTS
- EOSAEL87 ⇒ NATURAL ATMOSPHERE, SMOKE, AND DUST
- CCNVEO/AMSAA PASSIVE TARGET ACQUISITION CODE
- LELAWS ⇒ LASER WEAPON EFFECTS
- PHI ⇒ LASER ACTIVE DETECTION PERFORMANCE
- INCURSION ⇒ AIR DEFENSE WEAPON EFFECTS
ARMY INTERACTION IN AWSIM DEVELOPMENT AND REVIEW

SPARTA, INC.

- SIMULATION/MODELING REVIEWS DURING DEVELOPMENT
  - AMSAA
  - TRAC/WSMR
  - USAIS
  - LABCOM
  - CECOM
  - MICOM
  - VAL
  - CACDA
  - CCNVEO

- SUBSTANTIAL MODELING GUIDANCE FROM AMSAA
  - AIR DEFENSE
  - INFANTRY WEAPONS
  - ARTILLERY EFFECTS
  - LASER WEAPON EFFECTS

- CODE INSTALLED ON GOVERNMENT COMPUTERS
  - AMSAA (VAX AND CRAY)
  - MICOM (VAX)
  - LABCOM (VAX)

- APPROVED FOR DE WEAPON ANALYSIS BY MULTI-AGENCY ARMY DE MODELING COMMITTEE (CHAIRLED BY LABCOM) IN AUGUST 1987

- RECOMMENDED BY DUSA-OR IN EARLY 1989 FOR VALIDATION
SCENARIOS AVAILABLE

- EUROPEAN MECHANIZED INFANTRY DEFENSE (DAZER SCENARIO)
  - CLOSE RANGE ARMORED/DISMOUNTED ASSAULT BY TWO COMPANIES ON A DISMOUNTED U.S. PLATOON
  - FULLY OPERATIONAL
  - EXERCISED IN SEVERAL STUDIES

- TRADOC HIGH RESOLUTION SCENARIO #1
  - INTENSE ARMOR BATTLE BETWEEN U.S. ARMOR BATTALION AND SOVIET MOTORIZED RIFLE REGIMENT
  - FULLY OPERATIONAL
  - EXERCISED IN UNCONVENTIONAL BEAM WEAPON STUDY
SUMMARY

- AWSIM89
  - A HIGH RESOLUTION, QUICK RESPONSE SIMULATION
  - A FLEXIBLE, SOPHISTICATED FORCE EFFECTIVENESS ANALYSIS TOOL
  - RESPECTED WITHIN THE ARMY ANALYSIS COMMUNITY
THEATER MISSILE DEFENSE SIMULATION (TMDSIM)

- THEATER-LEVEL, EVENT-BASED SIMULATION OF EXTENDED AIR DEFENSE
- ONE-SIDED (RED-ON-BLUE OR BLUE-ON-RED)
- EMPHASIS ON ACTIVE DEFENSE OPERATIONS AND BATTLE MANAGEMENT/COMMAND/CONTROL
- INPUT DATA-DRIVEN TO REPRESENT MULTIPLE TYPES OF SENSORS, WEAPONS, BM/C³ELEME NTS
- DEVELOPED FOR EVALUATION OF CANDIDATE ARCHITECTURES IN THEATER MISSILE DEFENSE ARCHITECTURE STUDIES (TMDAS)
- EXTENDED IN COMMAND/CONTROL AND SURVEILLANCE TO SUPPORT NATO AGARD AAS-29 STUDY

<table>
<thead>
<tr>
<th>THREAT</th>
<th>ASSETS</th>
<th>SURVEILLANCE</th>
<th>COMMAND, CONTROL, COMMUNICATIONS</th>
<th>WEAPONS</th>
</tr>
</thead>
</table>
| Model Characteristics, Parameters | - Trajectories/Waypoints  
- Attack Timing  
- Warhead Lethality  
- Reliability  
- RF/IR Signatures  
- ECM Power/Band/FOV | - Types, Numbers  
- Location (Lat/Lon)  
- Vulnerability  
- Value/Priority  
- $C^2$Subordination | - Types, Locations  
- Orientation  
- Scan Rate  
- Field-of-View  
- RF Sensitivity  
- ECM Resistance | - Tactical OPS Concept  
- Rules Of Engagement  
- Types, Locations  
- Key Functions  
- Processing Times  
- Message Transfer  
- Times | - Types, Locations  
- Flyout (Range/Time)  
- Psuk, Reliability  
- Engagement Constraints  
- Firing Rate Constraints |
| Options | - Fighters, Bombers  
- Tactical Air-to-Surface Missiles  
- Tactical Ballistic Missiles  
- Anti-Radiation Homing Missiles  
- Cruise Missiles  
- Standoff Jammers | - Airbases  
- SAM Sites  
- SSM Sites  
- BA Interdiction  
- Surveillance Sensors  
- Command/Control Nodes  
- Logistics | - Airborne, Ground Based, Space Based  
- Radar, Optical  
- Active, Passive  
- Over-the-Horizon Radar | - BOG/FU  
- SAMOC  
- SFP, RPC  
- ACC  
- AOC  
- CAOC  
- WOC  
- MNC/MSC/PSC | - Ground Based Airborne  
- Missiles, Guns, DEW  
- Active, Semiactive, Command Homing  
- Firing Doctrines |
• FORTRAN 77 LANGUAGE

• DISCRETE EVENT SIMULATION FRAMEWORK
  - SPARTA PROPRIETARY CODE
  - 30 EVENT "CHAINS," ~ 100 TOTAL SUB-EVENTS
  - 50,000 EVENT QUEUE TYPICAL

• CONVEX C-1 VECTOR PROCESSING COMPUTER (10 TO 60 MIB)

• 5 TO 10 CPU HOURS RUN TIME FOR 2 HOUR BATTLE

• 60 MB CORE MEMORY, ~ 10 MB DISK

• ~ 35,000 LINES OF CODE

• BUILT OVER 3 YEAR PERIOD (IOC 1987)

• DOCUMENTATION - USER'S MANUAL ONLY (NOT CURRENT)

• PRE-POST PROCESSORS
  - THREAT GENERATION
  - OUTPUT FILES - STATISTICS, AGGREGATES, TIME HISTORIES
DIDSIM - A HIERARCHY OF MODELS

Force-on-Force (DIDSIM)
Defense Tiers (ASATSIM, SBDEWSIM, MIDSIM, HEDSIM)

Engagement Models
- End-to-End Detailed Simulations of:
  - Precommit Functions (Alert, Surveillance, Discriminate, Track)
  - Postcommit Functions (In-Flight Guidance, Terminal Guidance, Kill)
  - Battle Management/C3

Threat Models
- Allocation of Threat for
  - National Targets
  - Hardened Military Targets
  - Adaptive Defenses
  - Clustered Defenses
- Detailed Functional Models of Threat (e.g., Flyout, PBV, RV Signatures)

Functional Simulation
- Sensor Discrimination
- Sensor Track Performance
- Endgame Performance
- Weapon Kill (Laser, Particle Beams, Kill Vehicles, Interceptors)
DIDSIM OUTPUTS

- **Effectiveness and Functional Loading of Each Defense Tier**
  - Objects Killed
  - Objects Leaked
  - Weapons Exhausted
  - Weapons Wasted
  - Survivors

- **Attack Laydowns**
  - Target Hardness
  - Sensor Locations and Performance
  - Weapon Locations and Performance
  - Battle Management Strategies
  - Communication Effectiveness

- **Graphics Display of Selected System Functions and Key Technical Parameters**
  - During Full System Simulation or for Specific Conditions
<table>
<thead>
<tr>
<th>EFFECTIVENESS AND SURVIVABILITY SIMULATION</th>
<th>DETAILED COMPONENT MODELS</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIME INTEGRATED MONTE CARLO</td>
<td>PROGRAMABLE, REACTIVE AIRCRAFT</td>
</tr>
<tr>
<td>BLUE AIRCRAFT vs.</td>
<td>5 DOF SAMS</td>
</tr>
<tr>
<td>RED AIR DEFENSE</td>
<td>BURST-BY-BURST GUNS</td>
</tr>
<tr>
<td>MANY-ON-MANY (20 AC vs. 500 THREATS)</td>
<td>RADAR, CCC NETWORK</td>
</tr>
<tr>
<td></td>
<td>ASE</td>
</tr>
</tbody>
</table>
ADEM INTEGRATION LOOP

5 SEC LOOP

- END CONDITION TEST
- FLY AIRCRAFT
- OPERATE RADARS
- MANAGE THREAT RESOURCES
- GENERATE AIRCRAFT RESPONSES
- FLY SAMS
- SHOOT GUNS
- FLY WEAPONS

0.5 SEC LOOPS

- ADVANCE ALONG PLAN
- INTEGRATE POSITION
- COMPUTE S/(N+J) FOR ALL AC RDR COMBINATIONS
- ON-OFF COMMANDS, TARGET ASSIGNMENTS, OPTICAL RESPONSE
- THREAT RESPONSE LEGS, JAMMING, ARMS, FLARES
- COUNT DOWN
- FLIGHT
- END GAME
- GENERATE BURSTS
- KILL TARGETS
- AIR-TO-GROUND
ADAGE

SPARTA, INC.

AIR DEFENSE AIR-TO-GROUND ENGAGEMENT SIMULATION

- DEVELOPED BY AMSAA
- DESIGNED TO STUDY THE EFFECTIVENESS OF MIXES OF GROUND BASED WEAPONS IN PROVIDING AIR DEFENSE TO A DIVISION
- USED FOR
  - DIVAD GUN COEA
  - SHORAD/MANPAD STUDY
  - FADEW/AIR DEFENSE STUDY
  - SGT YORK COEA

INCURSION MODEL

- SYSTEM SPECIFIC ONE-ON-ONE ENGAGEMENT MODEL
- MONTE CARLO
- SYSTEM FUNCTIONS
- THREAT FLIGHT PATH
- FLY-BY AND VICINITY OF TARGET MODES
- PROVIDES AIR DEFENSE EFFECTIVENESS TO CAMPAIGN

CAMPAIGN MODEL

- TOTAL DIVISION LEVEL BATTLE WITH ALL AD SYSTEMS PLAYED FOR SEVERAL DAYS
- EXPECTED VALUE MODEL
- OPTIMIZED RED RAIDS
- AIR/AIR AND GROUND/GROUND BATTLE CONSIDERED
- REPAIR AND REFURB CONSIDERED

INCURSION/VA MODEL HIGHLIGHTS

- LOW ENERGY LASER PROPAGATION MODEL (LELAWS) OPERATED OFF-LINE TO FEED INCURSION
- EXPLICIT MODEL OF PILOT FOV ORIENTATION THROUGHOUT FLIGHT PROFILE
- FIRE CONTROL DOCTRINE
- MULTIPLE TYPES OF KILL
  - DAZZLE
  - NEGATION
- RELATIVE FREQUENCY WITH WHICH A DAZZLE OR NEGATION FOR USE IN CAMPAIGN
Ada SOFTWARE DEVELOPMENT SUPPORTING CAPABILITIES

- DEVELOPED ALL MAJOR DOCUMENTS FOR Ada APPLICATIONS REQUIRED BY DoD-STD 2167 AND DoD-STD 2167A
  - OPERATIONAL CONCEPT DESCRIPTIONS
  - SYSTEM AND SEGMENT SPECIFICATIONS
  - SOFTWARE REQUIREMENTS SPECIFICATIONS
  - SOFTWARE DEVELOPMENT PLANS
  - SOFTWARE TOP-LEVEL AND DETAILED DESIGN DOCUMENTS
  - SYSTEM INTERFACE SPECIFICATIONS
  - SOFTWARE USER'S MANUAL

- ESTABLISHED SOFTWARE QUALITY CONTROL FUNCTION
- ESTABLISHED SOFTWARE CONFIGURATION MANAGEMENT FUNCTION
- ESTABLISHED SOFTWARE TEST AND EVALUATION FUNCTION
TRIP REPORT
JUNE 25-27, 1989
BRIAN GOLDSZE
PITTSBURGH, PA & AKRON, OH

PITTSBURGH, PA

PURPOSE: Visit the Software Engineering Institute (SEI) at Carnegie-Mellon University

INDIVIDUALS CONTACTED: Dr. Mario Barbacci, Senior Member of the Technical Staff

DISCUSSION: The primary of this trip was to find out more about a software development environment called Durra. Several other activities of the SEI were also discussed which could be beneficial to the training and simulation community. The SEI is a Federally Funded Research and Development Center (FFRDC). They are funded by DARPA and chartered to do research work for the DoD.

Durra is a software development environment for heterogeneous computing systems. IST's interest in such a programming environment is dictated by trends toward the use of microprocessors and/or distributed computing architectures in training devices. Programming in environments where several different computing architectures are employed is not a straightforward matter. Systems issues related to timing of synchronous tasks, memory usage, communication, control, programming, etc. are not immediately apparent in heterogeneous environments. In addition, dynamic allocation of computing resources is normally not a feature considered in training devices.

Durra provides a development to develop software in heterogeneous environments. Its applicability to training devices is not clear due to host computers used. Timing, monitoring features, and control structures which would have to be developed for specific training applications. IST, though, will be receiving and installing Durra in our lab to address these issues. Initial applications will be with respect to our Networking and Intelligent Semi-Automated Opposing Forces tasks on the BAA. These two tasks represent loosely coupled and tightly coupled computer systems, respectively. IST will be the first sight to experiment with Durra.

Other activities at the SEI could be extremely appropriate to training. The SEI has developed training software using AI and the new Digital Video Interactive (DVI) chip technology being developed by Intel and IBM. This technology could be appropriate to Embedded Training, the classroom of the future, and other training technologies which could benefit from an on screen graphics capability. The SEI is also doing Object Oriented Design of simulation software modules. They have developed an OOD for a flight simulator engine module in Ada. Although this module operates correctly, it does not execute in real-time nor do I believe it is responsive to external interrupts typical of a real-time operating system. However, further insight into Ada development environments at the SEI could be useful to IST.
PURPOSE: Visit Loral Corporation to get information on multispectral database

INDIVIDUALS CONTACTED:
James Horton, Manager of Business Development
George Snyder, Manager of Radar Image Generator
Andy Jansen, Engineering Manager HOT SHOT products

DISCUSSION: IST had expressed interest in data base generation and correlation techniques to Loral at several previous meetings. This visit was to review Loral capabilities in the data base generation and correlation area. Loral (formerly Goodyear Aerospace) has been involved in data base generation and correlation for over 40 years. This work had been primarily applied to weapon system application. The F-15 WST program, though, required radar generation capabilities which were not available. Loral has developed a radar simulator with correlation to actual terrain and the other sensors (several E-O sensors) on the F-15 aircraft. In addition, Loral makes several products for the DMA and Army (in support of Pershing II) which can generate and correlate sensor data with actual terrain rapidly. These products could potentially be applied to training devices.

Loral has also developed a part task trainer known as the HOT SHOT. This product simulates an F-15 or F-16 aircraft. Many of the training features of this device were explained and demonstrated. This device appears to offer training capability in some of the target engagement tasks of the design basis aircraft.
DATE: July 13, 1989
TO: M. Companion, B. Goldiez, E. Smart
FROM: T. Clarke
SUBJ: Trip Report of Visit to Perceptronics and LLNL

On June 28 and 29 Ernie Smart and I traveled to Perceptronics and Lawrence Livermore National Laboratory. Ernie traveled in support of the Army IQC and I traveled to gather information for the SAFOR project. In what follows I will discuss the results of the trip primarily from the SAFOR viewpoint as I believe Ernie has covered the business and IQC aspects of the trip in his report.

Perceptronics

At Perceptronics we met with Azad Madni, Phil Handley and Michael Fielding. Madni is the Division Manager of AI and Man-Machine Systems at Perceptronics. Fielding is a Division manager of same, and Handley is a Product line manager for simulation systems.

The discussion at Perceptronics centered on their COMBAT-SIM battle simulation system. This system is based on either PC/AT or MicroVAX computers. Visuals are provided by a videodisc player.

COMBAT-SIM is designed to simulate the military command environment to train commanders. It has no intelligence at echelons below the user interface level. Because of its lack of intelligence, and dependence of canned images, COMBAT-SIM would have little utility in SAFOR.

There was also some discussion with Madni of a proposal that Perceptronics was submitting to IST "Context Template-Driven SAFOR Modeling and Simulation". I was able to examine this proposal in detail after the trip. It proposes research designed to produce a design for a SAFOR using the template AI technique. Since the proposal is for design, not implementation, and since implemented SAFOR command and control systems are available from Texas Instruments (see companion report) and from Lawrence Livermore (see below), this proposal should not be considered as part of the IST SAFOR effort.
At LLNL's CSL we met with Dr. Ralph Toms and Arnold S. Warshawsky. Toms and Warshawsky are the principal scientists in CSL. The LLNL management structure is such that CSL has only two line positions. Other positions are staffed by military personnel and by personnel borrowed from other parts of LLNL.

The mission of CSL is to simulate conflict in order to evaluate the utility of the weapons developed at LLNL. The emphasis at CSL is thus a bit different from battle simulations developed for training purposes. CSL simulations include extensive logging and analysis capability. The emphasis is on making it easy for the operator to control the simulation, not on accurately modelling the military command environment. The learning curve for CSL simulations is reported to be very short. Nevertheless, some CSL simulations have found use in training.

The most mature simulation product of CSL is Janus (the Roman god, not an acronym). Janus is a "classic" battle simulation with players sitting at graphics control stations and interacting through the simulated battle. It has no internal intelligence for simulated echelon levels not explicitly controlled by players. Janus is written in FORTRAN, is hosted on a VAX/VMS and used Tektronix 4225 terminals as display stations. Because of its lack of intelligence, Janus will probably be of little use in SAFOR.

The CSL product that may be of use in the SAFOR project is ConMod. As the attachment indicates, ConMod explicitly models the military command and control hierarchy. Echelons below the user level have intelligence needed to develop Operation and Task Orders for lower echelons, to Coordinate with parallel echelons, and to submit Status reports to higher echelons. Like Janus, ConMod has an easy to learn graphic user interface.

Significantly, ConMod separates modeling the physical world of actual force-on-force conflict, from the cognitive world of military command and control. This explicit separation should facilitate using ConMod as the intelligent command and control interface to a SIMNET SAFOR. The model or simulation of the physical conflict would be replaced by an interface to the SIMNET environment. ConMod appears to be a data driven system, so that customizing the force structure for the SIMNET SAFOR should be just a matter of creating the appropriate data files.

ConMod is written in Ada and runs on a VAX/VMS and uses a Tektronix 4225 for interface. Since ConMod should be available at nominal cost, it would seem wise to insure that the testbed has the capability of hosting ConMod. Ada is allegedly portable between machines so that one of the 80386 hosts should be able to run ConMod. There are always nagging machine dependent incompatibilities however, so that it might be easier to procure a MicroVax host. No decision has to be made now as the IST Networking Lab is procuring a VaxStation with Ada so that the various possibilities can be explored. The graphic interface depends on the availability of Tektronix hardware, so that a Tek 4225 needs to be procured to insure ConMod compatibility.
The ConMod Simulation

The Conflict Model (ConMod) is an automated, high-resolution, large-scale, AirLand Battle simulation at the corps level with the capability to model echelons-above-the-corps. It is designed as an analytic tool to enable the user to examine activities of a military conflict involving air and ground forces engaged in deep, rear, and close combat. It simulates selected aspects of combat, combat support, and combat service support, covering a geographical extent of hundreds of kilometers, with a time period of days. ConMod is primarily intended for evaluating existing and proposed combat systems, tactics, and doctrine in order to provide timely evaluation and recommendations to policy makers. While designed as an analytic tool, ConMod is also adaptable to research, operational support, and training purposes.

Founded on control system theory, ConMod takes an object-oriented approach to the modeling of military systems. Generic military objects with scenario dependent links form military organization hierarchies and command and control networks. Planning may be automated below a selectable organizational level. The model uses high resolution physics for the simulation of movement, acquisition, engagement, and communication. Physics calculations are based on the engineering data for individual item systems.

Using 3D digitized terrain, typically on a 250-meter grid, the model has a comprehensive system support environment. ConMod is written in the Ada programming language under the VAX/VMS operating system and is currently under further development on computer systems of the VAX 8000 class. Currently, its high-resolution, color graphics user interface runs on Tektronix 4120/4225 series workstations.
CONMOD DESIGN CONCEPTS

ConMod emphasizes five significant features in its conceptual design. These are: (1) command and control (C2) representation based on control system theory, (2) separation of the cognitive aspects of the simulation from the physical aspects, (3) cause and effect audit trail, (4) discrete event simulation, and (5) extensible model architecture. The rationale for these features stems from ConMod's objectives. Each of these will be discussed in turn, bearing in mind that the aim of this or any simulation is to represent those characteristics of the system that are pertinent to the problem under study.

Theoretical Background

For automated command and control, a control theory approach to organizations provides a theoretical foundation. In this structure, the cognitive aspects of the problem, namely, command and control, can be viewed separately from the physical aspects. Each military entity is viewed as a generic object residing in a control system, receiving and sending signals which effect its state or alter the states of other objects. The signals become the generic events of a discrete event simulation. Objects are, therefore, related not to other objects but to the actions they are effected by and cause. Within this overall organizational framework, the control agent is modeled using a theory of management.

Cognitive Plane and Physical Plane Separation

The organizations interact on two separate but related planes: the cognitive plane and the physical plane. Each independent organization has its own cognitive plane, but it shares a physical plane with all other independent organizations. Thus, there is a single physical plane but a cognitive plane for each of the opposing forces.

This separation of the problem recognizes two distinct types of modeling effort. The physical plane deals with physical processes such as sensing, moving, engaging, and communicating. The cognitive plane emphasizes the management processes; planning, directing, controlling, coordinating and reporting.

Cause and Effect Audit Trail

In a model whose purpose is analysis, the ability to identify cause and effect is vital. In the ConMod design, a mechanistic viewpoint is imposed whereby all effects have a known cause and all effects are calculable. This is achieved by requiring two entities: objects and actions. When two objects interact through an action, there are also two events: the cause event and the effect event.
Discrete Event Simulation

The need for a cause and effect audit trail combined with the need to examine individual item systems leads to a discrete event simulation. ConMod is conceived as an event driven, variable resolution model. The simulation proceeds through the execution of scheduled (queued) events. One event is either an object initiating an action (cause event) or an object being acted upon (effect event).

Since ConMod resolves events down to selected item systems on digitized 3-D terrain, it becomes possible to use actual locations for determining range and range-dependent variables, such as the probability of hit and probability of kill (Ph andPk). This allows cause and effect to be established using the actual locations and actual times for discrete events, particularly sensing and engaging. These low-level events are modeled stochastically.

Extensible Model Architecture

Constant change is the norm of the military world. In order to accommodate the future changes in weapons systems, organizations, operations, tactics, and doctrine, ConMod adopted an object-oriented development method. Since a clear distinction is made between cognitive and physical processes, future extensions that utilize knowledge based system concepts can be facilitated.
COMMAND AND CONTROL SIMULATION CHARACTERISTICS

In this section, the important simulation features relating to command and control are further developed. First the control system and organizational theory are applied to combat simulation. Then the cognitive/physical separation is described. Next military organizations are shown as they fit into the structure, and their management functions are described.

Control System Theory

A system can be defined as a group of objects interacting with each other through well defined actions and behaving as a unified whole with respect to the system's environment.

A control system is composed of two subsystems: (1) a controller and (2) a producer. The controller attempts to control the producer's behavior in the presence of environmental interactions.

A metacontrol system is a special kind of control system. Metacontrol is the control of a controller. This has the effect of distributing or stacking control through various levels, as is commonly done in organizations.

An organization behaves as a control system. It attempts to control its producers in the presence of interactions with the physical environment. An organization is the union of a management metacontrol system and a production control system.

A hierarchical organization has a layering of management metacontrollers in its management metacontrol system in order to provide the desired span of control of a number of specialized production control systems. Typical organizational structures may be constructed by combining features from a centralized structure and a decentralized structure. In the centralized organization, high level managers may exert control down several levels, including control of production controllers, while in the decentralized organization, high level management controllers only control other management controllers.

Cognitive and Physical Separation

As described previously under design concepts, the C2 system in ConMod is separated from the physical combat processes. In the model, this is expressed in terms of planes—two cognitive planes, one for each opposing side in the conflict; and one physical plane, for the interaction of forces. In terms of organizational theory, the C2 system is the management metacontroller, and the force system is the production control system.

The C2 system is composed of cognitive objects related by cognitive actions. It lies entirely in the cognitive plane of its respective side. The configuration of a C2 system may be customized to reflect a particular hierarchical organizational structure.

The force system is composed of active and passive physical objects. Active physical objects include such things as single weapon systems, tactical groupings (aircraft flights, tank platoons, etc.), command posts, logistics centers, and communications centers. Passive physical objects include such things as unissued supplies, unissued equipment, unassigned personnel, and barriers. The force system may interact with the C2 system through the management actions;
planning, directing, controlling, coordinating, and reporting. The force system also interacts with the common environment system and may cause physical actions which affect objects in the common environment.

Common environment objects lie in the physical plane. They include terrain, vegetation, hydrographic features, and cultural features, as well as weather, radiation, and chemical contamination.

It should be noted that the interaction between two opposing sides occurs only in the common physical plane. There is no direct connection between cognitive planes. Thus, ConMod excludes what might be termed political processes, such as direct negotiations between the cognitive parts of opposing sides. Blue has no way of directly manipulating Red's cognitive processes. This implies, for example, that if Blue wants to deceive Red, it has to manipulate objects or events in the physical plane that Red might misinterpret.

Generic Objects in Military Organization Hierarchies

The extensibility objective of ConMod's development requires a conceptual architecture and software design which will allow for continuous expansion of the number and kinds of military functionalities represented. It is recognized that the partitioning of military activities into functional areas is largely doctrinal. Military entities typically perform tasks in more than one functional area. In consideration of differing organizational doctrine on both sides as well as to allow for future developments, the discussion of military entities is in generic terms.

ConMod must be able to model a wide variety of military forces and organizations. Because of the differences in doctrine, size, organization, procedures, and equipment between scenarios that can be modeled, ConMod uses a number of generic objects whose characteristics are specified by the analyst to represent real world decision making groups or fighting objects. ConMod also allows the analyst to specify lines of command and communication so that he can assemble these customized objects into a military structure that represents the real world structure of whatever force is being modeled. This modeling approach is called object-oriented.

The object-oriented approach satisfies the need for flexibility and extensibility. An analyst examines the military forces and weapon systems of interest and chooses a generic modeling object that best performs the operational functions required at each of the real world command organizations or by each of the fighting units. After selecting the appropriate generic objects, the analyst must customize them by specifying a database of characteristics that direct their performance during the simulation. For example, if the analyst wants to model a U.S. M1A1 tank platoon, he would choose a generic Close Combat Unit (CCUN) and specify the speed, range, firepower, vulnerability, etc. of M1A1 tanks. After establishing the appropriate characteristics, the analyst specifies the chain of command that ties subordinates and superiors together as well as communications links that allow coordination within the chain of command or with organizations in other command structures.

In ConMod each object is a finite state machine. The state of each object at any time during the simulation depends on: (1) its characteristics specified at the beginning of the simulation, (2) the actions of other objects on it, (3) its actions on other objects. The actions on a cognitive object by other cognitive objects in the C2 system are: (1) directives it receives from its superiors through the command lines, (2) coordinations it receives through communication links, (3) reports it receives from subordinates. If the object is a physical object in the force system, its state is not only influenced by the directives it receives from superiors, and coordinations it receives through communication links but also by the environment, by what its sensors detect, and by the result of any combat action.
Objects within the force system of each side are tactical groupings appropriate to the resolution of the simulation. Some examples are artillery batteries, command posts, and aircraft flights. Active force system objects are capable of performing specialized tasks in the physical plane. One way to express this specialization is to consider that each force system object has its own specific language. For example, artillery batteries use a language that is distinct from that used by aircraft flights. The language specific activities performed in the C2 system are represented by what may be termed authority centers.

The cognitive authority centers are mapped into real world military objects. The mapping allows flexibility in designating, for any particular force structure, who performs a specific cognitive activity. By closely relating these objects to real world entities, such as command posts, their behavioral characteristics can be demonstrated.

Two types of authority centers have been included in the ConMod concept: (1) control authorities at the lowest level, and (2) mission authorities at higher levels. These are shown in Figure 1.

A control authority exercises tactical control over a group of specialized force system objects. Some examples are Artillery Control Authorities (ARTYCA), Close Combat Control Authorities (CCCA), and Air Defense Control Authorities (ADCA). Control authorities receive an operation order from a superior and attempt to execute the order by issuing detailed tasks to assigned force system objects. Control authorities report their status to their superior and may request support for their operation through coordination channels when authorized.

Mission authorities exercise operational control over subordinate forces. They receive a broad directive which includes allotments of forces and resources. The language of mission authorities reflects the types of operations their subordinate control authorities can execute. Mission authorities may also control other mission authorities of the same type. This is indicated in Figures 2 and 3. Examples are Force Mission Authorities (FMA), Ground Mission Authorities (GMA), and Air Mission Authorities (AMA). Mission authorities issue mission directives and operation orders to their subordinates. They may request support for their mission through coordination channels when authorized.

Management Processes for Command and Control Objects

Each C2 object is a management entity capable of performing five processes: (1) planning, (2) directing, (3) controlling, (4) reporting, and (5) coordinating. Management processes must be customized for a particular C2 object; however, the data flow between processes is generic to all C2 objects.

Key to the management process is the local data maintained by each C2 object: (1) the plan, (2) the perceived situation, and (3) policy data. The plan may be either the result of an automated planning process or, for those objects in a manual planning mode, a manually prepared plan. Plans conform to constraints imposed by a superior on its subordinate through a directive. The perceived situation is updated from information received through feedback and coordination. The perceived situation has three aspects: (1) environmental perception, (2) threat perception, and (3) friendly perception. The environmental perception includes current knowledge of objects in the common environment. Threat perception includes current knowledge of objects in the opposing organization's force, fused to the appropriate level for planning. The friendly perception includes current knowledge of other objects in the same organization, including immediate subordinates. Policy data is characteristic data used by the management processes. Policy data contains information with doctrinal and procedural implications.
CONMOD COMMAND AND CONTROL THEORY

Figure 1.
One possible arrangement of
GROUND COMPONENT COMMAND AND CONTROL

In this diagram, the generic military objects (FMA, GMA,...) depict various levels of command. Modeling the simulation with generic objects results in the same generic object representing different levels of military activity. For example, depending on the level of abstraction, FMA and GMAs occur at various echelons of command.

Figure 2.
One possible arrangement of
AIR COMPONENT COMMAND AND CONTROL

Figure 3.
**OBJECTS**

Objects are the significant military entities in the simulation whose state changes are recorded in the simulation history for analysis purposes. Listed below are the objects that represent the cognitive authority centers and the physical force objects.

### Mission Authorities:

- Force Mission Authority (FMA)
- Ground Mission Authority (GMA)
- Air Mission Authority (AMA)

### Control Authorities:

#### Command, Control, and Communication:

- C3 Control Authority (C3CA)

#### Ground Combat:

- Close Combat Control Authority (CCCA)
- Artillery Control Authority (ARTYCA)
- Military Intelligence Control Authority (MICA)
- Electronic Warfare Control Authority (EWCA)
- Air Defense Control Authority (ADCA)

#### Air Combat:

- Air to Ground Control Authority (AGCA)
- Air to Air Control Authority (AACA)
- Reconnaissance Control Authority (RCCA)
- Resource Management Control Authority (RMCA)

### Force Objects

#### Command, Control and Communication:

- C3 Unit (C3UN)

#### Ground Combat:

- Close Combat Unit (CCUN)
- Artillery Unit (ARTYUN)
- Fire Support Target Generator (FSTG)
- Military Intelligence Unit (MIUN)
- Electronic Warfare Unit (EWUN)
- Air Defense Unit (ADUN)
- Air Defense Target Generator (ADTG)
Air Combat:

- Air to Ground Flight (AGFLT)
- Air to Air Flight (AAFLT)
- Aircraft Generation Unit (ACGUN)

Force Mission Authority (FMA)

The FMA is the combined arms manager. It provides the campaign guidance and operational control of assigned FMA’s, GMA’s, AMA’s, and C3CA’s. The FMA receives a Mission Directive and graphic control measures from a superior FMA or the analyst/planner. The FMA then: analyzes its environment, threat and friendly situation; develops its plan; coordinates as required; and issues the appropriate FMA Mission Directives, GMA Mission Directives, AMA Mission Directives, and C3CA Operations Orders with associated graphic control measures. It receives the status reports of assigned FMA’s, GMA’s, AMA’s and C3CA’s and issues its own status report to its superior FMA.

The FMA is the cognitive activity which plans and provides high level force integration command and control. It does not provide detailed air and ground directives to its subordinate FMAs, GMAs, AMAs and C3CAs. It provides only the commander’s intent in terms of a broad directive and the allotment of major forces and resources in support of a main effort or campaign.

A scenario example of an FMA is a US Corps.

Ground Mission Authority (GMA)

The GMA provides campaign guidance to subordinate GMA’s and operational control of assigned C3CA’s, ARTYCA’s, and C3CA’s. The GMA receives a Mission Directive and graphic control measures from its controlling GMA or FMA. The GMA then: analyzes its environment, threat, and friendly situation; coordinates as required; develops its plan; and issues GMA Mission Directives, C3CA Operations Orders, ARTYCA Operations Orders, and C3CA Operations Orders. It assesses the ground campaign through information received from the status reports of subordinate GMA’s, C3CA’s, and ARTYCA’s. The GMA provides operational control of its C3 infrastructure through subordinate C3CA’s.

A scenario example of a GMA is a US Armored Battalion.

Air Mission Authority (AMA)

The AMA provides campaign guidance to subordinate AMA’s and operational control of assigned AGCA’s, AACA’s, RMCA’s, and C3CA’s. It receives an AMA Mission Directive and issues AMA Mission Directives and subordinate CA Operations Orders. It assesses air campaigns through information received from the status reports of subordinate AMA’s. It assesses air to ground and air to air operations through information received from CA status reports. The AMA may coordinate with other mission authorities when authorized. It provides operational control of its C3 infrastructure through a subordinate C3CA.

A scenario example of an AMA is an Allied Tactical Air Force.
CommMld. Control and Communication Control Authority (C3CA)

A C3CA is assigned to a mission authority to provide tactical control of the C3UN's which comprise the mission authority's C3 infrastructure. The C3CA receives a C3CA Operations Order from a mission authority and composes tasking orders for its assigned C3UN's. The C3CA receives coordinations and issues C3CA Operation Support Coordinations. These coordinations are the means by which messages are passed from cognitive objects for transmission by a physical C3UN.

A scenario example of a C3CA is a US TAC Command Post.

Close Combat Control Authority (CCCA)

The CCCA provides tactical control of assigned CCUNs. The CCCA receives an Operations Order and graphic control measures from a GMA. The CCCA then: analyzes its environment, threat, and friendly situation; develops its plan; coordinates as required; and issues CCUN Task Orders and graphic control measures. It receives the status reports of assigned CCUNs and issues its own status report to its GMA. It is the cognitive activity which plans and controls the execution of a close combat operation. The CCCA does not provide support to other agencies but does have other agencies supporting it. Supporting agents may be Air Ground Flights (AGFLT's), Artillery Units (ARTYUN's), Fire Support Target Generator's (FSTG's), or Artillery Control Authorities (ARTYCA's).

A scenario example of a CCCA is a US Mechanized Battalion.

Air Ground Control Authority (AGCA)

The AGCA provides tactical control of assigned Air Ground Flights (AGFLT's). The AGCA receives an operations order including graphic control measures from an Air Mission Authority (AMA). The AGCA creates a plan and implements the plan by issuing AGFLT Task Order and coordinating with others as required. It receives the status reports of its subordinates and issues a status report to its superior AMA. It is the cognitive activity which controls the execution of air to ground operations to include: Battlefield Air Interdiction (BAI), Close Air Support (CAS), Air Interdiction (AI), and Offensive Counter Air (OCA).

A scenario example of an AGCA is a US Tactical Air Control Center (TACC).

Command, Control and Communication Unit (C3UN)

The C3UN is the force system object which provides a physical signature representing command posts, communications posts, and sensor posts. It may serve as a physical host unit for mission authorities and control authorities. It is tactically controlled by a C3CA.

A scenario example of a C3UN is an E-3A Airborne Warning and Control System (AWACS) aircraft.
Close Combat Unit (CCUN)

The CCUN is the force system object which provides for physical execution of close combat tasks. The CCUN is normally a grouping of individual homogeneous items systems, but can be an individual item system. Moving and sensing are performing from a single location within the unit template, with capabilities determined from the aggregate of its individual item system properties and template. The CCUN selects which item systems will engage, and engagement is performed at item system resolution. It is tactically controlled by a CCCA.

A scenario example of a CCUN is a US Tank Company.

Air Ground Flight (AGFLT)

The AGFLT is the force system object that provides for the physical execution of an air to ground attack mission. The AGFLT is normally a flight or grouping of aircraft item systems although it can consist of a single item. Moving, sensing and engaging are all performed using the flight as the object. The AGFLT is launched and recovered by an Aircraft Generation Unit (ACGUN) and is tactically controlled by an AGCA.

A scenario example of a AGFLT is a flight of four F-16s.

For more information on the ConMod Project, contact:

John Rhodes, ConMod Project Manager
L-315, Conflict Simulation Laboratory
Lawrence Livermore National Laboratory
Livermore, California 94550
(415) 422-6550
Conflicting Organizations

Each organization performs distinctly cognitive and physical activities.
The planning activity creates a plan which meets the requirements of the directive and tasks each subordinate in accordance with its capabilities. The planning activity follows the 4MT (mission, enemy, troops, terrain, time) methodology appropriate to the function of the planner.
The reporting activity consolidates subordinate status reports to maintain current perceptions.
ConMode's Design Allows for Distributed Processing

Conflict Simulation Laboratory
Lawrence Livermore National Laboratory
TRIP REPORT

NAME: E. Smart
DATES: May 1989
LOCATION: Ft. Leavenworth, BDM, Monterey CA., Perceptronics, Los Angeles

Several locations were visited during this trip. The trip was taken in support of the PM TRADE IQC. During the trip issues related to simulated forces were pursued with the intent of paving the way for follow up visits by technical people on the simulated forces project.

BDM and Perceptronics are both involved in work related to simulated forces. Invitations for follow-up visits to both locations were received.

A number of contacts related to the simulated forces effort were made at Ft. Leavenworth. Initial discussions were held with Mr. Herb Westmoreland of the Battle Command Training Program Office, Lt. Col. John Strand of the Future Battle Laboratory and Mr. Bernard of the Combined Arms Training Activity (CATA). The Future Battle Laboratory is the primary contact for the seamless simulation issues which we will need to address. At the CATA, which is responsible for battle simulation hardware requirements, a demonstration of a prototype PC-based data logger was viewed. The prototype development was sponsored by Ft. Knox. This low cost alternative data logger appears suited to our needs.
TRIP REPORT

NAME: T. Clarke
DATES: May 10, 1989
LOCATION: SPARTA, Inc., Huntsville Ala.

On May 10 I met travelled to Huntsville to visit SPARTA Inc. SPARTA desires to use transputers on the SIMNET and had contacted DARPA who referred them to PM TRADE who referred them to IST. I decided to visit them under the RISC HiTech grant to investigate, and see whether there might be any possibility of collaboration.

I met with James Watson, head of SPARTA's Advanced Data Processing Laboratory in Huntsville, and was introduced to Bill Fiorentino who manages the Development Engineering Operations. Dave Auld, an Immos sales engineer, drove over from Atlanta.

SPARTA has developed their XP (Xpandable Parallel) coprocessing system under sponsorship of Rome Air Defense Center and NASA. The XP consists of AT bus expansion chassis containing Inmos T800 transputer cards interfaced to an AT host. The demonstrated the XP running an SDI battle simulation using 22 processors and also executing finite element structural analysis (NASTRAN) using 32 processors. The NASTRAN code was ported from FORTRAN to the Occam language used in the XP using a SPARTA developed FORTRAN to Occam translator. Jim Watson said that arrangements could be made for IST to use this translator to translate the NTSC flight simulator benchmark. SPARTA is also a beta site for transputer Ada and would work with us on Ada applications.

SPARTA's desire is to use their transputer expertise together with hardware support from Immos to develop a transputer based visual system for use on SIMNET/C2T2. Dave Auld's back of the envelope calculations indicate that 256 T212 (16 bit) transputers could meet C2T2 CIG requirements for less than $100K. They are probably a little late for this round of C2T2 but their system would be a very intriguing SIMNET CIG.

Immos has a university grant program that would pay for the CIG hardware at IST. Jim Watson indicates that he needs about $50K to cover expenses of doing work at IST.

I think we should pursue the IST/SPARTA/Immos collaboration. I was very impressed with SPARTA's transputer expertise and this is a very good opportunity to learn a lot about this technology rapidly. For a fairly small sum we can leverage a lot of hardware and software expertise. As the attached white paper details, the SPARTA/Immos technology will also have applications in OpFor as well as the visual area. The SPARTA/Immos CIG is a RISC simulator application so a few $K from the RISC HiTech would be very appropriate (maybe SPARTA will open an Orlando office.) The remainder could come from some combination of visual and DARPA OpFor funds.

Note that SPARTA is a small business and they are willing to come to Orlando for discussions.
TRIP REPORT

NAME: M. Companion
DATES: May 18, 1989
LOCATION: CCI (Consultant's Choice Inc.), Roswell GA.

While on personal business in Atlanta, I scheduled a visit to Consultant's Choice Inc. (CCI) in Roswell, GA. This visit was arranged subsequent to discussions with IIM (Integrated Inference Machines) who develop LISP based coprocessors boxes for AT class machines. They indicated that CCI was developing a neural network based battle simulation that ran on their machine. At CCI I met with Paul Lampru, Senior Project Manager responsible for their intelligent systems work.

CCI is a small business that is a spin-off from Georgia Tech Research Institute. Their initial area of endeavor was in the intelligence area and they are still heavily involved in that area. The primary areas that we discussed were in the areas of battle simulation and terrain data bases.

The project that CCI is working on with IIM is the development of a battlefield situation assessment simulation based on nested neural nets. They are heavily involved in systems which integrate both symbolic (rule-based) processes and neural nets. They are one of the few people that we have found to have actual experience in multi-architecture software systems for battle simulation. This expertise is directly applicable to some of our initial concepts for the testbed.

They are also heavily involved in the development of tactical terrain data bases for the Army based on object oriented programming which has direct application to our simulated forces activities.

They identified several potential areas where they might be considered for technical support to the program.
1. Object oriented programming for terrain and transfer into the IIM machine.
2. Providing tactical synthetic terrain data.
3. The development of neural networks, their application and integration with other software simulations.
4. Conversion of programs from sequential to transputer architectures.