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ABSTRACT

Biological phenomena found in nature can be learned and customized to obtain innovative engineering solutions. In recent years, biologists found that birds and bats use their mechanoreceptors to sense the airflow information and use this information directly to achieve their agile flight performance. Inspired by this phenomenon, an attitude control system for micro air vehicles using rich amount of airflow sensor information is proposed, designed and tested. The dissertation discusses our research findings on this topic. First, we quantified the errors between the calculated and measured lift and moment profiles using a limited number of micro pressure sensors over a straight wing. Then, we designed a robust pitching controller using 20 micro pressure sensors and tested the closed-loop performance in a simulated environment. Additionally, a straight wing was designed for the pressure sensor based pitching control with twelve pressure sensors, which was then tested in our low-speed wind tunnel. The closed-loop pitching control system can track the commanded angle of attack with a rising time around two seconds and an overshoot around 10%. Third, we extended the idea to the three-axis attitude control scenarios, where both of the pressure and shear stress information are considered in the simulation. Finally, a fault tolerant controller with a guaranteed asymptotically stability is proposed to deal with sensor failures and calculation errors. The results show that the proposed fault tolerant controller is robust, adaptive, and can guarantee an asymptotically stable performance even in case that 50% of the airflow sensors fail in flight.
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CHAPTER ONE: INTRODUCTION

Background

Micro Air Vehicles (MAVs) are small, lightweight flying robots that operate at low speeds and low Reynolds numbers. In particular, they usually have wing spans of less than 15 cm, weigh less than 100 grams, and fly a speed of less than 25 m/s [1]. They are suitable for applications such as information collection, object detection, cave exploring, and boarder surveillance, especially when the environments are either hazardous for human or inaccessible for larger flying vehicles [1, 2]. Typical applications for these MAVs include border surveillance [3], power-line inspection [4], home security [5], and serving as a temporary antenna [6].

However, due to the significant size reduction, low aspect ratio, and low flight speed, it is challenging for MAVs to fly autonomously while maintaining satisfactory stability and maneuverability. The challenges come from the both the design and control. From the system design perspective, the challenges mainly come from hardware system miniaturization under the constraints of volume, weight and power requirements. From the flight control perspective, the challenges mainly come from the following four aspects. First, many of the current MAVs are designed with unconventional configurations [7], while the flight control system designers haven’t taken this change into consideration. Customized flight control methods for uncongenially designed MAVs are still lacking. Second, they operate in a very low and sensitive Reynolds number regime (normally below 100,000), where aerodynamics are not well understood yet [8]. Third, because of their small moment of inertia, MAVs are very sensitive to flow disturbances [9]. Fourth, theories for dynamic modeling of MAVs are not natural, since
many assumptions used in analyzing larger aerial vehicles, such as inviscid fluid, can no longer be used in analyzing MAVs [10]. Finally, the ability to predict the flow field precisely in low Reynolds number flight is still lacking [8].

**Motivation**

Compared with existing MAVs, birds and bats can achieve remarkable flight performances in terms of stability, maneuverability, and energy efficiency. For examples, a wandering albatross can fly for hours or even days without flapping its wings [11]; a barn swallow can achieve a roll rate higher than 5,000 degrees per second [11]; and bats can reverse their flight directions at a full speed in a distance less than half of its wingspan [12]. So, it is necessary to study how birds and bats cope with the complex flow and benefit our MAVs’ design and flight control.

It has been shown that all these outstanding flying characteristics are due to the fact that birds and bats can effectively interact with their surrounding flow environments. Birds exploit the pressure and shear information using mechanoreceptors on or around follicles to deal with complex flow to achieve thermal soaring, ridge soaring, and formation flying [13][14]. Bats use mechanoreceptors to fly with high maneuverability [15]. There is another study shows that eagles can feel even the smallest changes in the air pressure to help them cope with the changing weather and seasons [16]. This remarkable sensing capability, i.e. measuring not only rigid body motion but also flow information, assists birds in performing their skillful and graceful maneuvers, which is not seen in today’s MAVs.
Inspired by these phenomena observed in nature, an MAV attitude control system using the real-time flow information is proposed. Figure 1 shows the similarities of the proposed flight control method and that of birds and bats. Different from the traditional designs, this MAV has numerous air flow sensors (which can measure the real-time pressure and shear information) all over its surfaces. These sensors enable the MAV to have the capability of detecting the flow information and provide additional information for flight control. The new design is expected to help MAVs to achieve more stable, maneuverable and energy efficient flight.

**Literature Reviews**

Since the 1990s, MAV-related research has become a very hot topic. From the design perspective, the flying wing configuration is adopted by more and more MAVs, since this configuration has lower interference drag but wider dynamic range compared to the wing-fuselage configuration [3]. Successful examples include the Black Widow [17], MicroSTAR [18], Trochoid, MicroDot [19], MITE series [20], HOMA [21], etc.

From the major sensing device perspective, vision based systems are widely used as the primary sensing and navigation devices in MAVs [22-24] because of their low cost, light weight,
and capability of detecting their surrounding environment [25]. However, the limited vision range under unpredictable weather conditions, such as fog or clouds, and the high computational cost associated with vision/video processing algorithms makes it challenging to achieve agile motion. Other devices such as inertial measurement unit (IMU) [26, 27], infrared sensors [28], and GPS [29] have also been used to provide rigid body motion information of aircraft. Another innovative design is based on the principle of blackbody radiation [30], in which MAVs can sense the difference between the heat radiated from the ground and the sky, to find the horizon line. This design is fairly simple and cost effective, yet the true horizon can be obscured by other blackbody objects, such as high rise buildings or mountains.

Form the aerodynamic modeling and control perspectives, the methods used for MAVs are more or less from those for bigger airplanes. The aerodynamic models developed with the attitude information usually use the moment coefficients to indirectly describe the aerodynamic moment, which is not accurate enough in the complex wind conditions. However, many of the theories for bigger airplanes cannot be applied to MAVs directly.

Up to now, there has been some researches done using flow information for other purposes. There has been research conducted in using either pressure or shear sensors to measure the angle of attack and leading edge flow separations for large size unmanned aerial vehicles [31-33]. The flow information has also been used in large aerial vehicles’ health monitoring systems [34]. In [35], the pressure information measured at a few carefully selected locations on a model aircraft is used for controlling the lift distribution; while in [36] hair sensors are used to help the vision system to measure the velocity information of the MAV.
Methodology

It’s well understood that the aerodynamic performance of MAVs is determined by the pressure acting on their surfaces [37]. However, to date, pressure information has not been widely used in flight control of MAVs. Taking a cue from the phenomenon observed in biological systems, a pressure and shear information based attitude control method is proposed for MAVs. Like the mechanoreceptors or follicle systems found in birds, micro pressure sensors are embedded on the surfaces of the wing to measure the real-time flow information. The actual pressure profile will be obtained by interpolating the discrete pressure data measured from the sensor array. With the flow information obtained, the aerodynamic forces and moments acting on the MAVs can be roughly calculated, which potentially provides more information for better attitude control performance.
CHAPTER TWO: PITCHING CONTROL

This chapter will discuss the pitching control using pressure information and the majority of the content of this chapter is based on my paper [50]. The contributions of this chapter are: (1) a new mathematical model that captures the relationships between the pressure profile, the control surface deflection, and the flight state is derived with shear stress, skin friction drag, and wingtip vortex effect regarded as un-modeled dynamics or uncertainties in the controller design; (2) compared to the rigid body motion sensors, the actual flow information will be directly measured and used for control; and (3) some practical issues in incorporating micro pressure sensors on the MAV wing surfaces are discussed.

The rest of this chapter is organized as follows: Firstly, the pressure sensor distribution and the aerodynamic force calculations are given. Secondly, a new pure pitch motion governing equation is derived, based on which a nonlinear robust controller is designed using the pressure profile. Finally, wind tunnel experiments are conducted to validate the lift calculation, and the pitch control of the MAV using the pressure information is demonstrated through simulation.

Pressure Driven Aerodynamics

To capture the real-time flow information, an array of micro pressure sensors is placed on both the upper and the lower surfaces of the MAV wing. The following four criteria are considered in the layout design of the sensors via a trial and error approach: (1) the error between the actual force and the one calculated through the curve-fitted pressure profile using the discrete pressure information should be small; (2) the location where a sensor can be placed should be accessible; (3) the size, weight, power consumption, and number of cables required of the
sensors need to be small; and (4) the structural integrity of the wing surface should not be affected by the embedded pressure sensors and the drag should not be noticeably increased. The detailed information about the layout of the pressure sensors is shown in the “Wind Tunnel Experiment and Simulation Results” section.

The micro pressure sensor used in the current design is shown in Figure 2.

![Pressure sensor SCP1000 and the breakout board](image)

**Features:**
- **Measuring range:** 30-120 kPa
- **Resolution:** 1.5 Pa
- **Size:** Diameter 6.1 mm, Height 1.7 mm
- **Weight:** 0.4 g (2 g with the breakout board)
- **Power:** 2.7V, <10μA

Figure 2 Pressure sensor SCP1000 and the breakout board

Based on numerous tests of these sensors under a static wind condition, it is found that the sensor readings are stable but with small bias errors. The following equation is used to correct the bias of the raw pressure data

\[ \hat{p}_i (\alpha, \delta_e, V_\infty) = p_i^r (\alpha, \delta_e, V_\infty) + p_i^c, \quad i = 1, 2, \ldots, n \]  

(1)

where \( \hat{p}_i \) is the pressure data from the \( i^{th} \) sensor with the bias error corrected, \( p_i^r \) is the raw pressure data directly measured from the \( i^{th} \) sensor, and \( p_i^c \) is the constant bias associated with the \( i^{th} \) sensor. \( n \) is the number of pressure sensors embedded on the wing surfaces. Both \( \hat{p}_i \) and \( p_i^r \) are functions of the angle of attack \( \alpha \), elevon deflection angle \( \delta_e \), and free stream speed \( V_\infty \).

The constant bias of the pressure \( p_i^c \) can be found by calculating the difference between the measurements under static wind conditions of sensor \( i \) and the average of that from all the
sensors, which can be expressed as

\[ p'_i = \bar{p}' - p'_i, \quad i = 1,2,\ldots,n \]  \hspace{1cm} (2)

where \( p'_i \) is the raw measurement under the static wind condition, and \( \bar{p}' \) is the average of the raw measurements under the static wind condition and calculated by

\[ \bar{p}' = \frac{1}{n} \sum_{i=1}^{n} p^s_i \]  \hspace{1cm} (3)

In order to get more accurate pressure data \( p_i \) and reduce the noise associated with the bias-corrected pressure data \( \hat{p}_i \), a moving average filter is applied as

\[ p_i(k) = \frac{1}{m} \sum_{j=0}^{m-1} \hat{p}_i(k-j), \quad i = 1,2,\ldots,n \]  \hspace{1cm} (4)

where \( p_i(k) \) is the filtered pressure data for the \( i^{th} \) sensor at time \( k \), and \( m \) is the width of the filter. To calculate the aerodynamic force, moment, and center of pressure, the monotone piecewise cubic interpolation method [38] is applied to generate the pressure profiles on wing surfaces, \( p_u \) and \( p_l \), using the discrete pressure data \( p_i, i = 1,2,\ldots,n \).

Figure 3 shows the schematic of a wing, in which \( L, D, \) and \( T \) are the lift, drag, and thrust, respectively. \( \alpha \) is the angle of attack, \( \delta_e \) is the angle of the elevon, \( c \) is the chord length, and \( b \) is the wing span. “LE”, “TE”, “CP”, and “CG” are the abbreviations for the leading edge, trailing edge, center of pressure, and center of gravity, respectively.
The pressure distribution on an airfoil is sketched in Figure 4. For a typical wing, the normal pressure is significantly larger than the shear by at least two orders of magnitude [39]. Therefore the pressure force per unit span $f_p$ is nearly perpendicular to the surface, and can be approximated by

$$f_p = \int_{LE}^{TE} p_l ds_l - \int_{LE}^{TE} p_v ds_v \approx \int_0^c (p_l - p_v) dx$$  \hspace{1cm} (5)$$

In reality, the pressure distribution near the wing tips will be different from that of the middle section; however, for simplicity, the wingtip vortex effect on the pressure distribution is regarded as un-modeled dynamics. Therefore it is assumed that the pressure is uniformly
distributed along the $y$ axis, and the total pressure force $F_p$ can be approximated by integrating the normal pressure over the wing surface as

$$F_p = \int_0^b \int_0^c (p_l - p_a) dx dy = \int_0^b \int_0^c p(\alpha, \delta_e, V_x, x) dx dy$$

(6)

Separating the total pressure force on the vertical and horizontal directions, the lift and form drag can be calculated as

$$L = F_p \cos \alpha$$

(7)

and

$$D = F_p \sin \alpha$$

(8)

Compared to the form drag, the drag due to the skin friction is relatively small [40] and will be regarded as un-modeled dynamics to be considered in the nonlinear robust controller design section. For the constant speed level flight considered in this paper, the thrust can be approximated as $T \approx D$, and the pitching moment about the center of gravity is therefore governed by

$$M_p = T r_t - L r_l - D r_d$$

(9)

in which $r_t$, $r_l$, and $r_d$ are the corresponding arms of the moments for the thrust, lift, and drag, respectively. $r_t$ is the difference between the center of pressure and the center of gravity, which can be calculated as

$$r_t = x_{cg} - x_{cp} = x_{cg} - \int_0^c x p(x) dx / \int_0^c p(x) dx$$

(10)
Modeling and Control

As shown in Figure 3, in constant speed level flight, the governing equation of the pure pitch motion of the MAV is

$$J \ddot{\alpha} = M_p(\alpha, \delta_e)$$

(11)
in which $J$ is the moment of inertia about the $y$ axis. The moment $M_p$ is a function of the pressure distribution, the angle of attack, and the deflection of the elevon. As can be seen in Eq. (11), such a model is not a control affine.

Combining Eqs. (6)-(11), the following equation is obtained to describe the pure pitch motion of the MAV, in which $C(x, \alpha) = (r_i - r_d)\sin \alpha + (x - x_{cg})\cos \alpha$.

$$J \ddot{\alpha} = M_p(\alpha, \delta_e) = T_{r_i} - L_{r_i} - D_{r_d} \approx D(r_i - r_d) - L_{r_i}$$

$$\approx F_p \left[ (r_i - r_d)\sin \alpha - (x_{cg} - x_{cp})\cos \alpha \right]$$

$$= \int_0^b \int_0^c p(\alpha, \delta_e, x) dxdy \left[(r_i - r_d)\sin \alpha - (x_{cg} - x_{cp})\cos \alpha \right]$$

$$= \int_0^b \int_0^c \left[(r_i - r_d)\sin \alpha - (x_{cg} - x_{cp})\cos \alpha \right] dxdy$$

$$= \int_0^b \int_0^c \left[p(\alpha, \delta_e, x) + \cos \alpha \int_0^x p(\alpha, \delta_e, x) dx \right] dx$$

$$= \int_0^b \int_0^c C(x, \alpha) dxdy$$

According to the small perturbation theory [41], if the difference between the actual and the trimmed deflection of the elevon is small, the pressure distribution in Eq. (12) can be approximated as

$$p(\alpha, \delta_e, x) \approx \bar{p}(\alpha, \delta_{e\text{trim}}, x) + p^\delta \Delta \delta_e$$

(13)
in which $\delta_{e_{\text{trim}}}$ is the deflection angle of the elevon at the trim condition, and $p^\delta$ can be regarded as the pressure derivative of the elevon around $\delta_{e_{\text{trim}}}$. $\bar{p}(\alpha, \delta_{e_{\text{trim}}}, x)$ is the pressure information at the trim condition for a particular angle of attack.

Let us define

$$M_p(\alpha, \delta_{e_{\text{trim}}}) \triangleq \int_{0}^{b} \int_{0}^{c} C(x, \alpha) \bar{p}(\alpha, \delta_{e_{\text{trim}}}, x) \, dx \, dy$$

and

$$M_p^\delta(\alpha, \delta_\epsilon) \triangleq \int_{0}^{b} \int_{0}^{c} C(x, \alpha) p^\delta \, dx \, dy$$

The control affine model is derived as

$$J \dot{\alpha} = M_p(\alpha, \delta_{e_{\text{trim}}}) + M_p^\delta(\alpha, \delta_\epsilon) \Delta \delta_\epsilon$$

It is worth noting that the actual control variable is calculated as

$$\delta_\epsilon = \delta_{e_{\text{trim}}} + \Delta \delta_\epsilon$$

$\delta_{e_{\text{trim}}}$ cannot be calculated using the real-time pressure information. Therefore the following nominal model will be used in the control design:

$$J \ddot{\alpha} = \dot{M}_p(\alpha, \delta_\epsilon) + \dot{M}_p^\delta(\alpha, \delta_\epsilon) \Delta \delta_\epsilon$$

where the “caret” denotes the nominal value.

To achieve the affine nominal model as described in Eq. (18), several approximations have been applied and the mismatches between the actual dynamics and the nominal model are regarded as un-modeled dynamics. The un-modeled dynamics include: (1) the wingtip vortex effect on the pressure distribution, (2) the shear stress that is significantly less than the normal pressure, and (3) the drag component that is due to the skin friction. All of these effects are
neglected in the nominal model. It is worth noting that these effects are not explicitly shown in
the nominal model for the controller design purpose; however, they do exist in the actual MAV
plant, and the differences between the actual model and the nominal model are captured by the
uncertainty bounds. The bounded uncertainties exist in the following quantities: the time
variations in $r_t$ and $r_{d_t}$, noise in the pressure measurements, and noise in the angle of attack
measurements.

Let us define

$$f \triangleq M_p \left( \alpha, \delta_{\text{e}_{\text{trim}}} \right) / J$$  \hspace{1cm} (19)

$$g \triangleq M_p^{\delta_e} \left( \alpha, \delta_{\text{e}_{\text{trim}}} \right) / J$$  \hspace{1cm} (20)

$$\hat{f} \triangleq \hat{M}_p \left( \alpha, \delta_{\text{e}} \right) / J$$  \hspace{1cm} (21)

and

$$\hat{g} \triangleq \hat{M}_p^{\delta_e} \left( \alpha, \delta_{\text{e}} \right) / J$$  \hspace{1cm} (22)

The system in Eq. (16) can be rewritten as

$$\ddot{\alpha} = f + g \Delta \delta_e$$  \hspace{1cm} (23)

and the nominal model in Eq. (18) can be written as

$$\ddot{\alpha} = \hat{f} + \hat{g} \Delta \delta_e$$  \hspace{1cm} (24)

A chattering mitigated nonlinear robust controller (CMC) [42] is customized here for the
pressure information based pure pitch control. Different from approaches in [43-46], the CMC
controller is designed to be
\[ \Delta \delta_e = \hat{g}^{-1} \left[ -\hat{f} + \hat{\alpha}_d - k \lambda \hat{\alpha} - (\lambda + k) \hat{\alpha} \right] \]  \hspace{1cm} (25)

in which \( \alpha_d \) is the desired angle of attack and \( \hat{\alpha} \) is the tracking error

\[ \hat{\alpha} = \alpha - \alpha_d \]  \hspace{1cm} (26)

For the closed-loop system to be asymptotically stable, the control gain \( k \) should satisfy

\[
\begin{cases}
F + G |\hat{\alpha}_d - \lambda \hat{\alpha} - \hat{f}| + \eta s = ks - G |ks| & s > 0 \\
F + G |\hat{\alpha}_d - \lambda \hat{\alpha} - \hat{f}| - \eta s = -ks - G |ks| & s < 0
\end{cases}
\]  \hspace{1cm} (27)

where \( s \) is defined to be \( s = (d/dt + \lambda) \hat{\alpha} \). When \( s = 0 \), \( ks \) will be solved together to avoid the singularity issue. Here \( \lambda \) and \( \eta \) are positive real values. \( F \) and \( G \) are the bounds associated with the un-modeled dynamics and uncertainties described before, in which

\[ |\hat{f} - f| \leq F \] \hspace{1cm} (28)

and

\[ g = (1 + g^*) \hat{g}, |g^*| \leq G \leq 1 \] \hspace{1cm} (29)

Since the analytical descriptions of the bounds \( F \) and \( G \), and the nominal value \( \hat{g} \) in Eqs. (28) and (29) cannot be easily derived, the Monte Carlo simulation method (500 runs) is used instead to find these values, as is illustrated in Figure 5. In the simulation, the angle of attack \( \alpha \) and the elevon deflection \( \delta_e \) are randomly chosen from the following ranges \( \alpha \in [5^o, 15^o] \) and \( \delta_e \in [-25^o, 25^o] \). Figure 5(a) shows that bound \( F \) can be found by dividing the maximum difference between the moments calculated at \( (\alpha, \delta_{\text{nom}}) \) and \( (\alpha, \delta_e) \) by the moment of inertia \( J \). Bound \( G \) and nominal value \( \hat{g} \) are calculated using the procedures illustrated in
Figure 5(b) and Figure 5(c). In every Monte Carlo simulation run, four moments- $M_p^{(1)}$, $M_p^{(2)}$, $\dot{M}_p^{(1)}$, and $\dot{M}_p^{(2)}$- are calculated at $(\alpha, \delta_{\text{trim}})$, $(\alpha, \delta_{\text{trim}} + \delta_e)$, $(\alpha, \delta_e)$ and $(\alpha, \delta_e + \delta_e)$, respectively, in which $\delta_e$ is the small variation of the elevon deflection. $g^*$ and $\hat{g}^*$ can be calculated using

$$g^* = (M_p^{(2)} - M_p^{(1)}) / (J \delta_e)$$
$$\hat{g}^* = (\dot{M}_p^{(2)} - \dot{M}_p^{(1)}) / (J \delta_e),$$

respectively. Finally, $\hat{g}$ is found by calculating the mean value of $\hat{g}^*$ from the 500 Monte Carlo simulation runs, and bound $G$ is obtained by calculating the maximum absolute value of the differences between $g^*/\hat{g}^*$ and one.

**Figure 5 Parameters’ calculation:** (a) Bound $F$, (b) Bound $G$, and (c) input coefficient $\hat{g}$

**Lemma 1.** The closed-loop system defined in Eq. (23) is asymptotically stable if the controller is designed based on Eq. (25). The proof of Lemma 1 shown below is customized from [42].

**Proof.** Let us define the sliding surface to be $s = (d/dt + \lambda)\hat{\alpha}$, in which $\lambda > 0$ and $\hat{\alpha} = \alpha - \alpha_d$.

The Lyapunov function is $V = s^2 / 2$, and the derivative of the Lyapunov function is
\[ ss = s(\ddot{\alpha} + \lambda \dot{\alpha}) = (f + g \Delta \alpha - \ddot{\alpha}_d + \lambda \dot{\alpha})s \]
\[ = \left( f + g \hat{g}^{-1} \left[ -\hat{f} + \ddot{\alpha}_d - k \lambda \dot{\alpha} - (\lambda + k) \dot{\alpha} \right] \right) - \ddot{\alpha}_d + \lambda \dot{\alpha})s \]
\[ = \left( f + (1 + g^*) \left[ -\hat{f} + \ddot{\alpha}_d - \lambda \dot{\alpha} - ks \right] \right) - \ddot{\alpha}_d + \lambda \dot{\alpha})s \]
\[ = \left\{ f - \hat{f} - ks + g^* \left[ -\hat{f} + \ddot{\alpha}_d - \lambda \dot{\alpha} - ks \right] \right\} s \quad (30) \]

It is worth noting that the control gain \( k \) is assumed to be positive. If \( s(t) > 0 \), Eq. (30) becomes
\[ ss = \left\{ f - \hat{f} - ks + g^* \left[ -\hat{f} + \ddot{\alpha}_d - \lambda \dot{\alpha} - ks \right] \right\} s \]
\[ \leq \left\{ F + G \left[ -\hat{f} + \ddot{\alpha}_d - \lambda \dot{\alpha} \right] - g^* ks - ks \right\} s \quad (31) \]
\[ \leq \left\{ F + G \left[ -\hat{f} + \ddot{\alpha}_d - \lambda \dot{\alpha} \right] + G ks - ks \right\} s \leq -\eta s^2 < 0 \]

Here \( \eta > 0 \). If \( s(t) < 0 \), Eq. (30) can be written as
\[ ss = \left\{ f - \hat{f} - ks + g^* \left[ -\hat{f} + \ddot{\alpha}_d - \lambda \dot{\alpha} - ks \right] \right\} s \]
\[ \leq \left\{ -F + g^* \left[ -\hat{f} + \ddot{\alpha}_d - \lambda \dot{\alpha} \right] - g^* ks - ks \right\} s \quad (32) \]
\[ \leq \left\{ -F - G \left[ -\hat{f} + \ddot{\alpha}_d - \lambda \dot{\alpha} \right] - (1 + g^*) ks \right\} s \]
\[ \leq \left\{ -F - G \left[ -\hat{f} + \ddot{\alpha}_d - \lambda \dot{\alpha} \right] - (1 + G) |ks| \right\} s \leq -\eta s^2 \]

If \( s(t) = 0 \), then \( V = 0 \), \( \dot{V} = 0 \), and the Barbalat’s Lemma [47] can be used to prove that \( \dot{V}(x,t) \rightarrow 0 \) as \( t \rightarrow \infty \). Therefore, based on Eq. (31) and Eq. (32), the controlled system is asymptotically stable. The control gain can be calculated using Eq. (31) and Eq. (32) as
\[ \begin{cases} F + G |\ddot{\alpha}_d - \lambda \dot{\alpha} - \hat{f}| + \eta s = ks - G |ks| & s > 0 \\ F + G |\ddot{\alpha}_d - \lambda \dot{\alpha} - \hat{f}| - \eta s = -ks - G |ks| & s < 0 \end{cases} \quad (33) \]

Since \( G < 1 \), the control gain \( k \) is positive.
Experiment and Simulation

The accuracy of the aerodynamic forces calculated using the data from a limited number of pressure data is validated in wind tunnel experiments. The capability of the low speed wind tunnel facility restricts the measurement to lift only, which is then compared to the calculated results.

Constrained by the size of the wind tunnel, a flying wing with nine sensors is used in the testing. The chord length of the wing is 14.7 cm and the wing span is 28.25 cm. The airfoil section along the wing span direction is uniform, and the whole wing is mounted on a force gauge inside of the low speed wind tunnel. The locations of the sensors are given in Figure 6 and Table 1. In Figure 6, c, b, and t are the chord length, wing span and thickness of the airfoil, respectively; the sensors are denoted by the small circles (on the upper surface) and squares (on the lower surface), and are carefully aligned with the wing surface. The sensor location (x, y) is measured from the leading edge and the right wing tip. In Table 1, the chord-wise location is given in a ratio between the distance of the sensor location measured from the leading edge and the chord length; the span-wise location is also given in a ratio between the distance of the sensor location measured from the right wing tip and the wing span. For example, sensor 1 is located at a distance of 73.4% of the chord length measured from the leading edge and 26.5% of the span measured from the right wing tip.
Table 1 Sensor locations on the wing surfaces

<table>
<thead>
<tr>
<th>Sensor</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>x/c</td>
<td>73.4%</td>
<td>37.8%</td>
<td>29.2%</td>
<td>16.2%</td>
<td>10.8%</td>
<td>6.5%</td>
<td>16.2%</td>
<td>52.9%</td>
<td>73.4%</td>
</tr>
<tr>
<td>y/b</td>
<td>26.5%</td>
<td>36.6%</td>
<td>56.5%</td>
<td>76.5%</td>
<td>86.4%</td>
<td>66.5%</td>
<td>76.5%</td>
<td>66.5%</td>
<td>46.7%</td>
</tr>
</tbody>
</table>

As shown in Figure 7, the wing is mounted on a single strut force gauge in the center of an open circuit suction type low speed wind tunnel. A strut is attached to the wing with a bracket that could be adjusted to change the angle of attack. The angle of attack is recorded from the protractor, which is mounted on one side of the wind tunnel walls, and the wind speed is measured using a pitot static tube.

Figure 6 Sensor locations: (a) side view and (b) top view
Figure 7 Wind tunnel setup: (a) protractor, (b) wing, (c) pitot tube, and (d) force gauge

Figure 8 Wind tunnel test facility: (a) wind tunnel, (b) wing, and (c) software

Figure 8 shows the scenario in which the real-time pressure data is collected and processed. An Arduino microcontroller (ATMEGA168) is used to collect the pressure data from the sensor array, and then send the data to a laptop through a serial port. Software is designed in MATLAB to communicate with the hardware.

Numerous wind tunnel tests are conducted and five of them are shown in Figure 9 and Table 2. The measurements from the force gauge $L_m$ and the ones calculated using the sensor
array data $L_c$ match well with an error range from 0.3% to 9%. Here, $L_c$ is computed using the lift calculation in Eq. (7). It is worth noting that if more sensors are placed on the surfaces of the wing, more accurate results can be achieved.

![Figure 9 Wind tunnel experiment validation](image)

Table 2 Wind tunnel test results

<table>
<thead>
<tr>
<th>Test</th>
<th>$\alpha$ (°)</th>
<th>$V_\infty$ (m/s)</th>
<th>Re</th>
<th>$L_m$ (N)</th>
<th>$L_c$ (N)</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>8.14</td>
<td>79089.8</td>
<td>2.73939</td>
<td>2.98573</td>
<td>8.9%</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>10.17</td>
<td>98862.3</td>
<td>4.23816</td>
<td>4.24993</td>
<td>0.3%</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>6.43</td>
<td>62526.0</td>
<td>2.51735</td>
<td>2.63743</td>
<td>4.7%</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>7.33</td>
<td>71290.6</td>
<td>3.51653</td>
<td>3.55533</td>
<td>1.1%</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>10.37</td>
<td>100820</td>
<td>5.84795</td>
<td>5.41363</td>
<td>7.4%</td>
</tr>
</tbody>
</table>

The effectiveness of the proposed pressure information based pitch control concept is tested in a simulation environment and the control architecture is illustrated in Figure 10. An interface between the XFOIL® [48] and the MATLAB® software is developed to simulate the measurements obtained using the embedded sensor array. The theoretical pressure distribution can be generated using the XFOIL® according to the wind speed, angle of attack, and deflection of elevon. The discrete pressure data is simulated by adding noise to the pressure output of XFOIL® at the sensor locations according to the wind speed, angle of attack, and deflection of
the elevon. Then, these measurements will be interpolated to generate the pressure distribution, which is used by the controller. As mentioned previously, the wingtip vortex, shear, and drag due to the skin friction are not considered explicitly in the nominal model, but their effects are captured in the uncertainty bounds.

![Figure 10 Pitch control simulation architecture](image)

With a chord length of 14.70 cm and a wing span of 28.25 cm, the MAV wing used in simulation is same as the one described in the wind tunnel experiment section. Some additional parameters about the wing are shown in Table 3. Ten sensors are placed on each of the upper and lower surfaces of the wing, which are shown in Table 4 and Figure 11. The notations used here are the same as those in Table 1 and Figure 6. $x_e$ is the position of the elevon hinge position on the chord line.

<table>
<thead>
<tr>
<th>Nomenclature</th>
<th>Value</th>
<th>Nomenclature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$</td>
<td>$4.8 \times 10^{-3} \text{ kg} \cdot \text{m}^2$</td>
<td>$r_t$</td>
<td>1.000 cm</td>
</tr>
<tr>
<td>$x_{cg}$</td>
<td>3.675 cm</td>
<td>$r_d$</td>
<td>0.500 cm</td>
</tr>
<tr>
<td>$x_e$</td>
<td>11.76 cm</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4 Sensor locations on the simulated wing

<table>
<thead>
<tr>
<th>Sensor</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>x/c</td>
<td>98%</td>
<td>90%</td>
<td>82%</td>
<td>78%</td>
<td>68%</td>
<td>50%</td>
<td>30%</td>
<td>10%</td>
<td>5%</td>
<td>2%</td>
</tr>
<tr>
<td>Sensor</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>x/c</td>
<td>2%</td>
<td>5%</td>
<td>10%</td>
<td>30%</td>
<td>50%</td>
<td>68%</td>
<td>78%</td>
<td>82%</td>
<td>90%</td>
<td>98%</td>
</tr>
</tbody>
</table>

Figure 11 Sensor locations in the chord side view

Considering the capabilities of the selected sensors and other hardware devices, the sampling rate used in the simulation is set to be 20 Hz. It is worth noting that, the commercially available digital pressure sensor BMP 085 can operate at a frequency of 128 Hz [49]. Therefore in real implementation, a higher frequency can be chosen. It is assumed that the pressure sensor has a random noise with a zero mean and a standard deviation of 1.5 Pa, but truncated to be bounded within a [-4.5, 4.5] Pa range.

The nominal value $\hat{g}$ and the uncertainty bounds $G$ and $F$ are found from the Monte Carlo simulation. Figure 12 shows the randomly generated free stream wind speed (a Gaussian distribution with a mean value of 10.2 m/s and a standard deviation of 1.02 m/s), angle of attack (AOA: a uniform distribution within [5,15] degrees), and angle of elevon (AOE: a uniform distribution within [-25,25] degrees). Based on the 500 Monte Carlo runs, as are shown in Figure 13, $|\hat{f} - f| \leq F = 45$, $|g^* / \hat{g}^* - 1| \leq G = 0.8$, and $\hat{g} = mean(\hat{g}^*) = -1$. However, to achieve a less
conservative design, two uncertainty bounds are further tuned to be $F = 1$ and $G = 0.2$.

Figure 12 500 Monte Carlo runs: (a) free stream wind speed distribution, (b) angle of attack distribution, and (c) angle of elevon distribution
The controller parameters are tuned to be $\lambda = \eta = 3.2$. Figure 14 shows the closed-loop performances in Case I, where the angle of attack is commanded from $7^\circ$ to $9^\circ$. The corresponding pressure distributions at the initial and steady state conditions are shown in Figure 15. The dotted line represents the result from XFOIL®, and the solid denotes the result from the simulated pressure sensor array. It can be seen from Figure 15 that, the pressure distribution only changes significantly around the leading edge and the elevon hinge. With proper sensor locations, the results calculated from the simulated 20 pressure sensors match very well with those calculated from XFOIL®.
Figure 14 Simulation Case I: the angle of attack is commanded from $7^\circ$ to $9^\circ$

Figure 15 Pressure distribution in Case I when (a) $\alpha = 7^\circ$ and (b) $\alpha = 9^\circ$

The results of Case II, where the angle of attack is commanded from $10^\circ$ to $6^\circ$, are shown in Figure 16 and Figure 17. Similar to Figure 15, Figure 17 shows the pressure distributions at the initial and steady state conditions.

Figure 16 Simulation Case II: the angle of attack is commanded from $10^\circ$ to $6^\circ$
In Case III, the angle of attack is controlled from 8° to 10° in a simulated unsteady flow environment. In this scenario, the wind speed is assumed to have a Gaussian distribution with a mean value of 10.2 m/s and a standard derivation of 1.02 m/s. The local flow separation is simulated by adding a Gaussian noise (a zero mean and a standard deviation of 30 Pa) to the pressure information measured on sensors 4-6. The noise associated with the pressure measurements from all the other sensors is assumed to be Gaussian with a zero mean and a standard deviation of 1.5 Pa. The free stream wind speed and noise on sensors 4-6 are shown in Figure 18(a) and Figure 18(b), respectively. It can be seen in Figure 18(b) that the simulated local flow separation happens during the time periods of 0.5-1 s, 2-2.5 s, and 3.5-4 s. Figure 19 shows that under the simulated unsteady flow environment, the pressure-sensor array based pitch control is able to achieve a satisfactory performance, with only small fluctuations when flow separation occurs. Pressure distributions sampled at t=0.5s, t=2.2s, and t=3.9s are shown in Figure 20.

Figure 17 Pressure distribution in Case II when (a) $\alpha = 10^\circ$ and (b) $\alpha = 6^\circ$

In Case III, the angle of attack is controlled from 8° to 10° in a simulated unsteady flow environment. In this scenario, the wind speed is assumed to have a Gaussian distribution with a mean value of 10.2 m/s and a standard derivation of 1.02 m/s. The local flow separation is simulated by adding a Gaussian noise (a zero mean and a standard deviation of 30 Pa) to the pressure information measured on sensors 4-6. The noise associated with the pressure measurements from all the other sensors is assumed to be Gaussian with a zero mean and a standard deviation of 1.5 Pa. The free stream wind speed and noise on sensors 4-6 are shown in Figure 18(a) and Figure 18(b), respectively. It can be seen in Figure 18(b) that the simulated local flow separation happens during the time periods of 0.5-1 s, 2-2.5 s, and 3.5-4 s. Figure 19 shows that under the simulated unsteady flow environment, the pressure-sensor array based pitch control is able to achieve a satisfactory performance, with only small fluctuations when flow separation occurs. Pressure distributions sampled at t=0.5s, t=2.2s, and t=3.9s are shown in Figure 20.
Figure 18 Unsteady flow in Case III: (a) unsteady free stream wind speed and (b) unsteady pressure at the locations of sensors 4, 5, and 6.

Figure 19 Simulation Case III: the angle of attack is commanded from 8° to 10°.

Figure 20 Pressure distribution in Case III at different times: (a) t=0.5s (b) t=2.2s (c) t=3.9s.
Table 5 shows the performance of the pressure information based control in terms of the rising time, settling time, and overshoot. The testing results show that the closed-loop system is stabilized within 1.5 seconds and the overshoot is around 5%.

Table 5 Control performance

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Rise Time (s)</th>
<th>Settling Time (s)</th>
<th>Overshoot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case I</td>
<td>0.78</td>
<td>1.20</td>
<td>5.00%</td>
</tr>
<tr>
<td>Case II</td>
<td>0.81</td>
<td>1.37</td>
<td>5.13%</td>
</tr>
<tr>
<td>Case III</td>
<td>0.84</td>
<td>1.13</td>
<td>4.95%</td>
</tr>
</tbody>
</table>
CHAPTER THREE: VALIDATION OF PITCHING CONTROL

In Chapter 2, we have designed a pitching control strategy of using real-time pressure information on the wing surfaces and the performance is validated in a simulated environment. In this paper, the hardware design and its experimental validation are discussed. In addition, a simple identification method is used to model the relationship between the angle of attack and the pressure near the leading edge. From this, the pitching control is designed using only pressure information. Multiple wind tunnel tests show that the closed-loop pitching control can track the commanded. The majority part of information in this chapter can be found in my paper [67].

Objective and Design Process

The basic conceptual design is shown in Figure 21. Unlike traditional designs, air pressure sensors will be embedded on both the upper and lower surfaces of the wing. These sensors are used to measure the real-time flow pressure, which will be further incorporated into flight control design.

Figure 21 Pressure sensor enhanced MAV’s conceptual design

Our previous results in [50] has shown that using limited number of pressure sensors on wing surface can get a good approximation of aerodynamic forces; at the same time, a simulation
of using pressure for pitch control is also demonstrated. Further research on hardware design, system implementation, and extensive wind tunnel tests hasn’t been explored yet. The main objectives of this paper are (1) design a pressure sensor embedded pitch control testbed for fly-wing configured MAVs; (2) design and explore the effectiveness of using only pressure information for pitch control; and (3) experimentally validate the proposed pitching control approach.

The design follows an iterative process that is similar to the procedure of designing a full functioning MAV. As it is shown in Figure 22, each iteration process contains the following five steps.

**Step 1-** Design specification: It defines all constraints and requirements on the final design, such as the take-off weight constraint, testing facility size constraint, and performance requirements. In this paper, the following specifications are used: (1) wing size is smaller than 30 cm in both the chord and span; (2) total weight is less than 250 grams; and (3) stable pitching control should be achieved, with a rising time less than 2 seconds and an overshoot less than 10%.

Step 2-Configuration and Component Selection: The configuration includes the wing and airfoil shape, elevon size and location, center of gravity location, and aerodynamic center. Commercial-off-the-shelf products are selected according to the size, weight, and performance requirements from the design specifications and structural configuration.

**Step 3-** Testbed Design and Implementation: This is a vital step that determines the performance of the testbed. To find a rough arrangement of the hardware components, simulation in Solidworks is done in prior to hardware implementation. Then, following the plan, a wing prototype is designed and manufactured. Note that small changes might be needed to achieve all
the design specifications.

**Step 4** - Control System Design: This step is mostly implemented in software, which including data acquisition, processing, controller design, and parameter tuning. Many tests need to be done to get a good offline data analysis and modeling.

**Step 5** - Test and Validation: Verify the performance of the system by conducting numerous wind tunnel tests. If desired performances are achieved, the design is finished. Otherwise, the design process will go back to step 2.

![Block diagram of the design process](image)

Testbed Design and Implementation

Focusing on the pitching control validation, a uniform, straight wing configuration is adopted as shown in Figure 23. In addition to the airfoil type, the wing span $b$, chord length $c$, 

...
and elevon width \( d \) are used to define the wing geometry.

Figure 23 Simple wing configuration

Usually, the wing size is defined first, and then the airfoil can either be designed or selected from standard libraries. However, in this testbed design, there are special requirements on the airfoil, which must be suitable for low Reynolds flight, and larger in thickness to chord ratio in order to fit all the electronics. Considering the above factors, the airfoil NACA4415 is selected for the wing section design. It is a low Reynolds number airfoil with a high lift to drag ratio. Meanwhile, this airfoil has a 15% maximum thickness, which allows for all of the hardware components to fit inside of the wing.

The barometric air pressure sensor BMP085 is chosen for the pressure measurement device. The configuration and features of the sensor are shown in Figure 24. It has a measurement range from 30 to 110 kPa, which is wide enough to capture all of the possible pressure data. At the same time, it has a resolution of 3 Pa, which compared to the pressure difference of several hundred Pa between the lower and upper surfaces of the wing, is accurate enough to precisely represent the pressure profile. Additionally, the sensor is small and light. At a size of 5×5×1.2 mm and a weight of 0.09 grams, it meets the requirements for the design. Considering the wing size specification on, 12 sensors are used in the current wing testbed.
design.

Figure 24 Barometric air pressure sensor BMP085™

A Hitec HS 55 servo motor is used to power the elevon. The servo motor has a size of 23×12×24 mm and weighs 8 grams. It can output a torque of 1.1 kg·cm, which is strong enough for deflecting the elevon.

A 16 MHz Arduino Uno microcontroller is selected to acquire data from the sensors. It is compatible with the sensors’ I2C interface. In addition, it has fourteen input/output pins, which are able to support twelve sensors, and one servo.

With all the major hardware components selected, the gross weight of the wing testbed ends up to about 243 grams, as shown in Table 6.

Table 6 Weight Breakdown of the Testbed

<table>
<thead>
<tr>
<th>Component</th>
<th>Number</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor BMP085</td>
<td>12</td>
<td>10 gram</td>
</tr>
<tr>
<td>HS 55 Servo</td>
<td>1</td>
<td>8 gram</td>
</tr>
<tr>
<td>Microcontroller Board</td>
<td>1</td>
<td>25 gram</td>
</tr>
<tr>
<td>Structure and Coating*</td>
<td>1</td>
<td>70 gram</td>
</tr>
<tr>
<td>Wire and Other*</td>
<td>1</td>
<td>130 gram</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td>243 gram</td>
</tr>
</tbody>
</table>

Note: “*”: approximated weight

Using the method described in [51], with a lift coefficient at the angle of attack \( \alpha = 5^\circ \) of...
\( C_L = 1 \), the required wing area can be found from

\[
S = \frac{2W}{(C_L \rho V^2)}
\]

where \( W \) is the take-off weight; \( \rho = 1.225 \text{ kg/m}^3 \) the air density under standard atmospheric pressure at 15 °C; \( V \) is the cruise speed, it ranges from about 5 m/s to 20 m/s. Based on an approximated take-off weight of 300 grams, \( V =10 \text{ m/s} \), the required wing area is about 0.048 m\(^2\). The aspect ratio \( AR \) for MAV designs is around 1~2 [52]. For a rectangular wing with a surface area of \( S = bc \), and \( AR \) is given by

\[
AR = \frac{b}{c}
\]

Using \( AR = 1 \), the expected chord length and span would be 22 cm. Finally, the wing span is 26 cm, the chord length is 24 cm, and correspondingly the elevon width is 4.8 cm.

Typically, the elevon width should be within the range of 20% to 30% of the chord length (20% is chosen). To ensure the stability of the design, the center of gravity is designed to be at 20% of the chord length from the leading edge.

Intuitively, the sensor locations should be designed such that the pressure profile, which is curve-fitted using the discrete pressure information, can represent the actual pressure distribution with a high accuracy. Note that no optimal solution that would give best fitting results for all the operation states (e.g., flight velocity and attitude). To find these locations, the approximate pressure distribution is explored first using simulation. Many studies on computing pressure distributions have been investigated [53]. AVL© [54] is one example, which employs an extended vortex lattice model for the lifting surfaces analysis. By placing the horseshoe vortices sheet on the camber line defined surface of the wing, it provides a rough simulation of the pressure difference.
Although the simulated pressure distribution using AVL© is not accurate, it gives a rough idea of where the sensors should be placed and how they should be laid out. Figure 5 shows the distribution of pressure difference under different angles of attack and different angles of elevon. Cp is the pressure coefficient. The simulation settings are given in Table 7, where $V_\infty$ is the free stream wind speed, $\alpha$ is the angle of attack, and $\delta_e$ is the angle of elevon.

<table>
<thead>
<tr>
<th>Tests</th>
<th>$V_\infty$</th>
<th>$\alpha$</th>
<th>$\delta_e$</th>
<th>Tests</th>
<th>$V_\infty$</th>
<th>$\alpha$</th>
<th>$\delta_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>10 m/s</td>
<td>7</td>
<td>0</td>
<td>(c)</td>
<td>10 m/s</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>(b)</td>
<td>10 m/s</td>
<td>10</td>
<td>0</td>
<td>(d)</td>
<td>10 m/s</td>
<td>7</td>
<td>10</td>
</tr>
</tbody>
</table>

It can be seen from Figure 25 that the pressure distribution changes significantly around regions near the leading edge and the pivot hinge. It gives us a feeling that more sensors need to be placed around these two regions to get a more accurate pressure distribution. Many different sensor location patterns are tried and compared and the final layout is given in Table 8. Here, sensors 1-6 are on the upper surface while 7-12 are on the lower surface of the wing. Sensor location $(x, y)$ is measured from the leading edge and the left wingtip. The values are given in the ratios of $x/c$ and $y/b$. For example, sensor 1 is located at 87.79% of the chord length from the leading edge and 7.63% of the span from the left wing tip.
Figure 25 Simulated pressure difference distribution in different scenarios

Table 8 Sensor Locations

<table>
<thead>
<tr>
<th>Sensor</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>x/c</td>
<td>87.79%</td>
<td>76.34%</td>
<td>54.20%</td>
<td>24.81%</td>
<td>15.27%</td>
<td>1.15%</td>
</tr>
<tr>
<td>y/b</td>
<td>7.63%</td>
<td>15.65%</td>
<td>33.59%</td>
<td>51.53%</td>
<td>73.28%</td>
<td>87.40%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sensor</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>x/c</td>
<td>1.15%</td>
<td>15.27%</td>
<td>24.81%</td>
<td>54.20%</td>
<td>76.34%</td>
<td>87.79%</td>
</tr>
<tr>
<td>y/b</td>
<td>6.87%</td>
<td>21.76%</td>
<td>40.08%</td>
<td>58.78%</td>
<td>76.72</td>
<td>86.64%</td>
</tr>
</tbody>
</table>

Figure 26 shows the structural design and arrangement of the hardware components. The wing ribs are constructed from balsa wood sheets. The sensors are mounted on small balsa platforms, which are glued directly to the sides of the ribs. To make the structure stronger, the Alaskan yellow cedar, which is four times denser than the balsa wood, is used for the leading edge. A plastic tube runs through the center of gravity, which is used to mount the wing inside the wind tunnel. All communication wires run through this tube to avoid generating disturbance torque. Finally, the wing will be coated with Monokote.

To move the center of gravity forward to 20% of the chord, the microcontroller board,
together with the “battery and propulsion systems” (represented by metal weights), are placed close to the leading edge.

![Structural design and arrangement of components](image)

Figure 26 Structural design and arrangement of components

Figure 27 shows the circuit design of the testbed. It can be seen that, the circuits inside of the wing include twelve sensors, a microcontroller board, a servo motor, a control box, and connection wires. At each time instance, the micro controller reads data from the sensors and sends them to the laptop computer through the control box. The control box is composed of a potentiometer, a reset button, and a LED light. It also allows for manual controls of the elevon and to reset the circuit. A LED is used to indicate the status of the system. The microcontroller reads pressure from sensors using the I2C connection, while the serial communication is used between the control box and the laptop. The servo motor is controlled by the microcontroller generated pulse width modulation signals.
Following the circuit design, a hardware system is implemented as shown in Figure 28. To ensure the surface of the wing is strongly coated, is strong enough, we did not weaken the structure too much, constrained the space left between the plastic tube and the surface of the wing, the microcontroller board cannot be placed any further forward constrained by the thicknesses of the board and the wing.

The software is divided into two parts, in which one runs inside the microcontroller programed with C, and the other executes in a laptop using Matlab. As is shown in Figure 29, the code inside the micro controller is in charge of pressure data acquisition and servo control, and dealing with service interruption from the computer. Examples of interruption are sending data
and receiving commands. The software written in Matlab is used to process data from the microcontroller, run control algorithm, and generate commands.

Figure 29 Software design

Combining the hardware and software, the whole system is shown in Figure 30. The system works in either one of the two modes: manual mode and autonomous mode. In the manual mode, the elevon is manually controlled by tuning the potentiometer in the control box. In the autonomous mode, the controller would control the wing to a desired angle of attack autonomously. In the autonomous mode, the testbed allows manual interactions by detecting changes in the potentiometer. Whenever there is a change in potentiometer, the elevon will respond. If there is no change in 3 seconds, it will go back to autonomous mode.

Figure 30 Completed design of the wing testbed
Control System Design

The system data flow diagram is shown in Figure 31. The sensors on the surfaces of the flying wing acquire the real-time pressure data. Interpolating the discretized pressure data, an approximated pressure distribution will be obtained. Then, the angle of attack will be identified from the pressure distribution near the leading edge. At the same time, together with the pressure distribution, the commanded and computed actual angle of attack will be sent to the controller. Finally, the controller decides the deflection of the elevon to control the pitching motion.

Figure 31 System data flow diagram

Since the angle of attack can be computed from pressure information, it could enable MAVs to fly without other sensing devices. Studies in [32, 33] indicate that the pressure difference from the lower and upper surfaces near the leading edge has a strong relationship with the angle of attack. Here, a simple identification method (i.e. a curve fitting approach) [55] is customized to find a proper mapping function from the pressure to the angle of attack. It is assumed that the mapping function is a polynomial as

$$\alpha = f (\Delta p, \theta^\alpha) = \theta_0^\alpha + \theta_1^\alpha \Delta p + \theta_2^\alpha \Delta p^2 + \ldots + \theta_n^\alpha \Delta p^n$$

(36)

where $\Delta p$ is the frontal pressure difference, $\theta_i^\alpha, i=1,\ldots,n$ are the parameters to be estimated from identification, and $n$ is the order of the mapping function. To avoid overfitting and obtain a
more accurate statistical model, the cross validation technique is used to find the mapping function parameters [56]. Here, the test data will be randomly separated into two complimentary sets, one of which is the training set and the other is the validation set. The training set is used to find the coefficients in the mapping function, while the validation set is used to test the accuracy of the model. The following root mean square error is minimized

\[
\hat{f} = \arg \min_{f_k} \left\{ \min_{N_v, N_f} \frac{1}{N_v N_f} \sum_{j=1}^{N_c} \sum_{i=1}^{N_v} (\alpha_{ijk} - \hat{\alpha}_{ijk})^2 \right\}
\]

(37)

where \( N_v \) is the number of data in the validation set, \( N_f \) is the number of data in the training set, \( N_c \) is the time of cross validations, \( f_k \) is the \( k \)th mapping function candidate, \( \hat{\alpha}_{ijk} \) is the estimated value at point \( i \) under the \( j \)th cross validation using the mapping candidate \( k \).

The servo motor can be controlled precisely. However, the deflection angle of elevon depends not only on the servo output but also the structure assembly. Instead of going through a tedious procedure to find an analytical solution using the geometrical relations (shown in Figure 32), the mapping function is approximated by using the same identification method described in Section V.B.

![Figure 32 Geometric configuration of servo and elevon](image)

Polynomial functions, with orders from 1 to 5, are tried and 10 cross validations are
carried out. The root mean square error (RMS) is illustrated in Figure 33, and as can be seen, the third order polynomial model has the smallest RMS error and thus is chosen as the mapping function

$$\delta_e = \theta_0^\delta + \theta_1^\delta \delta_s + \theta_2^\delta \delta_s^2 + \theta_3^\delta \delta_s^3$$

(38)

where $\delta_s$ is the servo output, and the coefficients of the model are found to be $\theta_0^\delta = -45.222$, $\theta_1^\delta = 1.768$, $\theta_2^\delta = -0.015$, and $\theta_3^\delta = 6.016 \times 10^{-5}$. The corresponding fitted result is shown in Figure 34.

![Figure 33 Root mean square error with models of different orders](image1)

Figure 33 Root mean square error with models of different orders

![Figure 34 Relationship between the servo output to the elevon deflection](image2)

Figure 34 Relationship between the servo output to the elevon deflection
The control block is shown in Figure 35, in which the inputs are the reference command (desired value) $\alpha_d$, detected angle of attack $\hat{\alpha}$, and pressure distribution $p(x)$. The output is the elevon deflection angle $\delta_e$.

![Figure 35 The control unit](image)

After the wing is stabilized, the center of pressure would fall on the center of gravity and the angle of attack would be controlled to the desired value. To make the control system more stable, a PID controller, which combines these two signals from the pressure distribution, is designed for the pitching control as

$$
\Delta \delta_e = K_1p e_1 + K_1^i \int e_1 dt + K_2^p \dot{e}_1 + K_2^p e_2 + K_2^i \int e_2 dt + K_2^p \dot{e}_2
$$

(39)

where the error signals $e_1$ and $e_2$ are calculated using

$$
e_1 \triangleq x_{cp} - x_{cg}
$$

(40)

and

$$
e_2 \triangleq \alpha_d - \alpha
$$

(41)

$x_{cp}$ is the center of pressure, $x_{cg}$ is the center of gravity, $\alpha$ is current angle of attack, and $\alpha_d$ is desired angle of attack. $x_{cp}$ and $\alpha$ are found from the moving average filters as

$$
x_{cp}(t_k) = \frac{1}{h} \sum_{i=0}^{h-1} \hat{x}_{cp}(t_{k-i})
$$

(42)

and
\[ \alpha(t_k) = \frac{1}{h} \sum_{i=0}^{h-1} \hat{\alpha}(t_{k-i}) \] (43)

where \( h \) is the width of the moving average filter. \( \hat{x}_{cp}(t_k) \) and \( \hat{\alpha}(t_k) \) are the estimated center of pressure and the computed angle of attack from the pressure measurement at time \( t_k \). \( \hat{\alpha}(t_k) \) is found from Eq. (36). \( \hat{x}_{cp}(t_k) \) is calculated by

\[
\hat{x}_{cp}(t_k) = \frac{\int_0^c x(p_l(t_k) - p_u(t_k)) \, dx}{\int_0^c (p_l(t_k) - p_u(t_k)) \, dx}
\] (44)

where \( p_l \) and \( p_u \) are the pressure distributions on the lower and upper surfaces. The control law is

\[ \delta_e = \delta_e^* + \Delta \delta_e \] (45)

where \( \delta_e^* \) is the initial elevon deflection.

**Wind Tunnel Experiment**

The facility used to perform the tests is the low speed wind tunnel located at University of Central Florida, as shown in Figure 36. It is a suction type, non-return wind tunnel with a testing section of 60×30×30 cm and can provide a speed ranges from 5 m/s to 25 m/s. The data acquisition system is composed of a protractor, a wind speed measurement unit, and a force gauge. The protractor has an accuracy of 1 degree. The wind speed measurement device is DATUM 2000TM produced by Setra. The DATUM 2000TM measures the pressure with an accuracy of 0.01 inch water column (inw), which will be further converted to the wind speed using the pressure-speed relation.
Figure 36 Low speed wind tunnel facility: (a) sketch and (b) photo

Figure 37 shows the wind tunnel test setup, which consists of three components: the flying wing, the control station (a laptop), and the wind tunnel. The flying wing is mounted inside the wind tunnel by the tube that goes through the center of gravity. The command wire goes through the tube and connects to the laptop. The laptop is used to send control commands to the servo motor.

The data to be measured in these tests includes the free stream wind speed, pressure data, angle of elevon and angle of attack. The free stream wind speed is measured in inches of water column, which is converted to m/s by the following equation,

\[
V_\infty = \sqrt{2\kappa V_m / \rho}
\]

where \( \kappa = 248.8 \) is a constant that convert the unit of inches of water column to Pa, \( \rho = 1.225 \) kg/m\(^3\) is air density, and \( V_m \) is the measured wind speed with the unit of inches of water column.
The pressure data and angle of elevon can be automatically saved using the designed software. In order to reduce the errors coming from the angle of attack readings, experiments are recorded using a SONY DSC-HX100V camera.

Figure 37 Wind tunnel testing setup: (a) Top view and (b) Side view

To test the wing pitch stability, turbulent flow is simulated by applying sudden changes in the wind speed and directions. The sudden wind speed change can be easily realized by adjusting the wind speed rapidly. Considering the fact that the wind direction change in the pitching motion is similar to the angle of attack change, sudden direction changes in the wind flow is simulated by applying sudden changes in angle of attack.

Figure 38 gives an example of how the test is carried out. The whole process is recorded by the camera, so that the wind speed and angle of attack can be recorded at the same time. In testing the disturbance rejection capability of the wing pitch motion, a rod is used to lift the wing up by an angle within a range of -5 to 5 degrees then quickly releasing it. Figure 39 gives an example of the testing process. In this example, at 52 seconds, the angle of attack is lifted up by 5 degrees and then released, and the wing quickly returns to its original state.
Figure 38 An example of stability test under wind speed disturbance

Figure 39 An example of stability test under wind direction disturbance

The test settings and results are shown in Table 9, where $\alpha$ and $\delta_e$ is the flight status before the disturbances are applied. Under the conditions that the wind speeds range from 8 m/s to 14 m/s, with the disturbances range from -4 m/s to 4 m/s in magnitude and -5 degrees to 5 degrees in direction, the wing is always stable.
Table 9 Stability under Different Wind Speed

<table>
<thead>
<tr>
<th>Steady Flight</th>
<th>Disturbance</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_\infty$</td>
<td>$\alpha$</td>
<td>$\delta_e$</td>
</tr>
<tr>
<td>0.16 inw</td>
<td>8 m/s</td>
<td>10°</td>
</tr>
<tr>
<td>0.21 inw</td>
<td>10 m/s</td>
<td>12°</td>
</tr>
<tr>
<td>0.35 inw</td>
<td>12 m/s</td>
<td>14°</td>
</tr>
<tr>
<td>0.49 inw</td>
<td>14 m/s</td>
<td>16°</td>
</tr>
</tbody>
</table>

The frontal pressure difference (the pressure difference of sensors 6 and 7) is recorded under wind speeds of 8 m/s, 10m/s, 12 m/s, and 14m/s and the results are shown in Figure 40. The dots represent the measured data, while the lines are linear curve fitted from these measurements. It can be seen that, under a specific wind speed, the angle of attack and frontal pressure difference have a very strong linear relationship. To avoid over fitting, the first order polynomial model is selected to identify the angle of attack. Under different wind speeds, the relationship between the frontal pressure difference and angle of attack is described using a group of first order polynomials, but with different slopes and interceptions.

Figure 40 Experimental data of frontal pressure difference and angle of attack

From the above analysis, the mapping function is giving by the following slop-intercept
linear form

\[ \hat{\alpha}_{v_{\infty}} = \theta_0^a + \theta_1^a \Delta p \]  \hspace{1cm} (47)

Here, \( \hat{\alpha}_{v_{\infty}} \) is estimated angle of attack under the wind speed of \( V_{\infty} \), and the coefficients \( \theta_0^a \) and \( \theta_1^a \) in the above tests are given in Table 10. It provides the coefficients of the model at four different wind speeds. Coefficients under other wind speeds can be found from the spline-fitted curve, as shown in Figure 41.

<table>
<thead>
<tr>
<th>Wind</th>
<th>Parameters</th>
<th>95% Confidence Bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_{\infty} )</td>
<td>( \theta_0^a )</td>
<td>( \theta_1^a )</td>
</tr>
<tr>
<td>8 m/s</td>
<td>8.658</td>
<td>0.047</td>
</tr>
<tr>
<td>10 m/s</td>
<td>8.224</td>
<td>0.031</td>
</tr>
<tr>
<td>12 m/s</td>
<td>8.15</td>
<td>0.023</td>
</tr>
<tr>
<td>14 m/s</td>
<td>8.676</td>
<td>0.012</td>
</tr>
</tbody>
</table>

Figure 41 Parameter selection according to wind speed

With the controller designed in section V, the pitching control system is tested under the wind speeds of 8 m/s, 12 m/s and 14 m/s. The PID gains in the controller are chosen to be
$K_1^P = 0.5, \ K_1^I = 0.008, \ K_1^D = 0.1, \ K_2^P = 0.6, \ K_2^I = 0.005 \text{ and } K_2^D = 0.3$.

The experiment tests under the wind speeds of 8 m/s, 12 m/s and 14 m/s are shown in Figure 42, Figure 43 and Figure 44, respectively. The test settings and system performances are given in Table 11, where $\alpha_n, \alpha_r, \sigma, \ t_r$, and $t_s$ are the initial angle of attack, steady state, overshoot, rising time, and settling time, respectively.

Figure 42 Wind tunnel test I: wind speed 8 m/s (a) angle of attack and (b) angle of elevon
Figure 43 Wind tunnel test II: wind speed 12 m/s (a) angle of attack and (b) angle of elevon

Figure 44 Wind tunnel test III: wind speed 14 m/s (a) angle of attack and (b) angle of elevon
As shown in Table 11, the rising time, settling time, and overshoot are approximately 2 seconds, 5 seconds, and 10%, respectively. In addition, the angle of attack curves are smooth, which indicate that the simple curve-fitting method for the identify angle of attack from the frontal pressure differences is accurate enough.

<table>
<thead>
<tr>
<th>Tests</th>
<th>$V_\infty$</th>
<th>$\alpha_d$</th>
<th>$\alpha_{\theta}$</th>
<th>$\alpha_f$</th>
<th>$\sigma$</th>
<th>$t_r$</th>
<th>$t_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>8 m/s</td>
<td>20.5</td>
<td>4.5</td>
<td>20.5</td>
<td>9.38%</td>
<td>2.0 s</td>
<td>5.48 s</td>
</tr>
<tr>
<td>II</td>
<td>12 m/s</td>
<td>18.5</td>
<td>-1</td>
<td>18.5</td>
<td>5.13%</td>
<td>2.0 s</td>
<td>4.96 s</td>
</tr>
<tr>
<td>III</td>
<td>14 m/s</td>
<td>14.0</td>
<td>2.5</td>
<td>1.4.0</td>
<td>13.0%</td>
<td>1.8 s</td>
<td>6.50 s</td>
</tr>
</tbody>
</table>
CHAPTER FOUR: THREE AXIS ATTITUDE CONTROL

The research results reported in Chapters 2 and 3 have demonstrated the effectiveness of using pressure information only for micro air vehicle’s pitching control in both simulation and wind tunnel tests. In this chapter, we extend our research from the pressure information based pure pitching control to a three-axis attitude control using both pressure and shear information measured by an array of flow sensors [61]. Compared to the pure pitching control scenario [50], three-axis attitude control faces additional challenges and the main contributions of the paper are as followed. First, more complex flow conditions will be encountered since the three dimensional MAV geometry is considered and more control surfaces are incorporated to achieve enough control authorities. Second, the locations and number of sensors are carefully designed such that the force and moment through curve fitting (for the point-wise distributed pressure and shear measured by individual sensors) and integration can be used to approximate the actual forces and moments experienced by the MAV. Third, a new model relating the flow information and the attitude states (Euler angles and angular velocity) is derived. Fourth, the closed-loop system is robust with respect to more severe uncertainties and disturbances as compared with the pure pitching control cases.

The rest of this chapter is organized as follows. Firstly, the conceptual MAV design with embedded flow sensor couples is discussed. Secondly, the new dynamic model capturing the relationships between the flow information and the flight status is derived, based on which a nonlinear robust controller is designed. Finally, a simulated environment is constructed, in which the capabilities of the new MAV concept and the closed-loop control performance are demonstrated.
Conceptual Design

A delta flying-wing configuration is adopted in the MAV design as shown in Fig. 2. As compared with wing-tail configurations, the induced drag in the flying-wing configuration is smaller and the MAV can fly with a wider range of angle of attack [3]. NACA 4415 is selected as the airfoil section specifically for low Reynolds number flights. The wing span, root chord, and tip chord are designed to be 15 cm, 10 cm, and 5 cm, respectively, and the MAV weighs 250 grams. Two elevons and a rudder are used to control the attitude motion of MAV. The pitching control can be achieved by moving two elevons in the same direction, while the roll and yaw motions are coupled and can be controlled by a combination of the elevons and rudder deflections.

Two sensor strips (Figure 45(b)), simultaneously measuring the pressure and shear stresses, are embedded on the wing surface and a sensor couple (Figure 45(c) and Figure 45(d)) is installed on the rudder surface. Each sensor strip has sensors on both upper and lower wing surfaces. To achieve the stability in the longitudinal direction, the center of gravity is at 20% of the root chord with all avionics onboard. The lateral direction stability of the wing is enhanced by a small dihedral angle. The notations of the symbols used in the wing geometry are listed in Table 12.
It is desirable to have as many sensors as possible in order to achieve accurate flow profiles; however, due to the weight, surface area, volume, and power constraints, only a limited number of sensors can be embedded on the wing and rudder surfaces of an MAV. To get an accurate flow profile with a finite number of sensors, two sensor strips are span-wisely distributed along the mean aerodynamic chord (MAC) of the wing, as shown in Fig. 2(b). According to the definition in [51], the MAC is the chord of an equivalent rectangular wing that has the same wing area, aerodynamic force, and center of pressure as those of the delta flying-wing. The MAC can be found using the geometric method described in [51].
camber. The sensors near the pivot hinge of elevons are adjusted to capture possible prompt changes in the pressure and shear stresses. The results in [50] showed that ten pressure sensors on each of the bottom and upper surfaces of the wing can lead to a good approximation of the pressure distribution. Here only one sensor couple is placed in the middle of the flat rudder surfaces.

The block diagram of the pressure and shear information augmented attitude control system is illustrated in Figure 46. In addition to the typically used attitude feedback loop, the information coming from the pressure and shear sensors are fed into the controller. The pressure/shear information is used to calculate the approximated force, part of the drag, and moments acting on the MAV, which will be used in assisting the nonlinear robust controller.

![Figure 46 Block diagram of the proposed three-axis attitude control system](image)

Three coordinate systems (the body coordinate and two surface coordinates) are used in the flow analysis as defined in Table 13. The superscripts $B$, $WS$, and $RS$ refer to the body, wing surface, and rudder surface coordinates, respectively.
Table 13 Coordinate systems used in the force and moment calculations

<table>
<thead>
<tr>
<th>Coordinate System</th>
<th>Axis</th>
<th>Unit Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Body Coordinate</strong></td>
<td>( X^B ): point forward along the root chord line</td>
<td>( e^X_B )</td>
</tr>
<tr>
<td></td>
<td>( Y^B ): point to the right</td>
<td>( e^Y_B )</td>
</tr>
<tr>
<td></td>
<td>( Z^B ): point downward defined by the right hand rule</td>
<td>( e^Z_B )</td>
</tr>
<tr>
<td><strong>Surface Coordinate on the Wing</strong></td>
<td>( X^{WS} ): point forward and tangential to the surface</td>
<td>( e^{WS}_X )</td>
</tr>
<tr>
<td></td>
<td>( Y^{WS} ): point to the right and tangential to surface</td>
<td>( e^{WS}_Y )</td>
</tr>
<tr>
<td></td>
<td>( Z^{WS} ): inner normal of the surface</td>
<td>( e^{WS}_Z )</td>
</tr>
<tr>
<td><strong>Surface Coordinate on the Rudder</strong></td>
<td>( X^{RS} ): point forward and tangential to the surface</td>
<td>( e^{RS}_X )</td>
</tr>
<tr>
<td></td>
<td>( Y^{RS} ): point to the right and normal to surface</td>
<td>( e^{RS}_Y )</td>
</tr>
<tr>
<td></td>
<td>( Z^{RS} ): point downward and tangential to the surface</td>
<td>( e^{RS}_Z )</td>
</tr>
</tbody>
</table>

The forces acting on an arbitrary element of the wing surface are shown in Figure 47, where \( p_{WS} \) is the pressure on the wing along the inner normal direction \( e^X_Z \), \( \tau_{WS,X} \) is the shear stress along \( e^X_X \), and \( \tau_{WS,Y} \) is the shear stress along \( e^Y_Y \). The lengths of the infinitesimal element are denoted by \( ds_X^{WS} \) and \( ds_Y^{WS} \).

![Pressure and shear stress analyses on an arbitrary wing surface element](image)

Figure 47 Pressure and shear stress analyses on an arbitrary wing surface element

If the position vector of the surface element is given by \( \vec{r}_{WS} \), the force and moment with respect to the center of gravity is calculated by
where $\bar{r}_{cg}$ is the center of gravity of the MAV. Then the force $\bar{f}_{WS}$ and moment $\bar{m}_{WS}$ contributed by the pressure and shear acting on the wing surface can be found by integrating Eq. (1) over the whole wing surface as

$$
\begin{align*}
\bar{f}_{WS} &= \iint_{WS} (p_{WS} e^W_Z + \tau_{WS,x} e^W_x + \tau_{WS,y} e^W_y) ds^W_X ds^W_Y \\
\bar{m}_{WS} &= \iint_{WS} (\bar{r}_{WS} - \bar{r}_{cg}) \times (p_{WS} e^W_Z + \tau_{WS,x} e^W_x + \tau_{WS,y} e^W_y) ds^W_X ds^W_Y
\end{align*}
$$

(48)

The stress analysis for an arbitrary element with the position vector $\bar{r}_{RS}$ on the rudder surface is shown in Figure 48, where $\hat{e}^R_Y$ is the unit vector of the pressure along the inner normal direction of the rudder surface, and $\hat{e}^R_X$ and $\hat{e}^R_Z$ are the unit vectors along the shear stress directions. $ds^R_X$ and $ds^R_Z$ are the lengths of the infinitesimal element. The force and moment on the rudder can be calculated by

$$
\begin{align*}
\bar{f}_{RS} &= \iint_{RS} (p_{RS} \hat{e}^R_Y + \tau_{RS,x} \hat{e}^R_X + \tau_{RS,z} \hat{e}^R_Z) ds^R_X ds^R_Z \\
\bar{m}_{RS} &= \iint_{RS} (\bar{r}_{RS} - \bar{r}_{cg}) \times (p_{RS} \hat{e}^R_Y + \tau_{RS,x} \hat{e}^R_X + \tau_{RS,z} \hat{e}^R_Z) ds^R_X ds^R_Z
\end{align*}
$$

(50)

and the pressure and shear generated force and moment on the MAV can be found using

$$
\begin{align*}
\bar{f} &= \bar{f}_{WS} + \bar{f}_{RS} \\
\bar{m} &= \bar{m}_{WS} + \bar{m}_{RS}
\end{align*}
$$

(51)
Figure 48 Pressure and shear stress analyses on an arbitrary rudder surface element

Ideally, information from an infinite number of pressure and shear sensor couples would be integrated to obtain accurate force and moment values. However, in reality, due to the size, weight, volume, and power constrains, only a limited number of sensors can be placed on the wing and rudder surfaces. To obtain a good approximation of the actual flow profile, two sensor strips are embedded on the MAC section along the chord direction as shown in Figure 49(a). The equivalent rectangular wing is shown in Figure 49(b), over which the flow information integrated along the MAC can represent the overall flow profile in terms of the resultant force and moment. Here, “C.G.” refers to the center of gravity. The locations of these sensors along the MAC are shown in Table 14, where the numbers are given in the percentages of the distances measured from the leading edge to the sensor locations with respect to the MAC.

Table 14 Chord-wise locations of the pressure/shear sensors along the MAC

<table>
<thead>
<tr>
<th>Sensor No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>1%</td>
<td>4%</td>
<td>10%</td>
<td>25%</td>
<td>50%</td>
<td>70%</td>
<td>74%</td>
<td>76%</td>
<td>85%</td>
<td>98%</td>
</tr>
</tbody>
</table>
Figure 49 Equivalent rectangular wing with the same aerodynamic chord along the wing span

The transformation from the wing surface coordinate to the body coordinate $T_{B/WS}$, following a 2-1 rotation sequence, is given by

$$
T_{B/WS} = \begin{bmatrix}
1 & 0 & 0 & \cos \vartheta_f & 0 & \sin \vartheta_f \\
0 & \cos \vartheta_d & \sin \vartheta_d & 0 & 1 & 0 \\
0 & -\sin \vartheta_d & \cos \vartheta_d & -\sin \vartheta_f & 0 & \cos \vartheta_f \\
\end{bmatrix}
$$

(52)

where $\vartheta_d$ and $\vartheta_f$ are the dihedral angle and airfoil curvature angle as illustrated in Figure 50.

The rotation angle and its sign for the left wing can be defined accordingly. Similarly, the transformation from the rudder surface coordinate to the body coordinate system is given by

$$
T_{B/RS} = \begin{bmatrix}
\cos \delta_r & -\sin \delta_r & 0 \\
\sin \delta_r & \cos \delta_r & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
$$

(53)

in which $\delta_r$ is the rudder deflection with the positive sign denoting the case of deflecting towards right.
Figure 50 Dihedral angle and airfoil curve angle (a) front view, and (b) side view

Using the geometry relationship \( ds^w_{x} = dx / \cos \theta_f \) and assuming that the rudder has a uniformly distributed thickness \( ds^r_{x} = dx \), the moment equations can be simplified as

\[
\begin{align*}
\bar{m}_{ws} &= b \oint_{ws} (\bar{r}_{ws} - \bar{e}_{ws}) \times (p_{ws} \hat{e}_{ws}^{ws} + \tau_{ws, x} \hat{e}_{x}^{ws} + \tau_{ws, y} \hat{e}_{y}^{ws}) \frac{dx}{\cos \theta_f} \\
\bar{m}_{rs} &= hw(\bar{r}_r - \bar{e}_r) \times (p_{rs} \hat{e}_{rs}^{rs} + \tau_{rs, x} \hat{e}_{x}^{rs} + \tau_{rs, y} \hat{e}_{y}^{rs})
\end{align*}
\]

where the pressure profile (\( p_{ws} \)) and the shear profiles (\( \tau_{ws, x} \) and \( \tau_{ws, y} \)) on the wing surface are curve fitted using the data measured. The monotonic piecewise cubic interpolation method [38] is applied here. Since the rudder is a flat, the pressure and shear profile is assumed to be uniform.

**Attitude Control and Controller Design**

The attitude dynamics of the MAV in the body coordinate is given by

\[
\begin{align*}
\dot{\bar{\theta}} &= D \bar{\omega}^b \\
J \dot{\bar{\omega}}^b &= -\bar{\omega}^b \times (J \bar{\omega}^b) + \bar{m}^b
\end{align*}
\]

in which \( \bar{\theta} = [\phi, \theta, \psi] \) is the Euler angle, \( \bar{\omega}^b = [p, q, r]^T \) is the angular velocity expressed in the body coordinate, \( J \) is the moment of inertia with respect to the center of mass, \( \bar{m}^b \) is the moment acting on the MAV and expressed in the body coordinate, and matrix \( D \) [57] is the relationship between the Euler angle rate and the angular velocity for a 3-2-1 rotation sequence.
The moment $\hat{m}^B$ in Eq. (55) is a complex nonlinear function of the wind speed, attitude, and control surface deflections. Here, $\bar{u}=[\delta_{el}, \delta_{r}, \delta_{l}]$ is the control vector composed of the deflection angles of the left elevon, right elevon, and rudder. To achieve a control-affine model, the moment is expanded around the trimmed control vector $\bar{u}_{trim}$ for the current flight status (attitude states and wind speed) using the Taylor series expansion as

$$\hat{m}^B = m^B|_{\bar{u}=\bar{u}_{trim}} + \frac{\partial m^B}{\partial \bar{u}} |_{\bar{u}=\bar{u}_{trim}} \Delta \bar{u} + O(\Delta \bar{u}^2)$$

(57)

where $\Delta \bar{u} = \bar{u} - \bar{u}_{trim}$ is the difference between the current control signal $\bar{u}$ and the trimmed control signal $\bar{u}_{trim}$. Let us define $m^B_\delta = \frac{\partial m^B}{\partial \bar{u}}$ as the moment derivative, and substitute Eq. (57) into Eq. (55), the following approximated control-affine model is obtained

$$\begin{cases}
\dot{\theta} = D\delta^B \\
J \dot{\omega}^B = -\omega^B \times (J \omega^B) + \hat{m}^B|_{\bar{u}=\bar{u}_{trim}} + m^B_\delta|_{\bar{u}=\bar{u}_{trim}} \Delta \bar{u}
\end{cases}$$

(58)

The model in Eq. (58) is a control-affine model; however $\hat{m}^B|_{\bar{u}=\bar{u}_{trim}}$ and $m^B_\delta|_{\bar{u}=\bar{u}_{trim}}$ cannot be easily computed using the real-time pressure/shear information. Hence $\hat{m}^B = m^B|_{\bar{u}(t)}$, instead of $\hat{m}^B|_{\bar{u}=\bar{u}_{trim}}$, is used that can be easily computed using Eq. (54), and a nominal value $m^B_\delta$ is used to replace $m^B_\delta|_{\bar{u}=\bar{u}_{trim}}$. Thus, the nominal model used in the controller design is
\[
\begin{align*}
\dot{\theta} &= D \bar{\omega}^B \\
J \dot{\bar{\omega}}^B &= -\bar{\omega}^B \times (J \bar{\omega}^B) + \hat{m}_B^B + \hat{m}_B^B \Delta \hat{u}
\end{align*}
\]

(59)

It is worth noting that the differences between the actual and nominal models are captured by the uncertainty bounds discussed later.

In the controller design, the state vector is defined to be \( \check{x} \triangleq [\check{x}_1, \check{x}_2]^T = [\check{\theta}, \bar{\omega}^B]^T \), the nominal state function is

\[
\check{f}(x) \triangleq \begin{bmatrix}
\check{f}_1 \\
\check{f}_2
\end{bmatrix} = \begin{bmatrix}
D \bar{\omega}^B \\
-J^{-1} \bar{\omega}^B \times (J \bar{\omega}^B) + J^{-1} \hat{m}_B^B
\end{bmatrix}
\]

the nominal input matrix is defined to be

\[
\check{g}(x) \triangleq \begin{bmatrix}
\check{g}_1 \\
\check{g}_2
\end{bmatrix} = \begin{bmatrix}
0_{3 \times 3} \\
J^{-1} \hat{m}_B^B
\end{bmatrix}
\]

(61)

and the output is

\[ \bar{y} = \bar{h}(x) = \check{\theta} \]

(62)

In the nominal model, the moment derivative \( \hat{m}_B^B \) can be approximated by averaging the experiment or simulation data (e.g., via the Monte Carlo simulation) as

\[
\hat{m}_B^B = \frac{1}{N} \sum_{i=1}^{N} \hat{m}_{B,i}^B
\]

(63)

where \( N \) is the number of experiment or simulation samples.

The mismatches between the nominal and actual models (Eq. (55) vs. Eq. (59)) come from the following sources: 1) only a finite number of sensors are used to find the pressure/shear profiles, 2) the equivalent rectangular wing is used to approximate the delta flying-wing configuration, 3) a flat and thin rudder surface is assumed, and 4) noise associated with sensor
measurements cannot be avoided. All these mismatches are captured by the following two
uncertainty bounds: the functional uncertainty bound $F$ for the state function and the parametric
uncertainty bound $G$ for the input matrix. These two bounds are assumed to satisfy the
following tow inequalities

$$
\Delta_f = L_j^2 \tilde{h} - L_j^3 \tilde{h}, \quad \| \Delta_f \| \leq \bar{F} \tag{64}
$$

and

$$(I + \Delta_G) = [L_x L_j \tilde{h}] [L_x L_j \tilde{h}]^+, \quad \| \Delta_G \| \leq G < 1 \tag{65}
$$

where “$L$” refers to the Lie derivative, $\Delta_f$ and $\Delta_G$ are the difference of the Lie derivatives
between the nominal and true model, $\bar{F}$ and $G$ represent the parametric uncertainty bounds, ‘$
\| \|$’ denotes the element by element absolute operator, and “$+$” denotes the pseudo-inverse
operation. The Lie derivatives in Eqs. (64) and (65) are simplified as

$$
\begin{cases}
L_j \tilde{h} = \left[ \frac{\partial \tilde{h}}{\partial \tilde{\theta}} \frac{\partial \tilde{h}}{\partial \tilde{\omega}} \right] \begin{bmatrix} \hat{f}_1 \\ \hat{f}_2 \end{bmatrix} = \hat{f}_i
\end{cases}
$$

and

$$(66)$$

$$
\begin{cases}
L_j \hat{h} = L_j \tilde{h} = L_j \hat{f}_1 = \left[ \frac{\partial \hat{f}_1}{\partial \hat{\theta}} \frac{\partial \hat{f}_1}{\partial \hat{\omega}} \right] \begin{bmatrix} \hat{f}_1 \\ \hat{f}_2 \end{bmatrix} = D_{11} \hat{f}_1 + D\hat{f}_2
\end{cases}
$$

and

$$(67)$$
\[
\begin{align*}
L_g L_f \hat{h} &= L_g (L_f h) = L_g \hat{f}_1 = \begin{bmatrix}
\frac{\partial \tilde{f}_1}{\partial \vartheta} & \frac{\partial \hat{f}_1}{\partial \vartheta} \\
\frac{\partial \tilde{f}_1}{\partial \omega} & \frac{\partial \hat{f}_1}{\partial \omega} \\
\hat{g}_1 & \hat{g}_2
\end{bmatrix} = D\hat{g}_2 \\
L_g L_f \hat{h} &= L_g (L_f \hat{h}) = L_g \hat{f}_1 = \begin{bmatrix}
\frac{\partial \tilde{f}_1}{\partial \vartheta} & \frac{\partial \hat{f}_1}{\partial \vartheta} \\
\frac{\partial \tilde{f}_1}{\partial \omega} & \frac{\partial \hat{f}_1}{\partial \omega} \\
\hat{g}_1 & \hat{g}_2
\end{bmatrix} = \hat{D}\hat{g}_2
\end{align*}
\]

(68)

where \( D_{11} = \partial \tilde{f}_1 / \partial \vartheta \), \( \hat{D}_{11} = \partial \hat{f}_1 / \partial \vartheta \), and \( \hat{D} = D|_{\vartheta = \hat{\vartheta}} \).

In this paper, bounds \( \bar{F} \) and \( G \) are found through the Monte Carlo simulation. In each of the Monte Carlo runs, the free stream wind speed, Euler angles, angular velocity, and control surface deflections are randomly chosen within certain ranges around the nominal values. The uncertainty bounds, \( \bar{A}^{(i)}_F \) and \( \Delta G^{(i)}_G \), can be calculated for each Monte Carlo run (denoted by the superscript “(i)”). After all the Monte Carlo runs are finished, the control derivative \( \hat{m}_{\xi}^B \), and bounds \( \bar{F} \) and \( G \) can be found numerically via Eq. (63), (64) and (65), respectively.

A nonlinear robust controller in [42] is customized as

\[
\Delta \tilde{u} = \left[ L_g L_f \hat{h} \right] \begin{bmatrix}
\dot{\tilde{y}}_d - L_f^2 \hat{h} + \tilde{\lambda}_1 \circ \tilde{e} + \tilde{\lambda}_0 \circ \dot{\tilde{e}} + \tilde{k} \circ \tilde{s}
\end{bmatrix}
\]

(69)

in which the gain is calculated using

\[
\tilde{k} \circ \tilde{s} = (I_{3 \times 3} - G)^{-1} \left[ \bar{F} + G \begin{bmatrix}
\frac{d^2 \tilde{y}_d}{dt^2} - L_f^2 \hat{h} + \tilde{\lambda}_1 \circ \tilde{e} + \tilde{\lambda}_0 \circ \dot{\tilde{e}} + \tilde{\eta} \circ \tilde{s}
\end{bmatrix} \right]
\]

(70)

where “\( \circ \)” denotes the element-wise multiplication operation, \( I_{3 \times 3} \) is a three by three identity matrix, \( \tilde{s} \) is defined as \( \tilde{s} = \tilde{\lambda}_1 \circ \int \tilde{e} dt + \tilde{\lambda}_0 \circ \dot{\tilde{e}} + \dot{\tilde{e}} \), \( \tilde{e} = \tilde{y}_d - \tilde{y} - \dot{\tilde{\eta}} = \tilde{\theta} - \dot{\tilde{\theta}} \) is the error between the desired and actual values, \( \tilde{\lambda}_1 \), \( \tilde{\lambda}_0 \) and \( \tilde{\eta} \) are positive control parameters to guarantee the asymptotically stability. The stability and robustness proof can be found in [20].

The main
advantage of this controller is its ability in mitigating the chattering phenomenon.

**Simulation Results**

Due to the fact that several techniques, such as the flow sensor that can simultaneously measure pressure and shear information, are still under development, a simulation environment is investigated in this paper to demonstrate the advantages of new MAV concept and associated three-axis attitude control method.

Compared with the block diagram used in real flight (Figure 46), a flow simulation block is added in the simulated environment to approximate the pressure and shear profiles, as is shown in Figure 51. Specifically, the pressure profile is computed using AVL® [54], while the shear stress is simulated using the model for Newtonian fluid described in [58]. It is worth noting that there are differences between the simulated and real flow fields. First, the pressure in low Reynolds number flights, predicted using the state-of-the-art computational fluid design software such as the lattice vortex model based method [59], are not accurate. Second, to the best knowledge of the authors, there is no software or algorithm can accurately predict the shear stress acting on each point of the MAV surface under turbulent flow conditions. However the purpose of validating the new MAV concept will not be affected by the accuracy of the simulated flow condition.

All the simulations are conducted using MATLAB (R2010a) running in a desktop computer with 2.67 GHz intel(R) i7 Core and 8 GB of RAM. The simulation operates at 10 Hz. The computational cost of the proposed MAV concept mainly comes from the following three subroutines: pressure/shear information reading and data transmission, moment calculation, and control command generation. The measurement update rate of the pressure sensor BMP085 [49]
can be as high as 128 Hz, and if FPGA is used and data are read in parallel, a set of measurements from all the sensors can be obtained every 8 milliseconds. For the 42-sensor configuration used in this paper, it takes the software roughly 2 milliseconds in computing the moments. The control command can be generated within 0.7 milliseconds. It is worth mentioning that as the number of sensors increases, the computational cost will not increase noticeably, because only the moment calculation subroutine will be slightly influenced by the number of sensors while the CPU time used in sensor reading and control command calculation will not be affected much.

![Block diagram of the attitude control system in a simulated environment](image)

Figure 51 Block diagram of the attitude control system in a simulated environment

The mismatches between the nominal model used in the nonlinear robust controller design and the true attitude model come from the following sources: (a) the pressure/shear information measured using a finite number of sensors along the MAC is used to represent the pressure/shear profiles over the MAV surfaces and calculate the moments acting on the MAV; and (b) the nominal state function and input matrix are different from those in the actual model.

To quantify the mismatch between the actual moment acting on the MAV and the numerically integrated one using a finite number of sensors along the MAC, a Monte Carlo
simulation with 500 runs is conducted. The free stream wind speed $V_\infty$ is randomly chosen from a uniform distribution within a range of [5, 25] m/s, and the angle of attack is randomly chosen from a uniform distribution within [-5, 25] degrees. $\delta_\alpha$ and $\delta_\alpha$ are uniformly distributed in [-5, 35] degrees, while $\delta_\gamma$ is randomly chosen from a uniformly distribution of [-25, 25] degrees.

The actual moment acting on the MAV is simulated using the following steps. First in AVL®, 660 horseshoe vortices that follow a cosine distribution in both the span-wise and chord-wise directions are placed on the wing, and 25 vortices are evenly distributed on the rudder surface. Second, since the air velocity on every point is not known in the simulated environment, the shear distribution is assumed to be uniform and Newtonian, and can be simulated using the equation $\tau = 0.5 \rho V_\infty^2 C_f$, where $C_f = 0.664 / \sqrt{\text{Re}}$ is the local skin friction coefficient [58]. The Reynolds number is $\text{Re} = \rho V_\infty L / \mu$, where the air density is $\rho = 1.225 \text{ kg/m}^3$, the dynamic viscosity is $\mu = 1.789 \times 10^{-5} \text{ kg/m/s}$, and $L$ is the characteristic traveled length.

The mismatches between the actual moments and the ones calculated from a finite number of sensor measurements are shown in Figure 52. It can be seen that the differences in the roll, pitch and yaw directions fall into a range of [-0.006, 0.006] N·m², [-0.015, 0.015] N·m², and [-0.012, 0.012] N·m², respectively. The mismatches are about 5% of the actual moments.
(a) mismatches in roll and pitch moments  (b) mismatches in roll and yaw moments

Figure 52 Comparisons of the moments calculated using a large number of nodes in AVL and the ones calculated from the simulated sensors

The uncertainties between the nominal and actual state function and input matrix in Eqs. (64) and (65) are quantified here. Using the same setting shown above, the mismatches in the state function $\Delta F$ and the input matrix $\Delta G$ are show in Figure 53 and Figure 54, respectively.

The nominal control derivative $\hat{B}_m$, nominal state function bound $F$, and nominal input matrix bound $G$ are found to be $\hat{m}_g^B = \begin{bmatrix} 0.2009 & 0.0001 & 0.0052 \\ -0.0002 & 0.2930 & 0.0000 \\ -0.0630 & 0.0000 & 0.0497 \end{bmatrix}$, $\bar{F} = \begin{bmatrix} 0.15 & 0.25 & 0.3 \end{bmatrix}^T$, and $G = \begin{bmatrix} 0.08 & 0.25 & 0.60 \\ 0.20 & 0.04 & 0.25 \\ 0.08 & 0.20 & 0.45 \end{bmatrix}$, respectively. In the simulated environment, the nominal control derivative $\hat{m}_g^g$ is found by averaging the results from a Monte-Carlo simulation and it is assumed to be constant. Practically, this value can be found through wind tunnel experiments or flight tests. If $\hat{m}_g^g$ is significantly different for different flight conditions, a gain scheduling technique can be used so that the uncertainty bound can be reduced and the control performance can be less
conservative. Since the bounds $\bar{F}$ and $G$ obtained from the Monte Carlo simulation are typically very conservative, smaller bounds, guided by the calculated conservative bounds, are used instead to get a better closed-loop performance.

Figure 53 The mismatches between the nominal and actual state functions

Figure 54 The mismatches between the nominal and actual input matrices
To verify the effectiveness of the system, it is tested under various conditions, Case I: Steady wind condition; Case II: Turbulent wind condition; Case III: Turbulent wind with airflow separation. In Case I, the MAV is flying at a constant free steam wind speed of \( V_\infty = 20 \text{ m/s} \). According to the commercial barometric air pressure sensor BMP085 [49], the noise on the pressure measurement is a Gaussian with a zero mean and a standard deviation of \( \sigma = 3 \text{ Pa} \), and assumed to be bounded by \( 3\sigma \). Based on [60], the Euler angle measurement noise is a Gaussian with a zero mean and a standard deviation of 0.2 degrees, and is assumed to be bounded in \([-0.6, 0.6]\) degrees. Similarly, the measurement noise on the angular rate is a Gaussian with a zero mean and a standard deviation of 0.01 deg/s, but assumed to be bounded in \([-0.03, 0.03]\) deg/s. The controller parameters are tuned to be \( \bar{\lambda}_1 = [0.1, 0.1, 0]^T \), \( \bar{\lambda}_0 = [1, 0.4, 1]^T \), and \( \bar{\eta} = [4, 4, 4]^T \). The results of two simulation cases are shown below: In Case I, the attitude is controlled from \( \vartheta_0 = [0, 5, 0] \) degrees to \( \vartheta_d = [0, 10, 6] \) degrees, and in Case II, the attitude is controlled from \( \bar{\vartheta} = [10, 20, 10] \) to \( \bar{\vartheta}_d = [0, 4, 0] \). The closed-loop attitude performance and the control signal applied to the system for these two cases are shown in Figure 55 and Figure 56, respectively. It can be seen that the MAV can track the attitude command using the pressure/shear information, with a small lateral damping within a range of \([-1, 1]\) degrees and a settling time of 5 seconds.
In Case II, to show the effectiveness of the pressure/shear information augmented attitude control system, a turbulent wind is simulated by adding a strong Gaussian noise to the wind velocity. The wind speed is assumed to be a Gaussian distribution with a mean value of 20 m/s and a standard deviation of 2 m/s. Also there are wind disturbances in the $Y^B$ and $Z^B$ axes (a zero mean Gaussian noise with a standard deviation of 2 degrees in the pitching direction and 2 degrees in the yaw direction), which are represented by $\nu_p$ and $\nu_s$ respectively. All the other settings including the control parameters are the same as those of the steady wind condition. The results of two simulation cases are shown below: In Case I the attitude is controlled from...
\( \theta_0 = [0,5,0] \) degrees to \( \theta_d = [0,10,6] \) degrees, and in Case II the attitude is controlled from \( \theta = [10,20,10] \) degrees to \( \theta_d = [0,4,0] \) degrees. The simulation results are shown in Figure 57 and Figure 58, respectively. Figure 57(a) and Figure 58(a) show the attitude performance, where the solid line refers to the actual attitude and the dashed lines refer to the desired value. In both simulation cases, the attitude can be controlled to desired value within a rising time of 1.5 seconds, with a settling time of 3 seconds and a small lateral damping winthin 2 degrees.

![Figure 57](a) attitude profile (b) angular rate profile (c) control signal profile

Figure 57 Attitude control under turbulent flow condition (Case I)

![Figure 58](a) attitude profile (b) angular rate profile (c) control signal profile

Figure 58 Attitude control under turbulent flow condition (Case II)
In Case III, the proposed attitude control system is tested in a simulated turbulent condition with flow separations. The simulated turbulence is simulated to that of Section V.D. The flow separation is simulated through adding a uniformly distributed noise to the sensor couples 6-10 on both sides of the wing and the sensor couple on the rudder, considering the fact that the flow may separates easily on the half wing towards the trailing edge. The simulated flow separation is added to the system at a frequency of 5 Hz, with amplitude of twice the nominal pressure and shear stresses. The closed-loop system performance is shown in Figure 59. As it can be seen, even in such a complex flow condition, the MAV is still stable, although the settling time is longer as compared with those of the steady wind condition.

![Figure 59](image)

(a) attitude profile  (b) angular rate profile  (c) control signal profile

Figure 59 Attitude control under turbulent conditions with flow separations

It’s obvious that both the novel sensing strategy and the robust controller design contribute to the stable performance of MAV in complex flow conditions. To further demonstrate the benefit of incorporating pressure/shear information in the MAV attitude control, two additional simulations under exactly the same turbulence and flow separation conditions are conducted. In Case I, it is assumed that the nominal pressure and shear information are known for different flow conditions through extensive wind tunnel and flight experiments, but real-time
turbulence and sudden flow separations are not known. This test scenario can be used to mimic the gain scheduling control method in which the nominal moment coefficients are known. In Case II, it is assumed that no pressure and shear information is available and only the rigid body motion information (e.g. the Euler angle) can be measured. The results for these two simulation cases are shown in Figure 60 and Figure 61, respectively. It is shown in the mimicked gain scheduling approach (Figure 60) that a stable result can be obtained but the settling time is much longer and the lateral damping is much higher than those of the proposed method. It is worth noting that this stable performance is based on the assumption that the nominal moment coefficients are precisely predicted. If no flow information is known (in Figure 61), the closed-loop system is unstable in the simulated turbulence condition with flow separations.

Figure 60 Attitude control under turbulent and separated flow with partial sensing capabilities

(a) attitude profile  (b) angular rate profile  (c) control signal profile
Figure 61 Attitude control under turbulent and separated flow without sensing capability
CHAPTER FIVE: FAULT TOLERANT CONTROL

In chapters 2 and 3, pitching control of a straight uniform wing is demonstrated in both simulation and wind tunnel tests, and the three-axis attitude control for a MAV is shown in Chapter 4. All the previous studies are based on an assumption that all the sensors work during flights. However, since there are many airflow sensors onboard and many cables are involved, the chance of sensor failures is not small. Therefore, an attitude controller that is adaptive or robust with respect to sensor failures needs to be studied. One efficient approach in dealing with hardware failure is to add redundant devices. However, hardware redundancy is not a viable option for MAVs because of its stringent power, size, and weight limitations. This chapter will show a robust adaptive control strategy to deal with sensor failure scenarios.

Traditionally, the MAV’s attitude motion model is inherited from that of bigger airplanes. As shown in Figure 62(a), the attitude control system is normally composed of feedback loops, and the attitude information is measured using rigid-body sensors such as inertial measurement unit and vision sensors. Figure 62(b) shows the attitude control system in [50, 61], in addition to the rigid-body attitude feedback signal, the airflow measurements over the body surface also feedback into the controller to achieve better performance. In this system, the moment is purely calculated from the sensor measurements by assuming that all the sensors work well in the flight. If some of sensors fail, the moment calculation will be varied from the true value. Hence, to enable the fault tolerant capability of the flight control system, an updated structure needs to be designed so that the true moment can be estimated in real-time during flight. Figure 62(c) shows the structure of the robust adaptive controller, in which the “mapping structure update” block relates the airflow information and the aerodynamic forces/moments.
Traditionally, the fault tolerant control systems are classified into mainly two categories, passive methods and active methods [62-64]. In passive methods, the potential failure modes are assumed to be known and considered together with the nominal operating conditions in the control design process; while the active methods react to system failures by reconfiguring the controller based on the information from fault detection system to maintain acceptable performance. The fault tolerant attitude control of this paper belongs to the active methods. The advantages of this method are as follows, first, it does not depend on fault detection for actions; second, it can deal with not only the inaccuracy in moment calculation caused by sensor failure but also from error in the approximation itself.
The rest of this chapter is organized as follows, firstly, the moment calculation from the raw measurement is formulated, and the sensor placement is formulated as a constrained optimization problem; secondly, the attitude control modeling is derived; thirdly, the robust and adaptive fault tolerant controller is derived with and the stability of which is proved; and finally, the simulation results are given.

Airflow Sensing and Moment Mapping

Two coordinate systems, including the body coordinate $O^B X^B Y^B Z^B$ and the local surface coordinate $O^S_i X^S_i Y^S_i Z^S_i$ at the location of surface element $i$, are used in the aerodynamic moment analysis as shown in Fig. 1. In the body coordinate, axis $X^B$ points forward towards the nose, axis $Y^B$ points to the right wing, and axis $Z^B$ points downward defined by the right hand rule. The surface coordinate is defined in accordance with the sensor. $O^B X^B Y^B Z^B$ In Figure 63, “C.G.” refers to the center of gravity $r_{cg}$, $r_i$ is the position vector of the surface element $i$, and $p_i$, $\tau_{x,i}$, and $\tau_{y,i}$ are the pressure, shear stresses along the three axes of the local surface coordinate respectively.

Figure 63 Pressure and shear stresses on an arbitrary surface element
Let us assume that \( N_S \) sensors can approximate the air flow on a MAV surface. Thus, the aerodynamic moment can be calculated using

\[
\hat{m}_f = \sum_{i=1}^{N_S} s_i \left( r_i \times (R_i, q_i) \right)
\]

(71)

in which \( s_i \) is the area of surface element governed by sensor \( i \); as \( N_S \to \infty \), \( s_i \to ds \) (the deferential unit). Otherwise, \( s_i \) is approximately the area between successive sensors. \( q_i = [r_{x,i}, r_{y,i}, r_{z,i}]^T \) is the sensor measurements, \( R_i \) is the rotational matrix from the local surface coordinate \( O_i^S X_i^S Y_i^S Z_i^S \) to the MAV body frame \( O^B X^B Y^B Z^B \), and \( r_i = [r_{i,1}, r_{i,2}, r_{i,3}]^T \) is expressed in the body coordinate system. Let us define a skew-symmetric matrix

\[
P_i = \begin{bmatrix}
0 & -r_{i,3} & r_{i,2} \\
-r_{i,3} & 0 & -r_{i,1} \\
r_{i,2} & r_{i,1} & 0
\end{bmatrix},
\]

(72)

and Eq. (71) becomes

\[
\hat{m}_f = \sum_{i=1}^{N_S} s_i \left( P_i R_i q_i \right) = M_f q_f
\]

(73)

where \( M_f = [s_1 P_{i,1}, \cdots, s_{N_S} P_{i,N_S}, R_{i,1}, \cdots, R_{i,N_S}] \in \mathbb{R}^{3 \times 3 N_S} \), \( q_f = [q_{i,1}^T, \cdots, q_{i,N_S}^T]^T \in \mathbb{R}^{3 N_S \times 1} \), \( q_i \) is composed of all the measured shear and pressure information. \( M_f \) is a function of the geometrical configuration and the control surface deflections, all the entries in \( M_f \) are calculated offline except the contributions from the airflow sensors installed on the control surfaces. Here, the area elements \( s_i \) and the skew-symmetric matrix \( P_i \), \( i = 1, \cdots, N_S \), are constants and predefined once the sensor layout is determined. The calculation of the direct cosine matrix \( R_i \) is shown in Figure 64 for
three cases. Case 1: for the wing surface element, $R_i$ is obtained from two rotations, firstly through a rotation around the $X^b$ axis by the dihedral angle $\theta_d$, and then a second rotation of $\theta_f$ about the $Y^b$ axis. Case 2: for the surface elements on the elevon, the rotations are the same as that of the wing surface case except that the angle in the second rotation is $\theta_f + \delta_e$, where $\delta_e$ is the angle of the elevon. Case 3: for the rudder surface elements, the direct cosine matrix $R_i$ can be achieved by rotating the local surface around the $Z^b$ axis for the rudder deflection angle $\delta_r$.

Hence, $R_i$ is given as

$$ R_i = \begin{cases} R_{y^b}(\theta_{f,i})R_{x^a}(\theta_d) & \text{if } s_i \in W \\ R_{y^b}(\theta_{f,i} + \delta_e)R_{x^a}(\theta_d) & \text{if } s_i \in E \\ R_{z^a}(\delta_r) & \text{if } s_i \in R \end{cases} $$

(74)

where $W$, $E$, and $R$ refer to the wing surface, elevon surface, and rudder surface, respectively.

$R_{x^a}$, $R_{y^b}$, and $R_{z^a}$ are the single axis rotation matrices given as

$$ R_{x^a}(\theta) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos(\theta) & \sin(\theta) \\ 0 & -\sin(\theta) & \cos(\theta) \end{bmatrix}, \quad R_{y^b}(\theta) = \begin{bmatrix} \cos(\theta) & 0 & -\sin(\theta) \\ 0 & 1 & 0 \\ \sin(\theta) & 0 & \cos(\theta) \end{bmatrix}, \quad \text{and} \quad R_{z^a}(\theta) = \begin{bmatrix} \cos(\theta) & \sin(\theta) & 0 \\ -\sin(\theta) & \cos(\theta) & 0 \\ 0 & 0 & 1 \end{bmatrix}, \text{respectively.} $$
Figure 64 Calculation of the local rotation matrices

**Attitude Motion Model with an Airflow Sensor Array**

The attitude dynamics of the MAV in the body frame \([57]\) is given by

\[
\begin{align*}
\dot{\theta} &= D\omega \\
J\dot{\omega} &= -\omega \times (J\omega) + m
\end{align*}
\]  

(75)

in which \(\theta = [\phi, \theta, \psi]^T \in \mathbb{R}^{3\times1}\) is the Euler angle, \(\omega = [p, q, r]^T \in \mathbb{R}^{3\times1}\) is the angular velocity in the body frame, and matrix \(D\) is the relationship between the Euler angle rate and the angular velocity in the body frame

\[
D = \begin{bmatrix}
1 & \sin \phi \tan \theta & \cos \phi \tan \theta \\
0 & \cos \phi & -\sin \phi \\
0 & \sin \phi \sec \theta & \cos \phi \sec \theta
\end{bmatrix}
\]  

(76)

\(J \in \mathbb{R}^{3\times3}\) is the moment of inertia of the MAV, and \(m\) is the actual aerodynamic moment. To obtain a control affine model, through the Taylor series expansion, Eq. (5) is written as
Here $B^0 \in \mathbb{R}^{3 \times 3}$ is the control derivative, evaluated at current flight states and trimmed deflection angles of the control surfaces. It is worth noting that $u$ is small disturbance control from the trimmed value and is modeled as

$$u = H(\delta - \delta_{\text{trim}})$$

(78)

where $\delta = [\delta_{el}, \delta_{er}, \delta_r]^T$ is the control surface deflection angles, and $\delta_{\text{trim}}$ is the trim angles of the control surfaces. $\delta_{el}$, $\delta_{er}$ and $\delta_r$ are the deflection angles of the left elevon, right elevon and rudder, respectively. To make the input matrix $B$ diagonal, $H$ is a transformation matrix defined as

$$H = \frac{1}{2} \begin{bmatrix} -1 & 1 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 2 \end{bmatrix}$$

(79)

From the definition of $H$ in Eq. (79), the control input matrix $B$ becomes diagonally dominant. Since $m^0_f$ is not easy to be calculated and it may vary for different trim conditions, the real-time aerodynamic moment is used in the nominal model as

$$\begin{aligned} \dot{\theta} &= D\omega \\ J\dot{\omega} &= -\omega \times (J\omega) + m^0_f + \eta + Bu \end{aligned}$$

(80)

where $B = \text{diag}([B^0_{11}, B^0_{22}, B^0_{33}])$, $\eta \in \mathbb{R}^{3 \times 1}$ is a compensator, which is composed of three parts (1) the mismatches between $m^0_f$ and $\hat{m}_f$, (2) the mismatch of using $Bu$ to replace $B^0u$, and (3) moment drifting caused by sensor failures.
Fault Tolerant Control Design

Let us define \( e_1 = \theta - \theta_d \) and \( e_2 = \omega - \omega_d \). Then Eq. (80) is derived as

\[
\begin{align*}
\dot{e}_1 &= -\dot{\theta}_d + D(e_2 + \omega_d) \\
\dot{e}_2 &= -\dot{\omega}_d - J^{-1}\{(e_2 + \omega_d) \times [J(e_2 + \omega_d)]\} + J^{-1}\tilde{m}_f + J^{-1}\eta + J^{-1}Bu
\end{align*}
\]

(81)

Considering the fact that the input matrix \( B \) is a function of the state variables, and the aerodynamic moment change is mainly captured by the sensors, the moment changes obtained by control surface changed around current state doesn’t varying too much, \( B \) is assumed to be bounded around a constant matrix \( \hat{B} \), given by

\[
B = (I + \Delta)\hat{B}
\]

(82)

where \( \Delta \) is assumed to be bounded, diagonal matrix, and

\[
0 \leq |\Delta_{ii}| \leq G_u, \quad i, j = 1, 2, 3,
\]

and \( \Delta_{ij} = 0, \text{if } i \neq j \).

Let \( \hat{\eta} \) be the estimated value of \( \eta \), and the error between them are defined as

\[
\tilde{\eta} = \hat{\eta} - \eta
\]

(83)

Considering the fact that the airflow sensor fails at a much lower frequency compared to the control system sampling frequency, \( \eta \) can be assumed as an unknown constant. To simplify the derivation of the controller, let’s define

\[
f_1(e_1, e_2) \triangleq -\dot{\theta}_d + D(e_2 + \omega_d)
\]

(84)

and

\[
f_2(e_1, e_2) \triangleq -\dot{\omega}_d - J^{-1}\{(e_2 + \omega_d) \times [J(e_2 + \omega_d)]\} + J^{-1}\tilde{m}_f + J^{-1}\tilde{\eta}
\]

(85)

Then Eq. (81) can be written in a simpler form as
Following the back-stepping design procedure [65], a new set of state variables are defined as

\[
\begin{cases}
x_1 = e_1 \\
x_2 = \Gamma_i e_i + f_i(e_1, e_2)
\end{cases}
\] (87)

The derivative of the state variable \(x_i, i = 1,2\) leads to

\[
\begin{cases}
\dot{x}_1 = -\Gamma_1 x_1 + x_2 \\
\dot{x}_2 = -\Gamma_2 x_2 - \Gamma_3 \int_0^t x_1 dt + f(x_1, x_2) + h(x_1, x_2)\dot{\eta} + g(x_1, x_2)u
\end{cases}
\] (88)

where \(\Gamma_1, \Gamma_2,\) and \(\Gamma_3\) are positive diagonal matrices, they define the decreasing rate of states \(x_1\) and \(x_2\). \(f(z_1, z_2), g(z_1, z_2),\) and \(h(z_1, z_2)\) are defined as follows,

\[
\begin{cases}
f(x_1, x_2) \triangleq \Gamma_2 x_2 + \Gamma_3 \int_0^t x_1 dt + \Gamma_1 f_i(e_1, e_2) + \frac{\partial f_i(e_1, e_2)}{\partial e_2} f_i(e_1, e_2) + \frac{\partial f_i(e_1, e_2)}{\partial e_1} f_i(e_1, e_2) \\
g(x_1, x_2) \triangleq \frac{\partial f_i(e_1, e_2)}{\partial e_2} J^{-1} B \\
h(x_1, x_2) \triangleq -\frac{\partial f_i(e_1, e_2)}{\partial e_1} J^{-1}
\end{cases}
\] (89)

The derivation of Eq. (88) and Eq. (89) is shown in Appendix A.

From Eq.(88), we can see that if \(x_1 \to 0\) and \(e_1 \to 0\) and \(e_2 \to 0\), and vice versa. Therefore, instead of designing a controller for the system Eq. (86), a controller for the equivalent system in Eq.(88) is designed.

**Theorem 1:** If \(B\) is perfectly known and \(g(z_1, z_2)\) is invertible, if the following controller and
parameter update law are adopted

\[ u = -[g(x_1, x_2)]^{-1} f(x_1, x_2) \]  

and

\[ \dot{\mathbf{\eta}} = -\Gamma_\eta [h(x_1, x_2)]^T x_2 \]  

Then, the system in Eq. (88) is globally asymptotically stable.

Proof: Choose the following Lyapunov function

\[ V = \frac{1}{2} x_1^T x_1 + \frac{1}{2} x_2^T x_2 + \frac{1}{2} \eta^T \Gamma_\eta^{-1} \eta + \frac{1}{2} \left( \Gamma_3^{-1/2} \Gamma_3^2 x_1 + \Gamma_3^{1/2} \int_{t_0}^{t} x_1 dt \right)^T \left( \Gamma_3^{-1/2} \Gamma_3^{1/2} \Gamma_3^{1/2} \int_{t_0}^{t} x_1 dt \right) \]  

Since $V = 0$ if and only if $x_1 = x_2 = \mathbf{\eta} = 0$ and $V > 0$ everywhere else, $V$ is positive definite.

The derivative of this Lyapunov function is

\[ \dot{V} = x_1^T (-\Gamma_1 x_1 + x_2) + x_1^T \Gamma_1^{-1} \Gamma_3 (-\Gamma_1 x_1 + x_2) + \eta^T \Gamma_\eta^{-1} \dot{\mathbf{\eta}} + \left( \int_{t_0}^{t} x_1 dt \right)^T \Gamma_3 (-\Gamma_1 x_1 + x_2) + \int_{t_0}^{t} x_1 dt + f(x_1, x_2) + h(x_1, x_2) \eta + g(x_1, x_2)u \]

\[ = -x_1^T \Gamma_1 x_1 + x_1^T x_2 + x_1^T \Gamma_1^{-1} \Gamma_3 x_2 - x_2^T \Gamma_2 x_2 + x_2^T [f(x_1, x_2) + g(x_1, x_2)u] + \eta^T \Gamma_\eta^{-1} \dot{\mathbf{\eta}} + [h(x_1, x_2)]^T x_2 \]

If we choose

\[ \Gamma_2 = \frac{1}{4} \Gamma_1^{-1} (I + \Gamma_1^{-1} \Gamma_3)^T (I + \Gamma_1^{-1} \Gamma_3) + \Gamma_4 \]  

\[ u = -[g(x_1, x_2)]^T [f(x_1, x_2) + K \circ \text{sgn}(x_2)] \]  

and
where $\Gamma_4$ is an arbitrary positive diagonal matrix. Then,

$$\dot{\eta} = -\Gamma_\eta [h(x_1, x_2)]^T x_2$$

(96)

Use the Lyapunov stability theorem [66], we can conclude that the close loop system is asymptotically stable.

**Theorem 2:** If $B$ is unknown but bonded by Eq. (82), and the following controller and parameter update law are adopted

$$u = -[\hat{g}(x_1, x_2)]^T [f(x_1, x_2) + K \circ \text{sgn}(x_2)]$$

$$K \in \mathbb{R}^{3 \times 1}, K \succeq 0$$

(98)

$$\dot{\eta} = -\Gamma_\eta [h(x_1, x_2)]^T x_2$$

(99)

where $\text{sgn}(x) = \begin{cases} 
1, & \text{if } x \geq 0 \\
-1, & \text{if } x < 0
\end{cases}$.

Then, the closed-loop system in Eq. (80) is globally asymptotically stable.

Proof: Use the same Laypunov function as in Eq. (92) $V \succeq 0$, and take derivative of the Lyapunov function, we get Eq.(93). Then, submit Eq. (94), (98), (99), and (82) into Eq.(93), we can obtain
\[
\dot{V} = -x_1^T \Gamma_1 x_1 + x_1^T (I + \Gamma_1^{-1} \Gamma_3) x_2 - x_2^T \Gamma_2 x_2 \\
+ x_2^T \{ f(x_1, x_2) + g(x_1, x_2) u \} + \hat{\eta}^T \{ \Gamma_1^{-1} \hat{\eta} + [h(x_1, x_2)]^T \}
\]
\[
= -x_1^T \Gamma_1 x_1 + x_1^T (I + \Gamma_1^{-1} \Gamma_3) x_2 - x_2^T \Gamma_2 x_2 + \hat{\eta}^T \{ \Gamma_1^{-1} \hat{\eta} + [h(x_1, x_2)]^T \}
\]
\[
+ x_2^T \{ f(x_1, x_2) - g(x_1, x_2) [\hat{g}(x_1, x_2)]^T \} [f(x_1, x_2) + K \circ \text{sgn}(x_2)]
\]
\[
= -(\Gamma_1^{1/2} x_1 - \Gamma_2^{1/2} x_2)^2 - x_2^T \Gamma_4 x_2
\]
\[
+ x_2^T \{ f(x_1, x_2) - (I + \Delta) [f(x_1, x_2) + K \circ \text{sgn}(x_2)] \}
\]
\[
= -(\Gamma_1^{1/2} x_1 - \Gamma_2^{1/2} x_2)^2 - x_2^T \Gamma_4 x_2 + x_2^T \{ f(x_1, x_2) - (I + \Delta) K \circ \text{sgn}(x_2) \}
\]

(100)

Since \( \Delta \leq G \), we get

\[
\dot{V} \leq -(\Gamma_1^{1/2} x_1 - \Gamma_2^{1/2} x_2)^2 - x_2^T \Gamma_4 x_2 + |x_2^T| \{ GF(x_1, x_2) - (I - G) K \}
\]

(101)

where \( F(z_1, z_2) \) is given by

\[
F(x_1, x_2) = \frac{1}{2} \{ f(x_1, x_2) + |f(x_1, x_2)| \}
\]

(102)

From Eq. (101), we can see that if we can find a \( K \) such that \( GF(x_1, x_2) - (I - G) K \leq 0 \), then \( \dot{V} \leq 0 \). Luckily the solution of \( K \) exists and it is unique for the special case of \( GF(x_1, x_2) - (I - G) K = 0 \), which is guaranteed by the following Lemma.

**Lemma 1:** Let \( G \in \mathbb{R}^{3 \times 3} \) be a positive and diagonally dominant with \( 0 < G_{ii} < 0.5 \) and \( F(x_1, x_2) \geq 0 \) \( F(x_1, x_2) \geq 0 \). There is always a solution \( K \geq 0 \) such that \( F(x_1, x_2) - (I - G) K = 0 \).

Proof: Since \( G \in \mathbb{R}^{3 \times 3} \) is diagonal and positive, and \( 0 < G_{ii} < 0.5 \), so, the maximum eigenvalue \( \lambda_{\text{max}} \) of \( G \) is \( \lambda_{\text{max}} = \max \{G_{11}, G_{22}, G_{33}\} < 1 \). Using the Frobenius-Perron Theorem [47], we can conclude that there is always a solution of \( K \) to the equation \( F(x_1, x_2) - (I - G) K = 0 \) and all the components of \( K \) are non-negative. Moreover, the solution is given by
\[ K = (I - G)^{-1} F(x_1, x_2) = (I - G)^{-1} G F(x_1, x_2) \] (103)

**Simulation Results**

The simulation diagram is shown in Figure 65. Compared to the block diagram for reality flight in Figure 62, an additional airflow simulator block is added to the system. Theoretically, to simulate the real-time flight scenarios, a best candidate of the airflow simulators should have fast speed, be easy to embed into the control system, and capable of simulating both pressure and shear stresses. To the best knowledge of the authors, software that could simulate the distributions of pressure and shear stresses simultaneously is not mature yet. Here, consider the flexibility in MAV configuration design, AVL® [54] is adopted for the pressure distribution calculation, while the shear stress is simulated as \( \tau = \frac{1}{2} \rho_\infty V_\infty^2 c_f \) and for laminar flows \( c_f = \frac{0.664}{\sqrt{Re_x}} \), for turbulent flows \( c_f = \frac{0.0592}{\sqrt{Re_x}} \), \( Re_x = \frac{V_\infty \rho_\infty x}{\mu_\infty} \), where \( V_\infty \) is the free stream wind speed, \( \rho_\infty \) is the air density, \( \mu_\infty \) is the absolute viscosity coefficient, \( x \) is the distance to the leading edge.

![Simulation diagram of attitude control](image-url)
The configuration of the MAV used in this paper is the same as that in [61], which is duplicated as Figure 45. The geometrical sizes are given as follows, \( c_r = 10 \text{ cm}, \ c_i = 5 \text{ cm}, \ b = 15 \text{ cm}, \ c_e = 2 \text{ cm}, \ b_e = 7.5 \text{ cm}, \ d = 1 \text{ cm}, \ h = 3 \text{ cm}, \ w = 3 \text{ cm}, \) and the moment of inertia is \( J = [0.0526, 0, 0.0049; 0, 0.0804, 0; 0.0049, 0, 0.0405] \text{ kg} \cdot \text{m}^2. \) Forty sensor couples are placed on the mean aerodynamic chords on the wing, while five sensor couples are placed on the middle horizontal section of the rudder. Considering the fact that AVL can only simulate the flow over the mean chord surface of a MAV, the sensors are placed in couples, where a sensor couple is composed of two sensors that share the same \( X^B \) and \( Y^B \) (\( Z^B \)) components but on both sides of the wing (rudder) surface. Moreover, to make full use of these sensor couples and reduce the number of sensors needed for airflow sensing purpose, the sensor couples on the wing and elevon surfaces are placed on the mean aerodynamic chord section; while on the rudder surface, five sensor couples are placed vertically along the middle line of the surface. Considering the symmetry of the wing, chordwise location of the half number the sensors on the wing and all sensors on the rudder are given in Table 15. Here, sensor couples \( S_1, \ldots, S_{20} \) are on the left wing, sensor couples \( S_{21}, \ldots, S_{40} \) are on the right wing, and sensor couples \( S_{41}, \ldots, S_{45} \). The values are given in percentage of the length of mean aerodynamic chord, measured from the leading edge of the mean aerodynamic chord and rudder respectively.

<table>
<thead>
<tr>
<th>( S )</th>
<th>1%</th>
<th>2%</th>
<th>4%</th>
<th>6%</th>
<th>9%</th>
<th>13%</th>
<th>17%</th>
<th>22%</th>
<th>38%</th>
<th>45%</th>
<th>53%</th>
<th>60%</th>
<th>65%</th>
<th>70%</th>
<th>74%</th>
<th>76%</th>
<th>80%</th>
<th>85%</th>
<th>96%</th>
<th>98%</th>
<th>10%</th>
<th>30%</th>
<th>50%</th>
<th>70%</th>
<th>90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_1 )</td>
<td>( S_2 )</td>
<td>( S_3 )</td>
<td>( S_4 )</td>
<td>( S_5 )</td>
<td>( S_6 )</td>
<td>( S_7 )</td>
<td>( S_8 )</td>
<td>( S_9 )</td>
<td>( S_{10} )</td>
<td>( S_{11} )</td>
<td>( S_{12} )</td>
<td>( S_{13} )</td>
<td>( S_{14} )</td>
<td>( S_{15} )</td>
<td>( S_{16} )</td>
<td>( S_{17} )</td>
<td>( S_{18} )</td>
<td>( S_{19} )</td>
<td>( S_{20} )</td>
<td>( S_{41} )</td>
<td>( S_{42} )</td>
<td>( S_{43} )</td>
<td>( S_{44} )</td>
<td>( S_{45} )</td>
<td></td>
</tr>
</tbody>
</table>
Before we show the experiment of the attitude control performance, the comparison of the “actual” moment on the MAV and that calculated from the sensor measurement. Here, the “actual” moment on the MAV is calculated from using 685 nodes on surface of the MAV, while a down-sampled 45 nodes (sensors) are used as nominal sensor measurements. Here, The free stream wind speed \( V_\infty \) is randomly chosen within a range of \([5, 25]\) m/s, and the angle of the attitude angles are randomly selected from \( \theta \sim U[\theta_{\text{min}}, \theta_{\text{max}}] \), where \( \theta_{\text{min}} = [-10, -5, -20]^T \) degs, and \( \theta_{\text{max}} = [10, 20, 20]^T \); the angular rates are randomly selected from \( \omega \sim U[\omega_{\text{min}}, \omega_{\text{max}}] \), where \( \omega_{\text{min}} = [-10, -10, -10]^T \) degs, and \( \omega_{\text{max}} = [10, 10, 10]^T \). It can be seen that the overall calculated results from Figure 66, the mismatch in the moments fall into ranges of \([-1,1] \times 10^{-3}\) N·m in roll, \([-5,5] \times 10^{-3}\) N·m in pitch, and \([-2,2] \times 10^{-3}\) N·m in yaw, respectively.

![Figure 66 Difference between the “actual” and calculated moments](image)

Figure 66 Difference between the “actual” and calculated moments
The uncertainty between the nominal and actual input matrix in Eq. (82) is characterized using the Monte Carlo simulation, where the attitude angles and angular rates are selected the
same ways as mentioned above. The results are shown in Figure 67, where we found that

\[
B^0 = \begin{bmatrix}
0.116 & -0.000 & 0.003 \\
-0.000 & 0.163 & 0.000 \\
-0.017 & 0.001 & 0.027
\end{bmatrix}
\quad \text{and} \quad
B = \begin{bmatrix}
0.116 & 0 & 0 \\
0 & 0.163 & 0 \\
0 & 0 & 0.027
\end{bmatrix}.
\]

From Figure 68, we let \( G = \text{diag}([0.2, 0.3, 0.2]) \). Note that the uncertainty matrix \( G \) is very conservative, and it can be loosen to \( G = \text{diag}([0.1, 0.1, 0.1]) \) to achieve a better performance. Other parameters in the controller Eq. are set as \( \Gamma_1 = 4 \cdot \text{diag}([1, 1, 1]) \), \( \Gamma_2 = 2.65 \times \text{diag}([1, 1, 1]) \), \( \Gamma_3 = 0.3 \cdot \text{diag}([1, 1, 1]) \), and \( \Gamma_\eta = \text{diag}([1, 2, 1]) \). Based on [26], the Euler angle measurement noise is a Gaussian with a zero mean and a standard deviation of 0.2 degrees, and is assumed to be bounded in [-0.6, 0.6] degrees. Similarly, the measurement noise on the angular rate is a Gaussian with a zero mean and a standard deviation of 0.01 deg/s, but assumed to be bounded in [-0.03, 0.03] deg/s. The noise on the pressure sensor is modeled be a zero mean Gaussian noise with a standard deviation of 1.5 Pa, and the noise is bounded in [-4.5, 4.5] Pa. The sensors might have different types of failures, and the most common seen failures are big noise failure, zero output failure, and maximum output failure. All of the three types of failures are tested; it is found that the big noise failure is easiest case to deal with. The zero output failure and the maximum output failure has similar influence on the system performance. Hence, in this paper, the sensor failure is modeled as zero output failure.

The performances of the proposed robust adaptive controller are demonstrated in the following four scenarios. Case I: no airflow sensor fails; Case II: 50% of the airflow sensors \( \{S_i | i = 1, 3, \ldots, 45\} \) on the wing surface fail; Case III: all the airflow sensors on the left wing fail; and Case IV: all the airflow sensors fail, but the adaptive compensation is still valid. To
compare the performance as the sensors fail, the same initial and final desired states are used to
in these four cases, where the MAV attitude is controlled from $\theta_0 = [0,0,0]^T$ degrees to
$\theta_d = [0,5,5]^T$ degrees.

The result of testing Case I is shown in Figure 69. It can be seen that the system can reach
desired states within settling time is less than 2 seconds with a less than 10% overshoot. The
three control surfaces change within ranges of [8, 14] degrees, [5, 18] degrees, [-18, 30] degrees,
respectively. The uncertain parameters in the mapping function settle down in about 3 seconds.
This result will be used as a reference for other cases to compare with.

Figure 69 Case I, attitude control performance when there is no sensor failure (a) attitude angles,
(b) angular rates, (c) control angles, and (d) structure update parameters
The result of Case II is illustrated in Figure 70, where the sensors with odd numbers \( \{ S_i \mid i = 1, 3, \ldots, 45 \} \) are failed. As compared to the results of Case I, the settling time of the closed-loop system is approximately 4 seconds. The deflection of control surfaces is larger than that of Case I. As shown in Fig. 10(d), the moment compensation terms have larger oscillations.

![Figure 70 Case II, attitude control performance when 50% sensors on the wing fail (a) attitude angles, (b) angular rates, (c) control angles, and (d) structure update parameters](image)

In Case II, the failure sensors are distributed symmetrically, while in Case III all sensors on the left wing are assumed failed. By comparing Figure 71 to Figure 70, we can see that, the closed loop system is still stable; however, the settling time is much longer (approximately 6 seconds) and the amplitude of oscillation in roll increases up to 1.7 degrees.
Figure 71 Case III, attitude control performance when all the sensors on the left wing are failed

(a) attitude angles, (b) angular rates, (c) control angles, and (d) structure update parameters

In test IV, all the sensors are assumed to be failed, which means that there would be the moment calculated from the airflow measurements are zeros, which will result in a zeros calculated moment. It can be seen from the results in Figure 72 that the system is no longer stable. It also verified that the feedback of airflow information helps the micro air vehicle achieving better flight performance.
Figure 72 Case IV, attitude control performance when there is no sensor failure (a) attitude angles, (b) angular rates, (c) control angles, and (d) structure update parameters

Appendix A

Through changes of state variables
\[ \begin{align*}
    x_1 &= e_1 \\
    x_2 &= \Gamma_1 e_1 + f_1(e_1, e_2)
\end{align*} \]

system in Eq. (86) can be written in the form in Eq. (88) as
\[ \begin{align*}
    \dot{e}_1 &= f_1(e_1, e_2) \\
    \dot{e}_2 &= f_2(e_1, e_2) - J^{-1} \bar{\eta} + J^{-1} Bu
\end{align*} \]

\[ \begin{align*}
    \dot{x}_1 &= -\Gamma_1 x_1 + x_2 \\
    \dot{x}_2 &= -\Gamma_2 x_2 - \Gamma_3 \int_0^t x_1 dt + f(x_1, x_2) + h(x_1, x_2)\bar{\eta} + g(x_1, x_2)u.
\end{align*} \]
Proof: (1) take derivative of the first equation $x_1 = e_1$, we have

$$\dot{x}_1 = \dot{e}_1 = \frac{d}{dt}f_i(e_1, e_2) = -\Gamma_1 x_1 + \Gamma_1 x_1 + \frac{\partial f_1}{\partial e_1} e_1 + \frac{\partial f_1}{\partial e_2} e_2 = -\Gamma_1 x_1 + x_2 \tag{104}$$

(2) take derivative of the second equation $x_2 = \Gamma_1 e_1 + f_1(e_1, e_2)$

$$\dot{x}_2 = \Gamma_1 \dot{x}_1 + \dot{f}_1(e_1, e_2) = \Gamma_1 \dot{x}_1 + \frac{\partial f_1}{\partial e_1} \dot{e}_1 + \frac{\partial f_1}{\partial e_2} \dot{e}_2$$

$$= \Gamma_1 f_1 + \frac{\partial f_1}{\partial e_1} f_i + \frac{\partial f_1}{\partial e_2} \left( f_2 - J^{-1}\tilde{\eta} + J^{-1}Bu \right)$$

$$= (-\Gamma_2 x_2 - \Gamma_3 \int_0^t x_1 dt) + \left( \Gamma_2 x_2 + \Gamma_3 \int_0^t x_1 dt \right)$$

$$+ \Gamma_1 f_1 + \frac{\partial f_1}{\partial e_1} f_i + \frac{\partial f_1}{\partial e_2} \left( f_2 - J^{-1}\tilde{\eta} + J^{-1}Bu \right)$$

$$= -\Gamma_2 x_2 - \Gamma_3 \int_0^t x_1 dt + \left( \Gamma_2 x_2 + \Gamma_3 \int_0^t x_1 dt + \Gamma_1 f_1 + \frac{\partial f_1}{\partial e_1} f_i + \frac{\partial f_1}{\partial e_2} f_2 \right)$$

$$+ (-\frac{\partial f_1}{\partial e_2} J^{-1}) \tilde{\eta} + \frac{\partial f_1}{\partial e_2} J^{-1}Bu$$

$$= -\Gamma_2 x_2 - \Gamma_3 \int_0^t x_1 dt + h(x_1, x_2) + \frac{\partial f_1}{\partial e_1} f_i + \frac{\partial f_1}{\partial e_2} f_2 + h(x_1, x_2) \tilde{\eta} + g(x_1, x_2)u \tag{105}$$

Combine (1) and (2), the equivalent system is proved.
CHAPTER SIX: CONCLUSIONS AND FUTURE WORK

Conclusions

Birds and bats utilize airflow information sensed by mechanoreceptors to achieve high performance flight. Inspired by this phenomenon, in my dissertation work, a new flight control system for micro aerial vehicles, using real-time airflow information measured from an array of airflow sensors, is studied. The answers to the following key questions have been investigated: (1) how to get accurate airflow information; (2) how to incorporate the airflow information into attitude motion modeling; and (3) how to design a fault tolerant control system to handle the scenarios with sensor failures.

To study the capability of the current sensing technology in airflow perception, a 28.25 cm straight wing with 9 sensors (6 on the upper surface and 3 on the lower surface) was designed and tested in the UCF low speed wind tunnel. The results show that the 9-sensors configuration can provide very good pressure distribution approximation on a straight wing with no control surfaces and the error in the lift calculation is about 10%. After that, pitching control using real-time measured pressure information is validated in the wind tunnel tests using a 22 cm straight wing (with an elveon) with 12 sensors (6 on the upper surface and 6 on the lower surface). Although the system operates at a low frequency of 2 Hz, this platform was able to achieve the desired commands with a rising time, settling time, and overshoot of about 2 seconds, 5 seconds and 10% respectively.

Since the sensor suite that can simultaneously measure pressure and shear stress with a suitable range, satisfactory size, weight, accuracy, and updating frequency is still under development, more advanced designs are carried out in simulation. The simulated environment is
programed in MATLAB, and both steady and turbulent flow conditions can be mimicked. A nonlinear robust control, considering parametric and functional uncertainties, is designed to test the pitching control of a straight wing with 20 pressure sensors and an elevon. It is shown that the closed loop system can achieve a stable performance with a rising time of, settling time, and overshoot of about 1 second, 1.5 seconds, and 6% respectively. Then, the research is extended to three-axes attitudes control problems. A delta-wing MAV with two elevons and a rudder is designed using AVL for the testing. With the robust controller, the close loop system can achieve stable results under various airflow conditions. With the system operates at 20 Hz, the rising time, settling time, overshoot can be of the closed-loop system performances are 2 seconds, 3 seconds, and 10%, respectively. The control performance is much better than that of the traditional attitude control system, which only uses rigid body information, especially under several wind turbulence.

Aside from the control of normal operated MAVs, the problem of how to control the system in case of some of the sensors fail during flight was also studied. Taking into consideration of the parametric uncertainties in the control input matrix and sensor failure induced error in moment calculation, a fault tolerant controller was designed. The controller is capable of achieving asymptotically stable results while adaptively compensating errors in moment calculations. The results show that, even if 50% (all the odd numbered sensors) of sensors fail, the system can still achieve a satisfying result with a rising time within 1.5 seconds, settling time of within 4 seconds, and overshoot of 10%.
**Future Work**

Much progress has been made in my study on designing an airflow sensor array empowered MAV flight control systems; however there are still many challenging problems need to be addressed to implement the system on the existing MAVs. Some of the emerging tasks are:

**MAV Structural Design:** Due to the volume, weight, and power constraints, the design of the sensor-rich control based MAV is quite different from traditional MAV designs. Configurations that are convenient to incorporate airflow sensing are preferred. Moreover, the arrangement of the sensors and supporting devices add more challenges to the design.

**Sensor Technology:** Up to now, there is not a sensor suite that can simultaneously measure pressure and shear stresses with a suitable range, satisfactory size, weight, accuracy, and updating frequency. We are collaborating with other sensor experts to investigate new sensors.

**Sensing System Design:** Since the sensor array is designed to read the data in serial, the system is constrained to operate at a low frequency of about 2 Hz, which is too low for advanced controller design. Parallel communication will be designed to increase the data reading frequency of the system, so that more advanced controllers can be applied.
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