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ABSTRACT

Ocean energy research has grown in popularity in the past decade and has produced various designs for wave energy extraction. This thesis focuses on the performance analysis of a uni-directional impulse turbine for wave energy conversion. Uni-directional impulse turbines can produce uni-directional rotation in bi-directional flow, which makes it ideal for wave energy extraction as the motion of ocean waves are inherently bi-directional. This impulse turbine is currently in use in four of the world’s Oscillating Wave Columns (OWC). Current research to date has documented the performance of the turbine but little research has been completed to understand the flow physics in the turbine channel. An analytical model and computational fluid dynamic simulations are used with reference to experimental results found in the literature to develop accurate models of the turbine performance. To carry out the numerical computations various turbulence models are employed and compared. The comparisons indicate that a low Reynolds number Yang-shih K-Epsilon turbulence model is the most computationally efficient while providing accurate results. Additionally, analyses of the losses in the turbine are isolated and documented.

Results indicate that large separation regions occur on the turbine blades which drastically affect the torque created by the turbine, the location of flow separation is documented and compared among various flow regimes. The model and simulations show good agreement with the experimental results and the two proposed solutions enhance the performance of the turbine showing an approximate 10% increase in efficiency based on simulation results.
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CHAPTER ONE: INTRODUCTION

Development of technology to harness the vast amount of renewable energy available in nature has been ever-increasing in popularity. A worldwide desire to limit dependency on fossil fuels as a means to produce power has motivated research in solar, wind, and wave energies, as well as other clean, naturally-abundant energy sources. Although solar and wind power productions have experienced moderate success over the past few decades, ocean wave power has been far more limited. With a density approximately 1000 times greater than air, the energy potential of ocean water is tremendous, and it is capable of providing power to locations in which other forms of renewable energy are not applicable—namely coastal regions with minimal wind or sunshine, or offshore structures such as oil rigs. This master’s thesis uses analytical models and CFD simulations combined with experimental results found in the literature to study the performance of a uni-directional impulse turbine (UDT) capable of converting surface wave motion into electrical energy. The design feature of this turbine is its ability to convert bi-directional flow into unidirectional rotation. The necessity for such a turbine arises from the oscillating wave column (OWC) design, as illustrated in figure 1. The OWC is a fixed chamber which traps air between the water surface and the atmosphere. As the waves oscillating up and down it forces air out of the chamber as the wave rises and sucks air back into the chamber when the wave lowers.
This bi-directional flow which occurs in the channel requires a turbine which can harness this changing flow without the loss of angular momentum. The design of the uni-directional turbine is based on this requirement and is currently in use in solely 4 different sites throughout the world. To better understand the working principle, development history and key performance factors a review of the current research is given below in the literature review section.
CHAPTER TWO: LITERATURE REVIEW

In 1976 Dr. A. Wells proposed a uni-directional turbine based on a symmetric NACA airfoil that is aligned perpendicular to the flow, this was the first design of its kind. The results of the turbine performance showed that the design had inherent disadvantages, showing a very small range of flow coefficients in which high efficiency (40-50%) is found [1]. This finding is specifically damaging due to the application. Unlike any other turbine design, this turbine must function based on the oceans motions as an input which is inherently chaotic. This forces the turbine to not have a fixed design point (constant RPM/wind speeds), thus the design must have high efficiency for a wide range of flow coefficients. The flow coefficient is defined as the ratio between the air speed at inlet and the blade circumferential velocity. Due to this disadvantage a number of impulse turbines for wave energy conversion were designed in the early 90’s. It was in 1992 that Dr. Setoguchi from the Saga University in Japan optimized the blade parameters for a uni-directional impulse turbine. It is important to note the function of an impulse turbine versus a standard wind turbine. Wind turbines harness the kinetic energy from the flow by slowing down the air across the turbine while increasing static pressure. Impulse turbines work with an opposite concept in that high pressure air with low kinetic energy is transferred to high kinetic energy and lower pressure through the turbine by transmitting work from the high pressure air to the blades. The concept of the UDT is very simple; a symmetric rotor blade is used to rotate a generator. In order to use a symmetric rotor, guide vanes must be used at inlet and outlet of the rotor blades to deliver the air at the same angle to the rotor blade. Consequently, whether the air is coming in or out of the turbine the air is always redirected downward by the rotor blade. As the performance of the turbine gained recognition within the field a clear out performance of the
impulse turbine when compared to the Well’s turbine was documented in various research works. An illustration of the full turbine is shown below in figure 2.

![Uni-directional Impulse Turbine](image)

**Figure 2: Uni-directional Impulse Turbine**

### 2.1: Data Comparison in Literature

Although several universities have done small research and documentation on this turbine, the two major contributors to the field are Dr. Setoguchi and Dr. Thakker from the University of Limerick. Both of these research groups worked in collaboration to develop analytical models, CFD simulations and scaled experimental testing to understand the global performance of the turbine. Due to the design not having fully matured there are several inconsistencies found in the research. Shown below in figure 3 is the CFD and experimental finding of the turbine performance based on similar design dimensions.
Experimental & CFD Efficiency – Hyeong-Gu Lee & Setoguchi 2001

Experimental & CFD Efficiency – Thakker & Setoguchi 2003

Experimental & CFD Efficiency with turbulence model comparison – Thakker 2006

Figure 3: Literature Data Efficiency Comparison
It can be clearly seen from figure 3 that there is a over-prediction in the efficiency by CFD (specifically at high flow coefficients) when compared to the experimental results. Many authors have suggested reasoning for this over-prediction. Setoguchi stated that the error found in between experimental and CFD results is due to the low Reynolds number of the air flow [2], other authors have suggested that the vortices that are created towards the trailing edge of the rotor are not conserved across the second rotor-stator interface producing a dissipative solution which under predicts the losses occurring at the downstream guide vanes from this blade vortex interaction.

This paper will attempt to clearly define the driving force for this error which ultimately is due to a combination of chaotic flow scenarios which are very difficult for turbulence models to resolve. The majority of the literature is based on quasi-steady analysis which takes a steady state approach to various flow coefficients to construct the turbine performance for the entire range of flow coefficients. This technique was validated in 1993 by Setoguchi, who proved that steady state and transient calculations results in negligible differences in the prediction of efficiency. Due to the large difference in computational costs from steady state to transient the majority of the research is based on steady state finding.
CHAPTER THREE: METHODOLOGY

3.1: Numerical Model

Due to the complex nature of the UDT experimental techniques and CFD simulations are not practical in understanding the influences of the various variables that define the performance parameters of the UDT. These two approaches are too time extensive to allow the researcher to vary each parameter to study its effect on the overall efficiency, torque coefficient, and flow coefficient which are ambiguously related to the detailed parameters of the turbine. Thus, numerical modeling is a good approach to get good approximations of the turbine performance while allowing the research to vary and optimize all the design parameters to reach a better performance and a physical understanding. By applying the general angular momentum and Euler equations to the specific turbine velocity diagrams a set of a quasi-steady equations can be developed to approximate the performance variables at a mean span blade location. This model can develop good approximations which are expected to slightly over predict experimental and simulation data where viscous forces have a strong influence on the flow dynamics and thusly the performance prediction. Even with these limitations a quantitative solution can be obtained for the turbine torque production, pressure drop, and losses experienced [3].

3.1.1: Model Assumptions

With any numerical model a set of assumptions must be taken to simplify the solution to a useable equation that does not change its form based on the values chosen for the equations
respective variables. The following listed assumptions are made in the implementation of the numerical model.

**Assumptions:**

1. The flow dynamics are assumed to not vary with time and thusly follow the assumptions of a steady state.
2. The flow is considered in-viscid.
3. Absolute nozzle exit flow angle $\alpha_2$, the complement of $\theta_1$, in constant
4. Relative rotor exit flow angle $\beta_3$ is constant
5. Angles between the relative flow vector and the absolute velocity vector at inlet and outlet of the rotor, $\varepsilon$, are identical
6. The rotor blade has no tip gap and connects directly to the shroud of the turbine casing.
7. All properties are calculated at the mean blade span.
8. The following flow and turbine properties are constant
   a. Density
   b. Inlet and outlet properties
   c. Rotor RPM
   d. Rotor and Stator dimensions
3.1.1.1: Modeled Turbine Design

To understand the effect that the listed assumptions will have upon the solution a brief description is provided for each assumption. The steady state assumption allows for no flow fluctuations with time which is a large assumption in the case of viscous flow where the boundary conditions cause fluctuations within the flow dynamics. Since, the flow is assumed to be in viscid; no boundary layer will develop on any of the rotor or stator walls causing a lack of the no-slip wall conditions which produces the velocity and momentum transition away from the wall due to the difference in velocity from wall to free stream which is expected in actual use of the turbine. Since there is no presence of a boundary layer in the model a steady state assumption is more valid and its effect on the flow dynamics is almost negligible. The numerical model does not take into account the presence of a tip gap at the end of the rotor blade. This is a considerable assumption which is expected to develop a performance over prediction, due to the strong viscous forces and turbulent forces that act in between the rotor tip and the shroud of the turbine casing. An in-depth CFD analysis of the rotor tip gap’s effect on the performance is performed later on in the paper, but it is useful to note at this point that even a one percent tip gap can produce a ten percent drop in turbine efficiency. Since most experimental turbines operate with a one percent tip gap the author should expect an approximately 10 percent over prediction in the turbine efficiency at higher flow coefficients where tip gap losses have strongest influences. Since a single radius must be defined in the numerical model the mean radius has been chosen as it will experience the mean in relative and absolute flow velocities which are the driving forces for the overall turbine performances. Assuming an incompressible flow is a safe
assumption in this case as maximum flow velocities reach approximately 50 m/s in the rarest scenarios. Since incompressible assumptions are safe at Mach numbers below 0.3 which correspond to a flow velocity of 104 m/s at this temperature (300K), thus the assumption is deemed to have a negligible effect upon the results. In order to satisfy the steady state the inlet velocity is assumed to be constant in time and spatially uniform from the hub to tip.

Additionally, the rotor RPM is held constant which is required due to the extremely complex nature of varying rotor RPM fluid structure interaction which is not even included in the CFD simulations. All rotor and stator dimensions are considered constant from hub to tip with no twisting which maintains the last assumption that the entering absolute flow angle and exiting relative flow angle remain constant. Thus it is worthwhile to note that the inlet absolute flow angle and the exit relative flow angle are numerically independent from the flow velocities and RPM of the turbine.

3.1.1.2: Constant Variables

In order to understand the various parameters required for the numerical model a blade by blade passage description will be made characterizing the important flow variables. The air initially flows in to the first guide vane with an axial velocity and no radial or transverse components. The air is then deflected upward with an angle $\alpha_2$ by the upstream stator and the flow is accelerated acting as a nozzle directing the flow to hit the rotor blade at an appropriate angle. The flow angle experienced by the rotor blade can be characterized by two reference frames. An absolute reference frame where the axis is fixed in space and the flow angle is
independent of the rotor velocity, all absolute flow angles are characterized by the alpha symbol. A relative or Lagrangian reference frame can be taken where the flow angles are viewed relative to the current rotor position. This vantage point can cause some of the flow angles to vary as a function of the rotor RPM and position. The air exits the first stator at a speed of $V_2$ which is indeed faster than the inlet axial velocity, thus creating a loss in static pressure and a gain in dynamic pressure across the initial stator. The air then reaches the rotor blade parallel to the blade inlet/outlet angle which allows for a smooth transition from stator to rotor, the relative velocity entering the rotor is denoted as $W_2$. The blade rotates at a velocity of $U_r$ around the turbine axis. The air makes a 90 degree turn through the rotor which causes the transfer in momentum from the fluid to the rotor blade. The air exits at an absolute velocity of $V_3$ and a relative velocity of $W_3$ with respective relative and absolute flow angles $\alpha_3$ and $\beta_3$, which forces the flow to enter the second stator vanes which redirect the flow once more to leave the annular
Various constant geometric parameters are involved in the numerical model which is independent of the flow properties. A list of the rotor and stator geometric properties is listed below in Table 1. Each variable is varied in the numerical model to develop the dependency of each variable on the turbines performance parameters.
Table 2: Turbine Geometric Parameters

<table>
<thead>
<tr>
<th>Model Parameters</th>
<th>Variable Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hub-to-tip ratio</td>
<td>H/T</td>
<td>0.6</td>
</tr>
<tr>
<td><strong>Rotor Blades</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Blades</td>
<td>z</td>
<td>30</td>
</tr>
<tr>
<td>Tip Diameter</td>
<td>D</td>
<td>600 mm</td>
</tr>
<tr>
<td>Chord Length</td>
<td>Lr</td>
<td>100 mm</td>
</tr>
<tr>
<td>Blade Passage Flow</td>
<td>Ta</td>
<td>20.04 mm</td>
</tr>
<tr>
<td>Pitch</td>
<td>Sr</td>
<td>50 mm</td>
</tr>
<tr>
<td>Blade Inlet Angle</td>
<td>Φ</td>
<td>60 deg</td>
</tr>
<tr>
<td><strong>Stator Blades</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pitch</td>
<td>Sg</td>
<td>58 mm</td>
</tr>
<tr>
<td>Chord Length</td>
<td>Lg</td>
<td>131 mm</td>
</tr>
<tr>
<td>Number of Stator Blades</td>
<td>g</td>
<td>26</td>
</tr>
<tr>
<td>State Inlet/Outlet Angle</td>
<td>ζ</td>
<td>30</td>
</tr>
</tbody>
</table>
3.1.1.4: Velocity Diagram

Further analysis of the velocity triangles introduces new variables such as incidence, deflection and the epsidence, as seen in figure 5, which are characteristic variables to the performance of the turbine and can demonstrate the effect of various flow angles. The velocity triangle on the right illustrates the flow entering the rotor blades and leaving the first guide vanes. The epsidence $\varepsilon$, is the angle between the relative and absolute velocity vectors which can be directly related to the flow coefficient. Highest turbine performance is found at an epsidence value equal to approximately 30 degrees which occurs when flow coefficient is equal to one and the blade and axial air velocities match. The incidence angle is an essential variable to the performance of the turbine as it relates the relative velocity vector to the blade angle at the inlet of the rotor blade. It is apparent that the turbine performs best at an incidence angle close to zero.

Figure 5: Flow Angle Definition
When the angle is low the flow can smoothly transition into the rotor without any major redirection at the inlet of the rotor blade. In the case of low flow coefficients the air enters the rotor blade almost axially which causes strong collision with the rotor leading edge and increases drastically the pressure losses across the turbine blade. An impulse turbine has no pressure drop across the rotor and generates its lift purely from the momentum from flow re-direction. Thus, any loss in pressure through the turbine can be considered as a loss to efficiency. It will be seen that the incidence angle is proportional to the pressure losses. The deviation angle is identical to the incidence angle except it relates the difference in angles from the rotor exit and exit relative velocity $W_3$. The deviation angle also contributes to pressure losses in the turbine, but does not have as strong of an influence when compared to the incidence angle.

Optimizing the incidence would minimize the pressure losses in the blade passage, which the turbine efficiency is directly related to. The optimum incidence depends on the input power as well as the blade profile. The range of applicable incidence becomes narrow when the turbine operates at high input power [S-y CHO experimental study of the incidence effect on rotating turbine blades], also due to CHO and Choi the optimum us for small negative values (around -20) but the efficiency slowly drops as the incidence grows to negative over the range of applicable incidence, in which the flow tends to strike the blade leading edge axially and beyond [3].
3.1.2: Torque Analysis

In order to solve for the key performance parameters equations the values for the rotor torque and total pressure loss across the rotor are required. Through the use of the momentum principle and geometric analysis of the velocity triangles acting on the turbine both of these variables can be solved for. The derivation for the torque is shown below.

Applying the angular momentum principle,

\[ T = \frac{d}{dt} (mr_r \Delta V) \]  

(1)

Replacing the change of air velocity in terms of a ratio of its corresponding absolute velocities, we get

\[ T = \dot{m}r_r U_r \left( \frac{V_{\theta 2}}{U_r} + \frac{V_{\theta 3}}{U_r} \right) \]  

(2)

From figure 5, we can see that the velocity ratios can be re-written as

\[ \frac{V_{\theta 2}}{U_r} = \phi \left( \frac{W_{\theta 2} + U_r}{V_a} \right) = \phi \tan \beta_2 + 1 \]  

(3)

\[ \frac{V_{\theta 3}}{U_r} = \phi \tan \alpha_3 \]  

(4)

Replacing equations 3 and 4 into equation 2, we get
By replacing $\dot{m}$ using blade height, chord length, and flow coefficient we arrive at the definition for torque as a function of the blade properties and air flow velocity vectors.

$$T = \dot{m} r_r U_r \phi \left( \tan \beta_2 + \tan \alpha_3 + \frac{1}{\phi} \right)$$  \hspace{1cm} (5)

Although equation 6 resolves torque in a simple form, the solution still requires the values for $\beta_2$ and $\alpha_3$ which are not constant and must be derived using a similar approach.

From equation 3 we have

$$\beta_2 = \arctan \left( \tan \alpha_2 - \frac{1}{\phi} \right)$$  \hspace{1cm} (7)

From assumption 3 we can see that alpha 2 is a constant and phi is defined. Lastly, to solve for torque we must define alpha 3. Where alpha 3 is defined as,

$$\alpha_3 = \beta_3 - \varepsilon$$  \hspace{1cm} (8)

Now that all of the variables are solved for we can rewrite the coefficient of torque to the reduced form.

$$C_t = \left( \frac{\pi D}{Z L_r} \right) \left( \frac{\phi^2}{1 + \phi^2} \right) \left\{ \tan \beta_2 + \tan \alpha_3 + \frac{1}{\phi} \right\}$$  \hspace{1cm} (9)
3.1.2.2: Pressure Drop Analysis

Following the same method as described except applying Euler’s turbo machinery equation to convert pressure into velocity. One can derive a simplified form of the flow coefficient which incorporates the loss coefficient which is of substantial importance to the modeling of the impulse turbine. The flow coefficient is written as

\[ C_a = \left( \frac{1}{\sigma_r} \right) \left( \frac{\varphi^2}{1 + \varphi^2} \right) \left\{ \frac{1}{2} \left( \tan \beta_2 + \tan \alpha_3 + \frac{1}{\varphi} \right)^2 + \zeta \right\} \]  

(10)

The ΔP term is the static pressure drop across the turbine and \( Q \) is the volumetric flow rate through the turbine channel. The remaining variables are defined in table 1. As stated the loss coefficient \( \zeta \) is an important parameter and is worthy of further description.

The loss coefficient is comprised of two major components; loss from the rotor blades and loss from the guide vanes. Losses in the turbine are created by a variation in the static pressure when compared to ideal flows which follow an isotropic assumption. This variation is static pressure is normally attributed to a decrease in stagnation enthalpy across the turbine. In general the losses generated within the turbine passage consist of profile loss, secondary loss, tip clearance loss and mechanical loss [4]. To understand the parameters that attribute to these losses the equations for rotor and guide vain loss are written below respectively.
It can be seen that the losses generated by the rotor blade can be obtained by an analytical solution which is solely dependent on the relative and absolute flow angles and the flow coefficient. However, the losses created by the downstream guide vane have no analytical solution and thus a linear relationship with the flow coefficient has been obtained via CFD simulations created by Thakker [3]. It can be observed that higher flow coefficients results in a small decrease in losses when compared to the effect that the flow angles have upon the equation 11. With the intention of minimizing the rotor loss coefficient a design goal would be to minimize the incidence angle which depicts the differences in absolute and relative flow angles, thus the lowest rotor losses occur at an incidence angle of zero, where absolute and relative flow vectors are identical.

Now that all of the dependent variables are solved for the torque and flow coefficients a simple solution can be obtained for the efficiency of the impulse turbine as shown in equation 13.

\[
\eta = \frac{C_T}{C_a \phi}
\]
3.2: CFD Model

To develop a more accurate model which is not based on an in-viscid assumption, the researcher turns to CFD for its accuracy and ability to model the flow turbulence which has a large effect on the turbine performance as will be shown in the following section. The basic framework of CFD simulations is explained in the following sections and shows the governing equations solved within the code. After this brief overview an in detail description of the CFD simulation created for the UDT is provided.

3.2.1.1: Governing Equations

Computational fluid dynamics is a method of solving the general Navier-Stokes Equations across a unit cell. The cells values are related to the local neighbors by the finite element method. Starting from the defined boundary conditions and initial values in the flow field the differential equation is solved and a solution for the independent variables U and P (velocity and pressure) is obtained. From these base variables a set of additional variables can be defined and solved for. The general form of the Navier-Stokes equation in a Cartesian coordinate system is shown below.

\[
\frac{d}{dt} \int U d\Omega + \int F_i d\vec{S} + \int F'_i d\vec{S} = \int S_\tau d\Omega \tag{13}
\]

Where \( \Omega \) is the control volume where the density, velocity or momentum can be stored or generated, \( S \) is the surface in which mass, momentum and energy flux across and \( U \) is the vector of the conservative variables as defined below.
\( U = \begin{bmatrix} \rho \\ \rho v_1 \\ \rho v_2 \\ \rho E \end{bmatrix} \) \hspace{1cm} (14)

Here the density, velocity in three components and energy terms develop the vector \( U \). Where the total energy is defined as

\[ E = e + \frac{1}{2}v_i v_i \] \hspace{1cm} (15)

In order to model the viscid and in viscid flux vectors the terms for both force components are defined below.

\[ \vec{\mathbf{F}}_i = \begin{bmatrix} \rho v_i \\ \rho v_1 v_i + \rho v \delta_{1i} \\ \rho v_2 v_i + \rho v \delta_{2i} \\ \rho v_3 v_i + \rho v \delta_{3i} \\ (\rho E + p) v_i \end{bmatrix} \text{ and } -\vec{\mathbf{F}}_v = \begin{bmatrix} 0 \\ \tau_{i1} \\ \tau_{i2} \\ \tau_{i3} \\ q_i + v_j \tau_{i1} \end{bmatrix} \] \hspace{1cm} (16)

The heat flux component is defined as equation 18, which is the general Fourier’s Law for conduction and \( k \) is the laminar thermal conductivity.

\[ q_i = k \frac{\partial}{\partial x_i} T \] \hspace{1cm} (17)

\( S_t \) is a term defined on the left hand side of the N-S equation to represent the source terms whether they may contributed by external forces or external work. Thus, \( S_t \) is defined as

\[ S_T = \begin{bmatrix} \rho \\ \rho f_{e1} \\ \rho f_{e2} \\ \rho f_{e3} \\ W_f \end{bmatrix} \] \hspace{1cm} (18)
Where, $f_{e1}, f_{e2} \& f_{e3}$, are the three components of the force vector and $W_f$ is the work created by the three external force components as defined below.

$$W_f = \rho f_e \vec{v} \quad (19)$$

To close the N-S equations, it is necessary to specify the constitutive laws and definition of the shear stress tensor in function of the other flow variables. Here only Newtonian fluids are considered for which the shear stress tensor is given by:

$$\tau_{ij} = \mu \left[ \frac{d\nu_j}{dx_i} + \frac{d\nu_i}{dx_j} \right] - \frac{2}{3} (\vec{\nabla} \cdot \vec{v}) \delta_{ij} \quad (20)$$

### 3.2.1.2: Time Averaging of Navier-Stokes Equations

Since most of the data presented is based on steady state or time averaged solution a short description of the time averaging of the N-S equations is described below. The direct simulation of complex turbulent flows in most engineering applications is not possible and will not be for the foreseeable future. For this reason the problem can be scaled down into two components a mean solution and the fluctuation of the solution [5]. This fluctuation is the characterization of the turbulent properties of the flow and its tendency to deviate in all three dimensions from the mean of the flow. This process of time decomposition develops the Reynolds Averaged Navier Stokes equations (RANS). The time decomposition is obtained by averaging the viscous N-S equations over a large time interval. In theory this average is completed as time approaches
infinity, but due to the immense number of fluctuations in a very short time a smaller time scale can be used to obtain identical values for the mean flow. The time averaging or Reynold’s decomposition is described below.

An arbitrary quantity $B$ can be defined to relate the time average component to the instantaneous component.

$$B = \bar{B} + B'$$  \hspace{1cm} (21)

Where $\bar{B}$ is the mean of the quantity and $B'$ is the fluctuation from the mean, where $\bar{B}$ is defined as:

$$\bar{B}(\tilde{x}, t) = \frac{1}{T} \int_{-T/2}^{T/2} B(\tilde{x}, t + \tau) \, d\tau$$  \hspace{1cm} (22)

It is important to note the mean of the mean quantity will remain as the mean, but the mean of the fluctuation is zero. In light of this mean law one can reduce the decomposition into a similar expression for a density weighted time average as defined in equation 24.

$$\bar{B} = \frac{\rho B}{\bar{\rho}}$$  \hspace{1cm} (23)

The density weighted time average is used since the density and pressure are time averaged, but the energy, velocity components and temperature are density weighted time averaged. The averaged form of the N-S equation is the same as equation 17 except with $U$ and the viscid and in viscid forces redefined as.
Following the same procedure for density weighted time averaging the resulting energy component is defined as:

\[ E = \bar{e} + \frac{1}{2} \bar{v}_i \bar{v}_i + k \]  \hspace{1cm} (25)

\( k \) is the turbulent kinetic energy and is defined as:

\[ k = \frac{1}{2} \left( \frac{\rho v_i'' v_i''}{\bar{\rho}} \right) \]  \hspace{1cm} (26)

3.2.1.3: Treatment of Turbulence in the Reynolds Averaged Navier Stokes Equations

In order to perform a Reynolds decomposition on the transient terms on the N-S equations results in the introduction of the Reynolds stress tensor and the turbulent heat diffusion term. Being that these two terms are undefined the use of the N-S equations to turbulent flows requires modelization of these unknown quantities [6]. To model the Reynolds stress’ a first order closure model based on the Boussinesq’s assumption is used resulting in a new stress term (Reynolds stress).

\[ -\rho v_i'' v_j'' = \mu_e \left[ \frac{dv_i}{dx_j} + \frac{dv_j}{dx_i} - \frac{2}{3} (\nabla \cdot \bar{v}) \delta_{ij} \right] - \frac{2}{3} \bar{\rho} k \delta_{ij} \]  \hspace{1cm} (27)
Where $\mu_t$ is the turbulent viscosity ratio, to maintain good turbulence prediction the ratio between the fluid viscosity and the turbulent viscosity at the inlet of the control volume should be approximately equal to 50.

In order to model the turbulent heat diffusion term a similar method is used with a gradient approximation resulting in:

$$C_p \tilde{\rho} \tilde{v}_i \tilde{T} = -k \frac{d}{dx} T \tag{28}$$

Where $k_t$ is the turbulent thermal conductivity. Applying these newly defined terms for the stress’ and heat diffusion the same equation for N-S is used, but the following terms are redefined.

$$U = \begin{bmatrix} \tilde{\rho} \\ \tilde{\rho} \tilde{v}_1 \\ \tilde{\rho} \tilde{v}_2 \\ \tilde{\rho} \tilde{v}_3 \\ \tilde{\rho} \tilde{E} \end{bmatrix}, \quad \tilde{F}_l = \begin{bmatrix} \tilde{\rho} \tilde{v}_i \\ \tilde{\rho} \tilde{v}_i \tilde{v}_1 + \tilde{\rho} \delta_{1i} \\ \tilde{\rho} \tilde{v}_i \tilde{v}_2 + \tilde{\rho} \delta_{2i} \\ \tilde{\rho} \tilde{v}_i \tilde{v}_3 + \tilde{\rho} \delta_{3i} \\ (\tilde{\rho} \tilde{E} + \tilde{p}) \tilde{v}_i \end{bmatrix}, \quad -\tilde{F}_V = \begin{bmatrix} 0 \\ \tau_{i1} \\ \tau_{i2} \\ \tau_{i3} \\ q_i + \nu_i \tau_{i4} \end{bmatrix} \tag{30}$$

Where the Reynolds stress and heat flux components are given by:

$$\tau_{ij} = (\mu + \mu_t) \left[ \frac{d v_i}{dx_j} + \frac{d v_j}{dx_i} - \frac{2}{3} (\tilde{\nabla} \cdot \tilde{\nu}) \delta_{ij} \right] \tag{31}$$

$$q_i = (k + k_t) \frac{\partial}{\partial x_i} \tilde{T} \tag{32}$$
The equations still require that $k_t$ and $\mu_t$ be solved by the turbulence models. Additionally as can be seen by equation XXX the total energy and static pressure are coupled to the turbulent kinetic energy and are redefined as:

\[
\overline{p} = \bar{p} + \frac{2}{3} \bar{\rho} \tag{33}
\]

\[
\bar{E} = \bar{e} + \frac{1}{2} \bar{\tau}_t \bar{\nu}_t + k \tag{34}
\]

3.3: Turbulence Models

A variety of turbulence models are used involving single equation models up to four equation hybrid models to obtain the best representation of this highly turbulent flow field. A brief description of the turbulence models are described in this section starting from the simplest of models and moving towards more advanced models. Although the end results are based on one sole turbulence model it is useful to understand the other models and why they fall short in resolving the fluid field so that a better understanding of the most suitable model is obtained.

3.3.1: Spalart-Allmaras Turbulence Model

The Spalart-Allmaras (SA) model is a one equation eddy turbulence model which is considered a link between the simplest algebraic turbulence model (Boldwin Lomax) and the more advanced to equation models (K-Epsilon). Due to the presence of a single turbulent equation which solves for the turbulent viscosity the model is very popular for its robustness and low computational costs. The principle of this turbulence model is based on the resolution of an
additional transport equation for the eddy viscosity. The equation contains an advective, diffusive and source term and is implemented in a non-conservative manner. The development of this turbulence model is based on the following definitions.

The turbulent viscosity is defined by:

\[ v_t = v f_{v1} \]  

(35)

Where \( v \) is the turbulent working variable and \( f_{v1} \) is a function defined by

\[ f_{v1} = \frac{\chi^3}{\chi^3 + c_{v1}} \]  

(36)

Where \( \chi \) is defined as the ratio between the working variable \( v \) and the molecular viscosity. The turbulent working variable are adjust to work in the transport equation as shown below.

\[ \frac{\partial \bar{v}}{\partial t} + \bar{v} \cdot \nabla \bar{v} = \frac{1}{\sigma} \{ \nabla \ast [(v + (1 + c_{b2})v)\nabla \bar{v}] - c_{b2} \nabla \bar{v} \nabla \bar{v} \} + S_t \]  

(37)

Where \( \bar{v} \) is the velocity vector, \( S_T \) is the source term and \( \sigma, c_{b2} \) are constants. The source term includes its own production term and a destruction term as shown below.

\[ S_t = vP(v) - vD(v) \]  

(38)

Where,

\[ vP(v) = c_{b1}Sv \]  

(39)
The rest of the unknowns in the SA model are defined below.

\[ c_{w1} = \frac{c_{b1}}{k^2} + \frac{1+c_{b2}}{\sigma}, \quad c_{w2} = 0.3, \quad c_{w3} = 2, \quad c_{\nu_1} = 7.1, \quad c_{\nu_2} = 5, \quad c_{b1} = 0.1355, \]

\[ c_{b2} = 0.622, \quad k = 0.41, \quad \sigma = \frac{2}{3} \]

### 3.3.2: K-Epsilon Turbulence Models

The k-epsilon model includes two additional transport equations in order to solve for the turbulent dissipation rate \( \varepsilon \) and the turbulent kinetic energy \( k \). The two additional equations can be written the following form:

\[
\frac{\partial \rho k}{\partial t} + \nabla \cdot \left( \rho \vec{w} k - \left[ \mu + \frac{\mu_t}{\sigma_k} \right] \nabla k \right) = - \left( \rho \vec{w} \cdot \vec{\omega} S \right) - \rho \varepsilon
\]

(41)

\[
\frac{\partial \rho \varepsilon}{\partial t} + \nabla \cdot \left( \rho \vec{w} \varepsilon - \left[ \mu + \frac{\mu_t}{\sigma_k} \right] \nabla \varepsilon \right) = - \frac{1}{T} \left( c_{e1} f_1 \left( \rho \vec{w} \cdot \vec{\omega} S \right) + c_{e2} f_2 \varepsilon \rho \right) + E
\]

(42)

Where \( S \) is the mean strain tensor and \( -\rho \vec{w} \cdot \vec{\omega} S \) is the turbulent Reynolds stress tensor. Epsilon is the modified dissipation rate and the turbulent viscosity ratio is defined respectively as:

\[ \bar{\varepsilon} = \varepsilon - D \quad \mu_t = \rho C_{\mu} f_\mu kT \]

(43)
In the linear models, the turbulent Reynolds stress tensor is related linearly to the mean strain tensor, resulting in a new relationship as shown below.

\[
(-\rho \vec{w} \cdot \hat{\vec{w}})_{ij} = 2\mu_t \left[ S_{ij} - \frac{2}{3} \langle \nabla \vec{w} \rangle \delta_{ij} \right] - \frac{2}{3} \rho k \delta_{ij} \tag{44}
\]

\[
(S)_{ij} = \frac{1}{2} \left[ \frac{\partial \bar{w}_i}{\partial x_j} + \frac{\partial \bar{w}_j}{\partial x_i} \right] \tag{45}
\]

The CFD code in use (NUMECA) offers four different linear models.

- **Yanh-shih**, low Reynolds number k-epsilon model (Yang & Shih, 1993)
- **Extended Wall Functions**, (Hakimi, 1997)
- **Launder-Sharma**, low Reynolds number k-epsilon model (Launder & Sharma, 1974)
- **Chien**, low Reynolds number k-epsilon model (Chien, 1982)

Although these different models still resolve the same general form equation XXX the turbulent coefficients and functions are model dependent.

### 3.3.3: Shear Stress Transport (SST) k-\(w\) Model

The SST model is a modification based on the k-\(w\) turbulence model which is a two equation eddy viscosity model with integration at the wall. The k-\(w\) model is very similar to the k-epsilon model except the two transport equations are used to solve the turbulent kinetic energy \(k\) (similar to k-epsilon model) and the specific dissipation rate \(w\). There are some distinguishable features in between the two models; the k-\(w\) model has been proven to be more numerically
stable then the k-e model, especially in the viscous sub-layer near the wall. In the two new transport equations define the turbulent kinematic viscosity as a function of the turbulent kinetic energy [8]. The relationship between the turbulence parameters is defined as:

\[ \nu_t = \frac{k}{\omega} \]  

(46)

The additional two transport equations for k and \( \omega \) are defined as:

Where \( P_k \) is the production rate of turbulence and the model constants are defined as:

\[ \beta' = 0.09, \quad \alpha = 5/9, \quad \beta = 3/40, \quad \sigma_k = 0.5, \quad \sigma_w = 0.5 \]

The validation of the model resulted in high sensitivity to the free stream value of omega in the free-shear layer and adverse-pressure-gradient boundary layer flows. To resolve the issue the a blended model was proposed which evolved to the SST turbulence model. The new model literally blends the both the k-w and k-e turbulence models, allowing the k-w model to solve the flow field near solid walls and using the k-e model in a k-w formulation to solve the flow field near boundary layers edges and in the free-shear layer. In order to blend in between the two turbulence models an additional cross-diffusion term appears in the \( w \)- equation and some variations in the modeling constant are imposed. Additionally the SST model introduces a modification to the turbulent viscosity function to improve the modeling of separated flows and reduce the over prediction of Reynolds stresses in both k-w and k-e models in adverse pressure gradients. This new function for the turbulent viscosity is defined as:
Where $\alpha_1 = 0.31$, $S$ is again the source term, and $F_2$ is defined as:

$$F_2 = \tanh \left[ \left( \max \left( \frac{2\sqrt{k}}{0.09d\omega'}, \frac{500\nu}{\omega d^2} \right) \right)^2 \right]$$

Substituting the new definitions for turbulent viscosity the two transport equations of the model are defined as:

$$\frac{Dk}{Dt} = P_k - \beta^* \omega k + \frac{\partial}{\partial x_j} \left( \nu + \sigma_k v_t \frac{\partial k}{\partial x_j} \right)$$

$$\frac{D\omega}{Dt} = \gamma \frac{\omega}{k} P_k - \beta \omega^2 + \frac{\partial}{\partial x_j} \left( \nu + \sigma_w \nu_t \frac{\partial \omega}{\partial x_j} \right) + 2(1 - F_1)\sigma_{w2} \frac{1}{\omega} \frac{\partial \omega}{\partial x_j} \frac{\partial k}{\partial x_j}$$
3.4: Discretization

Spatial and temporal discretization is the process of converting the attributes from the general form to the discrete cell-by-cell form. In this cell-by-cell form the FEM is applied to the discretized field.

3.4.1: Spatial Discretization

Spatial discretization generally involves two processes; determining which cells in the grid are affected by a feature object and calculating what parameter values should be assigned to each affected grid cell. Spatial discretization is completed using the finite volume method. In the case where points and cells comprise the flow field a grid-point method (namely second-order centered finite difference) is used in the fluid interior.

For rotating reference frames spatial discretization is more complex at the rotor/stator interface due to the repositioning of the cells at the interface. This complicates the discretization as neighboring cells vary with time. The software Numeca solely supports the use of central-differencing and upwind scheme to discretize space. A brief description of each method is provided below.

3.4.2: Central Difference Method

The viscous fluxes in the code are determined solely using central difference method; this states that the gradient must be evaluated on the cell faces instead of the interior. This is done by applying Gauss’ theorem also known as the divergence theorem which is written in the following form.
\[ \overline{\nabla} \theta = \frac{1}{\varphi} \int \overline{\nabla} \theta d\varphi = \frac{1}{\varphi} \int \theta d\vec{S} \]  

(51)

Where \( \theta \) is the chosen quantity, \( \varphi \) is the control volume, and \( S \) is the surfaces of the control volume.

This method is very robust and therefore preferred, although it is more expensive as the total number of cell faces is approximately 3 times the number of cell corners. An illustration of four neighboring cells and their respective corners and centers is shown in below in figure 6, additionally shown is the control volume used to respective gradients on the cell face i+1/2 and j+1/2.
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Figure 6: FEM Control Volume

For the inviscid fluxes an upwind based numerical flux is used, this will be noted with a * superscript. In general the upwind scheme uses an adaptive finite difference to numerically simulate more properly the direction of propagation of information in a flow field. This bias
based on the direction of the characteristic speed, is what offers a computationally less expensive discretization scheme when compared to central differencing

3.4.3: Time Discretization: Multistage Runge-Kutta

In seeking a solution for partial differential equations, discretization of both space and time are required. Although similar to spatial discretization, time discretization serves a slightly different purpose. Without loss of generality, in the context of conservation laws, transient terms describe the accumulation in time, of a certain variable inside an infinitesimal control volume. Discretization of the transient terms is usually called temporal discretization or discretization in time. It is always desirable to seek a time dependent solution especially that the discretization of the transient terms is directly associated with the stability of a numerical solution. If the flow at hand is inherently steady, it is generally advisable to compute a time dependent solution and reach the steady state solution hereafter. Although, mathematically, the time dependent terms, i.e. transient terms, are simply derivatives with respect to an independent variable (time), these terms require special treatment when looked upon from a physical point of view [9].

3.5: Boundary Conditions

In all simulations a definition of the fluids characteristic properties must be applied on the outer surfaces of the control volume and on the internal structures of the mesh in which the fluid interacts with. A brief description of related turbo-machinery boundary conditions is provided as a complex arrangement of boundary conditions is necessary to model flow in a rotating reference frame.
3.5.1: Turbo-machinery Boundary Conditions

Though a variety of boundary conditions can be applicable to any given simulation, certain conditions improve the stability of the solution. In the case of high speed flow turbo-machinery experience has shown that pressure defined boundary conditions are most stable then mass flow rate conditions for the use of an inlet and outlet to the flow field. For incompressible flows ($M<0.3$) a mass flow rate approach can have identical results without the need of pressure analysis to define the correct inlet velocity.

3.5.2: Rotating Reference Frame

In order to simulate a stator-rotor-stator interaction in CFD the application of a moving or “sliding” mesh is required. This function allows for two separate blocks in the flow field representative of the flow field around the rotor and stator separately to communicate data across a sliding interface. The mesh motion is defined to rotate at a constant angular velocity, allowing the development of steady state and unsteady simulations. Due to the difference in time dependencies from steady to unsteady, different methods must be used to resolve the rotor/stator interface. For steady state simulations a pitch-wise averaged interface is used. The interface is constructed of stripes, on each stripe an averaging in the tangential direction is carried out. The stripes allow for a distinction between rotor and stator as a pitch-wise averaging is completed on both blocks and along the mixing process. The mixing process communicates the variable on the rotor block with the pitch-wise averaged variables on the stator. After mixing, the flow state is interpolated back onto the initial interface where the “dummy” cells are defined to illustrate the respective flow path.
For transient simulations a more exact rotor/stator interface can be used due to the time dependency of the flow. This allows for periodic boundary conditions to be used since a time averaged solution is not needed for unsteady simulations. A periodic boundary is a pair of patches which act as mirrors sending anything that comes into one patch out through the other [10]. The flow can be passed either way between patches and the exact fluid motion is preserved across the rotor/stator interface. This is a better option when studying the effects of blade vortex interaction from the rotor to stator blades, but for simulations where the global performance parameters are of interest there is no major benefit from employing these exact boundary conditions.

3.6: Simulation Parameters

The general fixed parameters for the CFD simulation is described in this section. The generic components of the fluid, boundary conditions, numerical schemes, and initial solution is described below.

3.6.1: Fluid Properties

Due to the low speed of the airflow an incompressible gas is defined for the fluid. Table 2 shows the fluid properties used for all of the simulations.

Table 3: Fluid Properties

<table>
<thead>
<tr>
<th>Fluid Type</th>
<th>Incompressible Air</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Specific Heat ~ Constant Cp</strong></td>
<td>1006. J/(kg K)</td>
</tr>
<tr>
<td><strong>Heat Conduction ~ Prandtl Law</strong></td>
<td>0.708</td>
</tr>
<tr>
<td><strong>Viscosity ~ Constant</strong></td>
<td>1.57E-05 (m2/s)</td>
</tr>
<tr>
<td><strong>Density</strong></td>
<td>1.2 (kg/m3)</td>
</tr>
</tbody>
</table>
3.6.2: Flow Model

Several generic parameters can be defined for the time configuration, mathematical models and reference values. The time configuration is either steady or unsteady dependent on the necessity for time dependence. The solving of the turbulent N-S equation is used as the solved model with a variation of turbulence models. Although many turbulence models are available the simulation found best convergence and stability with the use of the Spalart Allmaras, K-epsilon Chien and Yeung-shih turbulence models. A table of the characteristic numbers related to the Reynolds number is shown below in table 3.

Table 4: Characteristic Flow Properties

<table>
<thead>
<tr>
<th>Characteristic Length</th>
<th>0.1 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Characteristic Velocity</td>
<td>8.49 m/s</td>
</tr>
<tr>
<td>Characteristic Density</td>
<td>1.2 kg/m3</td>
</tr>
<tr>
<td>Reference Temperature</td>
<td>293 K</td>
</tr>
<tr>
<td>Reference Pressure</td>
<td>101,300 Pa</td>
</tr>
<tr>
<td>Range of Reynolds number</td>
<td>50-70k</td>
</tr>
</tbody>
</table>

3.6.3: Rotating Machinery

As stated in the moving reference frame section the rotor block is defined to spin at a constant RPM, this RPM is varied for different simulations to vary the flow coefficient while holding the inlet velocity constant. For a flow coefficient of one the RPM is equal to 337 and to cover the entire range of flow coefficients the RPM varies from 250-1300. For steady
simulations a time average pitch-wise averaging rotor stator interface is used and for unsteady simulations a periodic boundary condition is used between both sides of the interface.

3.6.4: Boundary Conditions

At the inlet of the domain a fixed mass flow rate defined by the axial velocity is set. The inflow is purely axial flow with a velocity of 8.49 m/s. The outlet defines a radial equilibrium at the center of the blade span. Although the outlet pressure can be a variety of values since the inlet pressure will adapt to adjust for the correct drop in pressure, the outlet pressure is defined at 101,000 Pa to be in the same range as the reference pressure. All walls have the no-slip condition applied which forces the air velocity to be zero in all directions on the wall. Also the use of periodic boundary conditions is used at the interface between successive rows to model the cascade effects between sequential rows.

3.6.5: Numerical Model

To obtain an stable solution adaptive time stepping is used to iterate the solution. This method can shorten or extend the computational time step dependent on the local residuals. The control of how sensitive the time step is to fluctuations in the residuals is dependent on the CFL number. This is defined at one which is a convention in CFD simulation and produced stable results for various turbulence models. The software Numeca allows for a multi-grid solution to be obtained. A multi-grid technique is a method that helps produce a stable solution by first solving the flow field at a coarser mesh level where every three points are modeled as a single node. Once this first level has converged a second level is solved where two points are modeled as a single point and then lastly reaching the finest level where the solution is obtained for the
entire mesh and no spatial averaging between nodes is used. This method drastically shortens the
time till convergence and has produced very stable solutions. For incompressible flow a
preconditioning is required for the flow a generic Merkle preconditioning method is chosen. The
spatial discretization is defined using the central difference technique and a dual time stepping is
used for the temporal discretization.

3.6.6: Initial Solution

A variety of different methods can be used to initialize the flow field before computation,
as the initial parameters can heavily dictate the run time and stability of a simulation. For steady
state simulations the radial pressure at inlet, outlet and each rotor/stator interface is defined, the
values that were used were based on past converged solutions and this had an excellent effect in
reaching convergence. In the case of unsteady simulations, converged steady state solutions were
used to initialize the flow field before beginning the transient computations, again this lead to a
very stable solution.

3.7: Mesh

A structured three dimensional mesh was made on all 3 blade rows. Several components
were included to improve the accuracy of the results. The blade profile is based on the
dimensions used by Thakker, so that the experimental results could be compared. A one percent
tip gap on the rotor blade is included as in experiments and an analysis of the effect of tip gap is
presented later. Table 4 shows the important mesh parameters used.
Table 5: Mesh Density and Skewness

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Row 1 ~ Upstream Guide Vane</strong></td>
<td></td>
</tr>
<tr>
<td>Points</td>
<td>662,283</td>
</tr>
<tr>
<td>Maximum Skewness</td>
<td>16.97%</td>
</tr>
<tr>
<td><strong>Row 2 ~ Rotor</strong></td>
<td></td>
</tr>
<tr>
<td>Points</td>
<td>1,382,049</td>
</tr>
<tr>
<td>Maximum Skewness</td>
<td>26.9%</td>
</tr>
<tr>
<td><strong>Row 3 ~ Downstream Guide Vane</strong></td>
<td></td>
</tr>
<tr>
<td>Points</td>
<td>662,283</td>
</tr>
</tbody>
</table>

Figure 7: Turbine Passage Surface Mesh
It can be seen above that the structured mesh is very well formed and a low skewness is apparent throughout the domain. The most difficult sections to mesh are the leading and trailing edges of the blade; this is due to the blade coming to a finite point. In order to resolve this issue a rounded curve is implemented on each leading and trailing edge of each blade. The rounded edge allows the mesh to wrap around the edge with an even distribution of nodes. This smoothness is vital in generating a good $y+$ value. Images of the meshing of the leading edges of the rotor and downstream guide vane are shown below in figure 8.

![Down Stream Guide Vane Leading Edge](image1.png) ![Rotor Leading Edge](image2.png)

**Figure 8: Leading Edge Surface Mesh**

It is noticeable that even in these difficult meshing regions a good distribution is preserved and an apparent small $y+$ value is generated. The $y+$ value is a non-dimensional coefficient which correlates the distance of the first node from the wall and the progression of node spacing away from the wall. Any Spalart Allamaras turbulence model is dependent on the $y+$ value being less than 5 for accurate solutions on low Reynolds number flows. The following equation defines the distance for the first node away from the wall based on the $y+$ value. Where
Vref and Lref are the reference velocity and length defined in table 2 and \( v \) is the kinematic viscosity of the fluid.

\[
y_{wall} = 6 \left( \frac{V_{ref}}{v} \right)^{-7/8} \left( \frac{L_{ref}}{2} \right)^{-7/8} y^+ \tag{52}
\]

Figure 9 below shows the Y+ distribution on all of the walls and a maximum Y+ value of 2.15 is found at the leading edge of the rotor blade.

![Figure 9: Surface Y+ Distribution](image-url)

To determine if the mesh resolution was adequate for the simulation a grid independence test was made. Three meshes with no tip gap and identical schemes were made with 2 million, 1 million and 334k nodes, respectively. Figure 10 shows the efficiency of the turbine based on the Spalart Allamaras turbulence model. It is evident that past a mesh size of approximately 1
million nodes; grid independence is reached where a finer mesh will not affect the global performance parameters. Based upon the grid independence test, small y+ values and comparison between other meshing techniques found in the literature, this mesh is considered more than satisfactory for the simulation demands on the domain.

Figure 10: Grid Independence
CHAPTER FOUR: RESULTS

4.1: Numerical Model

4.1.1: Torque Coefficient

As described in section 3.1 a set of simple equations can be used to model the turbine performance. As described the turbine efficiency is a function of the flow, torque and input flow coefficients. The results for the torque coefficient as a function of the flow coefficient is graphed below in figure 11, when compared to the experimental results obtained by Thakker.

![Graph of Torque Coefficient vs. Flow Coefficient]

Figure 11: Analytical vs. Experimental Torque Coefficient

The comparison between the experimental and modeled results is in good agreement. It can be seen that the predicted results begin to under predict the experimental results once the
flow coefficient grows greater than 1.5. The maximum errors occurring at high flow coefficients reach a 7% difference. It will become apparent that error occurs when the model tries to predict the performance coefficients at flow coefficients over unity, this can be explained by the increase in flow separation and viscous stresses that occur at these high flow coefficients. As the model is in-viscid, it is expected to generate inaccurate predictions in flow regimes where viscous forces are significant.

4.1.2: Input Flow Coefficient

The other key influence on efficiency is the input flow coefficient. This component is related directly to the pressure losses that occur across the turbine a quantitative analysis of the dependent variables will show which variables contribute most the losses and how they may be optimized.
Figure 12: Analytical vs. Experimental Input Flow Coefficient

It can be seen above that the model is in good agreement with the experimental results until the regime where flow coefficient is above unity where large underpredictions are encountered. Again, the cause of this error is due to large flow separations that occur in the real scenario at high flow coefficients. It can be seen that these errors caused by increased viscous stresses have a much larger effect on the input coefficient when compared to the torque coefficient. This difference can be explained by the input coefficients strong dependence on the loss coefficient as seen in equation 20. The model shows that the loss coefficient can make up for up to half of the end result of the input coefficient, this strong dependency leads to greater error in the flow coefficient when compared to the torque coefficient at high flow coefficients.
4.1.3: Loss Coefficient and Flow Angles

Losses in the turbine are normally manifested by a decrease in stagnation pressure across the turbine; it can be seen from equations 19-21 that the guide vanes and rotor blades contribute their own forms of losses. In the case of this turbine guide vane losses are greater than rotor losses by an order of magnitude! In order to analyze the losses from a design perspective the rotor loss coefficient is plotted versus the incidence angle which has a strong influence on the turbine efficiency.

![Rotor loss vs Incidence](image)

Figure 13: Rotor Loss vs. Incidence

The above figure supports statements made regarding the effect of incidence angle on performance. It can be seen that an optimal value for incidence is zero which is the case when air exiting the first guide vane smoothly transitions into the rotor blades without striking above or below the leading edge of the rotor blade. A similar comparison can be made between the total loss coefficient and the relative inlet flow angle $\beta_2$ as seen in figure 14.
Figure 14: Total Loss vs. Beta 2

The above figure shows quantitatively the effect that the relative inlet flow angle has on the total losses. It can be seen that no losses occur at a relative inlet flow angle of 60 degrees, which is expected as it matches the blade angle at inlet and outlet of the rotor blade. Now that the reader understands the effect Beta 2 has on the losses valuable insight can be obtained from studying the progression of the varying flow angles Beta 2 and alpha 3 as a function of flow coefficient as illustrated below in figure 15.
By comparing the absolute exit flow angle, relative inlet angle, incidence and epsilon a physical understanding of the flow angles and their contribution to the efficiency can be obtained. It can be seen that for low flow coefficients alpha3 and beta2 are negative which is indicative of the inlet flow angle pointing vertically downward with respect to the moving rotor and that the flow leaving the rotor is pointed vertically upward relative to the rotor. Based on figure 14 we have noted that minimal losses occur when beta2 approaches 60 degrees, which is the case for most of the flow regime after unit. This raises an interesting question, if the flow angles approach the ideal case after a flow coefficient of one then why does the efficiency lower as flow coefficient? To answer this we must first gain more insight in to the behavior of the pressure losses from rotor and stator as a function of the flow coefficient. Seen below in figure 16 is a comparison of the rotor losses and the downstream guide vane losses.
As illustrated by the graph we can see that figure 16 is in agreement with figure 15 in that as the flow angles approach their ideal angles the losses from both the rotor and guide vane decrease. The reason that the efficiency ultimately begins to decrease once the flow coefficient passes unity is that the efficiency has the flow coefficient in the denominator. This causes the efficiency to decrease as the flow coefficient gets larger. This is an important observation as we can see the actual pressure losses do not contribute greatly to the drop in efficiency after unity; this is why efficiency reduces in a linear fashion as the increasing flow coefficient is the driving force for the reduction in efficiency past a flow coefficient of unity. In the scenario where flow coefficient is below unity we can see that the losses from the downstream guide vanes and the rotor are the main contributors to the sharp loss in efficiency, this is the reason that efficiency has a parabolic shape at low flow coefficients.
It can be seen that although the analytical model can only provide an approximation of the results the general trends and performance is well predicted. The ease of use you this software allows the researcher to obtain a good physical understanding of the flow physics and the key variables that effect efficiency.

4.2: CFD Simulation Results

4.2.1: Steady Simulations

As described in the simulation parameters section a variety of turbulence models were used with identical simulation parameters for comparison. A good way to compare the overall performance of the model is in how it predicted the global efficiency and since there is experimental data to compare again this was the method chosen to obtain the best turbulence model. Figure 17 below shows the steady state prediction of the turbine efficiency for various flow coefficients. An explanation of the graphs implications is provided below.
It can be seen from figure 17 that the turbulence models do perform differently when compared to the experimental coefficient. All of the turbulence models are in good agreement with the experimental data until approximately a flow coefficient of 0.8 is reached. After this point there are various discrepancies between the turbulence models and an over prediction of efficiency is found when compared to the experimental results. It can be seen that the K-epsilon models match the efficiency closest, with the Yang-shih model slightly outperforming the Chein model. These turbulence models perform best due to their design being focused to low Reynolds numbers. This simulation has very small Reynolds numbers (50-70k) and is one of the driving factors for this over-prediction. To develop a better understanding of how the turbulence models predict error two similar comparison plots are made which compare the torque coefficient and input coefficient as a function of the flow coefficient. Since both of the coefficients make up the
efficiency we can see what physical terms are being over or under predicted. We will classify the results strictly to the two best turbulence models.

Figure 18: CFD Torque Coefficient vs. Experimental

Figure 18 shows a very good prediction between the two turbulence models and the experimental results. It can be seen that at high flow coefficients the turbulence models begin to under predict the torque coefficient which is opposite to what is expect as a over prediction of the torque coefficient would result in the over prediction of efficiency. To analyze the second influence on efficiency we look at the turbulence comparison of the input coefficient as a function of flow coefficient compared to experimental results.
As we analyze figure 19 we can see the source for the over prediction in efficiency. The turbulence models are in good agreement with the experimental results at low coefficients, but as the flow coefficient passes 0.8 there is a significant under-prediction of the input coefficient. Since the input coefficient is on the denominator of the efficiency formulation we can see how the onset of over prediction is caused by the error involved in the input coefficient which reaches a maximum error 25% at a flow coefficient of 1.7. Looking at the formulation of input and torque coefficient, one can see that the main difference between the two is that the pressure loss is a dominant term that exists in the input coefficient. It is this pressure drop which is drastically under predicted resulting in a turbine with low losses which is not the case in the experimental results.
4.2.2: Flow Incidence Analysis

Through the use of the NUMECA post-processor CFView, several quantitative graphs can be constructed to give a visual and mathematical representation of the flow field. Specifically, section seeks to understand the dependency of the flow physics and turbine performance based on the variation of the flow coefficient. By analyzing variables fixed in space and comparing the results among several flow coefficients one can determine the flows dependencies on the flow coefficient.

Figure 20: Velocity Profile on Rotor near Trailing Edge

Figure 20 is an illustration of the software ability to extract spatial data in the flow field and compare it to the results of different flow coefficients. From now on the image of the plot will not be shown but a description of its location will be given. Figure 20 shows the variation of the velocity profile in the separation region on the trailing edge of the rotor blade. It can be seen
that there is a drastic change in velocity away from the wall of the rotor in this region. This separation as described in previous sections is due to the symmetric camber of the airfoil which causes a sharp change in the wall angle. This sharp change doesn’t allow the flow space or time to match the wall angle and thus separation from the wall occurs characterized by a large drop in velocity. It can be seen from the velocity vectors that there is in fact no flow recirculation and that the majority of the flow continues to move towards the downstream guide vane. Comparing the results for various flow coefficients we can see that a similar trend appears where air speed matches the blade speed at arc length equal to zero and then decreases close to zero before matching the speed of the free stream flow. By comparison the higher the flow coefficient the closer the flow speed in this separation region is to equaling zero. This is one of the causes to the difficulties that turbulence models have in this region, where large velocity gradients occur non-uniformly in a small region of space.

To develop an understanding of how the variation in flow coefficient affects specifically the performance one can analyze the static pressure distribution on the rotor blade which is the driving force for the torque produced by the rotor. Similar to figure 20 a Cartesian plot of quantities in space can be extracted from the results. Figure 21 below demonstrates how the static pressure along the mid span of the rotor blade can be extracted and plotted. Additionally, as shown in figure 21 the curves representative of the pressure and suction side can be merged together. When analyzing the static pressure along these merged curves one can find the stagnation point on the rotor by the location of the maximum pressure. As described in the numerical model the stagnation point is directly related to pressure losses in the turbine.
Figure 21: Static Pressure Profile of Rotor Mid-span
In the above figure the static pressure along the mid-span of the rotor blade for the top and bottom surfaces is shown. The arc length of the top surface reaches from 0 to 0.14 m and the bottom surface extends from 0.14 to 0.23. The ideal stagnation point is located at an arc length of 0.14, where the bottom and top surface meet. Looking at the pressure distribution on the top surface of the rotor one can see that there is a drop in pressure at the mid chord due to the peak velocity that occurs at the point of maximum chamber. This is expected and when comparing the pressure on the bottom and top surface a difference in pressure of approximately 500 Pa is seen, although pressure differences are not the major contributor to lift for this impulse turbine it is seen that a lift produced form pressure difference does exist. When looking at the rotor pressure
one would expect from figure 22 that the static pressure would be much higher towards the trailing edge when compared to the leading edge due to the faster air flow that exists towards the leading edge. This discrepancy is explained in that any impulse turbine converts pressure head into kinetic energy, so it is expected that the static pressure reduces across the rotor due to the energy transfer through work from the fluid to the rotor blade.

Looking towards the maximum pressure on the rotor blade one can locate the stagnation point of the flow. To analyze this section a zoomed in representation of this graph is provided below in figure 23.
A red vertical line is inserted in the graph to illustrate the ideal location of the leading edge of the rotor blade. When comparing the stagnation location for various flow coefficients it can be seen that as the flow coefficient reduces the stagnation point moves away from the ideal stagnation point moving upwards along the top surface of the rotor blade. At flow coefficients above one the stagnation point approaches the ideal stagnation point and never reaches a point on the bottom surface of the rotor blade. It is important to keep in mind that this data is based on a steady state simulation. This implies that there are scenarios where the flow stagnates below the ideal leading edge, but the progression of the stagnation point based on the change in flow coefficient is the same. In all cases as flow coefficient decreases below one the average stagnation point moves upward along the top of the rotor away from the leading edge.
Marking the locations of the stagnation pressure we can construct figure 24 which shows the average stagnation point as a function of the flow coefficient.

Figure 24: Stagnation Location vs. Flow Coefficient

Here we can see that there is a significant difference between the actual and ideal stagnation point at low flow coefficients. It is noticeable that the trend of this curve is almost identical to the pressure loss graph shown in the numerical models results. This shows a very important result, the majority of the losses contributed by the rotor blade stem from the stagnation point rising above the ideal location. Thus when the air strikes the rotor blade axially (above ideal stagnation) the flow is slowed down and a rise in pressure occurs. Since impulse turbines drop static pressure this rise in pressure due to collision and high incidence creates a large loss in the rotor performance. Taking a similar approach to the downstream guide vane one can produce the static pressure profile on the bottom and top of the guide vane at the mid span of the vane, shown in figure 25.
Analyzing the downstream guide vane shows a similar trend as seen on the rotor blade. Again the actual stagnation point is located above the ideal location. Here the bottom side of the vane ranges from arc length 0-0.13 and the top of the vane ranges from arc length 0.13-0.23. The bottom or pressure side of the vane shows very little progression along the arc length of the bottom of the blade, as in figure 25 a rise in static pressure is found with low flow coefficients at the top of the blade. The opposite is true for the bottom of the blade since with increasing flow coefficient the bottom of the blade creates more suction on the impinging air which lowers the static pressure. By graphing the location of the maximum pressure and plotting it versus the flow coefficient we can generate a plot of the relative stagnation point versus the flow coefficient, as seen below in figure 26.
The above figure shows, as expected, that the downstream guide cane has a larger incidence when compared to the rotor. For the vane the flow stagnates at higher location relative to the ideal stagnation point on the vane. Recalling from figure 20, the downstream vane losses are much greater than the rotor losses, this is due slightly to the larger incidence and also to the fact that the air is move faster at downstream guide vane then at the upstream guide vane. When this fast air strikes the vane axially again there is an increase in static pressure which contributes to losses in the turbine.

4.2.3: Turbine Losses

As stated impulse turbines convert static pressure into velocity, ideally this is an isentropic process that has no drop in stagnation pressure. In the real case there is a considerable loss in stagnation pressure across the turbine which is proportional to the loss in efficiency of the
turbine. Recognizing that that total pressure loss coefficient is representative of these losses we can define the losses as.

\[ C_{pt} = \zeta = \frac{P_{t \text{ in}} - P_t}{P_{t \text{ in}} - P_{s \text{ in}}} \]  

(53)

The numerator of equation XX is the difference in stagnation pressure from the inlet to some point in the flow field and the denominator is the difference in stagnation and static pressure at the inlet. Thus the denominator is fixed showing the coefficient represents the deviation of the stagnation pressure in the flow field relative to the inlet stagnation pressure.

This variable was defined in the post processor and a graphical representation of the losses can be generated based on the results. Shown below is a general comparison (flow coefficient of one) losses contributed by the upstream guide vane, rotor and downstream guide vane.

Figure 27: Total Pressure Coefficient of Three Blades
Figure 27 is in agreement with the findings in the analytical model and the results found in literature, illustrating that the rotor and downstream guide vane contribute the majority of the losses when compared to the upstream guide vane. It can be seen at the left side of the graph that all three blade exhibit losses from the leading edge of the blade. The rotor has larger losses due to the incidence of the entering air flow, but the downstream guide vane has the largest losses. These large losses occur due to the incidence of the incoming air flow (similar to the rotor), but also due to the fact that the downstream guide vane is fixed which will produce a greater drop in total pressure with incidence when compared to the rotor. This makes physical sense as the incidence at the rotor can move with the blade, while the incidence occurring on the downstream guide vane must be deflected instantaneously to match the curvature of the fixed downstream guide vane.

Neglecting the losses contributed by the upstream guide vane and analyzing the losses contributed by the rotor and downstream guide vane as a function of flow coefficient, we obtain figures 28 and 29.
Figure 28: Rotor Losses vs. Flow Coefficient

Figure 29: Downstream Guide Vane Losses vs. Flow Coefficient
The above figures again show the appreciable increase in losses of the downstream guide vane when compared to the rotor losses. Comparing each blades loss with the flow coefficient it can be seen that in both cases the average losses decrease with increasing flow coefficient. This again verifies the results found in the analytical model and figure 20. This finding which is supported experimentally, analytically and through CFD explains the difference in curvature of the efficiency curve from low coefficients to high coefficients.

4.2.4: Turbine Flow Separation

Due to the high camber of the rotor and guide vanes it is expected that flow separation occurs across the blades. Separation has been indicated based on the dislocation of the downstream guide vane stagnation point. To detect the presence of flow separation the shear stress tangent to the surface can be plotted across the blade surface. Any positive shear stress values are indicative of air flow in the opposite direction to the free-stream flow. This reverse flow causes flow separation on the blade which produces lower absolute velocities on the blade surface in the separation regime. Figure 30 is a plot of the surface shear stress along the mid-span of the rotor blade; the shear stress is then compared for various flow coefficients.
It can be seen above that the length of the flow separation region increases along the rotor as the flow coefficient reduces. This result is expected as low flow coefficients experience greater losses which are related to the separation regions by the local stagnation pressure. It is important to note that flow separation occurs slightly after the point of max camber which has a maximum negative shear stress before increasing to positive shear stress which creates the flow separation towards the trailing edge of the rotor blade from the point of max chamber. Extracting the same data along the mid-span of the downstream guide vane a similar result can be obtained shown in Figure 31.

Figure 30: Shear Stress on Rotor Blade vs. Flow Coefficient
Comparing figures 30 and 31, the downstream guide vane has a considerable larger separation region than the rotor. This is expected since the flow angles exiting rotor are mostly axial (due to the separation on the rotor). When the flow from the rotor is axial it strikes the downstream guide vane below the ideal stagnation point. This creates the flow separation and is enhanced by the downward curvature of the DGV. The recirculation region does not span the entire DGV, figure 31 shows that flow reattaches (based on the negative shear stress) briefly at approximately a third of the length from leading edge to trailing edge.

Now that a relationship for separation has been obtained with flow coefficient, it is valuable to study the connection between flow separations along the span of the blade. Figure 31 and 32 show the shear stresses on three different span wise locations at a flow coefficient of
unity. These plots show that the span wise locations follow the same shear stress trends then different flow coefficients. This is an important conclusion which is expected since flow coefficient is defined on a mean span. If the span moves towards the hub, by definition the flow coefficient rises since the circumferential velocity towards the hub speeds up. It is surprising to see a completely opposite trend in separation between the flow coefficient and different span locations. It is expected that the flow separate similar to high flow coefficients near the hub of the blade, yet the opposite is seen. The same trend of increasing separation closer to the hub is replicated in every flow coefficient.

Figure 32: Shear Stress along Rotor Span (phi=1)

Analyzing the shear stress along the top surface of the downstream guide vane we arrive at figure 33. For the downstream guide vane it can be seen that the flow remains attached for a larger
region near the hub when compared to the extensive separation that occurs towards the shroud of the guide vane.

Figure 33: Shear Stress along Downstream Guide Vane (phi=1)

4.2.5: Theoretical Solution for Separation Losses

As described in the previous sections large separations on the rotor blade force the displacement of the stagnation point on the downstream guide vane. In order to combat the losses in efficiency two novel techniques have been introduced to reduce flow separation and the losses created from deviations in the flow angle and blade angle. The first technique is an air injection system which acts to create a fast jet of air across the suction side of the rotor blade. This jet of air is not intended to generate lift through thrust, but instead to simply create a low pressure
region across the blade surface. This low pressure region forces the separated airflow to reduce in size and remain significantly closer to the rotor blade surface. No additional energy is required to power the jets since the high pressure from the OWC chamber can be used to move the main flow and a portion of the air flow can be routed through the hub of the turbine into the rotor blade creating the jet flow. An illustration of the blade injection system is shown in figure 34 and a visual comparison of the flow streamlines around the rotor blade is shown with and without flow injection in figure 35.

Figure 34: Illustration of Injection System
It can be seen from figure 35 that the low pressure region created by the jets does drastically lower the separation region and allows airflow to leave at an angle closer to the blade exit angle. It was found that the jet system performed best with the holes close to the trailing edge of the rotor blade and shot at a flow angle close to parallel to the blade surface. By fixing the position and orientation of the jets and varying the jet mass flow rate a dramatic increase in efficiency and a reduction in stagnation pressure losses is found.

Figure 36: Shear Stress along Downstream Guide Vane (phi=1)
Figure 36 shows the increase in efficiency based on the amount of injected mass flow rate. It can be seen that due to the small hole diameter a very small mass flow rate (less than 1% of total mass flow) can have a strong impact on efficiency (48% increase). It can also be seen that there is a limitation to this technique based on the efficiency and total pressure drop. The reduction in total pressure loss occurs at approximately a jet mass flow rate of 0.006, at which there is no increase in efficiency with the addition of jet mass flow rate.

The second solution is not intended to reduce the separation region (jet injection), but instead to reduce the losses that occur from axial flow angles exiting the rotor blade. It can be seen that when the flow angle does not match the guide vane inlet angle that separation occurs which contributes to the turbine losses. In order to reduce this effect a theoretical guide vane is assumed which can pivot freely around the leading edge when acting as a downstream guide vane not as an upstream guide vane. This would reduce the effect of a non-ideal stagnation location by allowing the air flow to maintain its flow angle and not have to be redirected over the guide vane causing the separation. In order to model this design in simulations a general analysis of the method is modeled by completely removing the downstream guide vane. Although this does not accurately model a hinging downstream guide vane it can show the potential for the rise in efficiency that occurs when the downstream guide vanes do not interact with non-ideal flow angles from the rotor. An illustration of this simulation is shown below in figure 37.
In order to quantify the effect on the overall performance of the turbine based on the two proposed methods, a comparison of the turbine efficiency for all flow coefficients. In figure 38 the efficiency is compared of the standard turbine, turbine with no downstream guide vane, and turbine with the injection system at an injection mass flow rate of 0.006 kg/s.
It can be seen that the positive effect of both methods shows a drastic increase in efficiency for all flow coefficients. The comparison demonstrates that the injection technique has the greatest increase in efficiency, showing 75% increase in efficiency. By removing the downstream guide vane it can be seen that the average efficiency is increased by 40%. The results give substantial motivation for further testing of the methods in CFD and in experimental techniques. It is important to note that this is the preliminary results for both methods and more research is required to develop accurate relationships between the methods and their increase in efficiency. By assuming over-prediction of the effects the author takes a conservative approach and states that either of these methods have the potential to increase the turbines efficiency over 30%.
CHAPTER FIVE: CONCLUSION

An analytical model and computational fluid dynamic simulations were created to model the performance of a uni-directional turbine for wave energy conversion. The results from the analytical model and CFD simulations are in good agreement with the experimental results found in the literature. Through the analysis of the results several important conclusions can be made regarding the substantial turbine parameters which have significant effects on performance.

- As validated by the analytical and CFD models the stagnation point on the rotor and downstream guide vane is never match the ideal location. In the majority of the flow regime stagnation occurs below the ideal stagnation point (leading edge).
- This dislocation of the stagnation point results in flow separation and a drop in the total pressure.
- Flow separation which occurs on the rotor blade forces flow to exit the rotor axially which causes a deviation in the exit flow angle which causes separated flow on the downstream guide vane through a non-ideal stagnation point.
- The use of blade air injection on the rotor blade shows numerically an approximate increase of 40% in efficiency.
- The use of pivoting downstream guide vane shows numerically an approximate increase of 30% in efficiency.

The necessity of curved guide vanes and rotor blades would increase the performance of the turbine as it is evident that the standard blade experience losses from 3D effects which can be
avoided. A CFD-CAD iterative method will be used to reach an optimized blade profile to minimize the losses occurring from flow separation.
APPENDIX: SIMULATION RESIDUALS
Figure 39: Global Residuals for Steady-State Simulations

Figure 40: Mass flow rate Convergence for Steady-State Simulations

Figure 41: Efficiency Convergence for Steady State Simulations
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