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ABSTRACT

This study focuses on developing explicit analytical and numerical process models for mechanical micro-machining of heterogeneous materials. These models are used to select suitable process parameters for preparing and micro-machining of these advanced materials. The material system studied in this research is Magnesium Metal Matrix Composites (Mg-MMCs) reinforced with nano-sized and micro-sized silicon carbide (SiC) particles.

This research is motivated by increasing demands of miniaturized components with high mechanical performance in various industries. Mg-MMCs become one of the best candidates due to its light weight, high strength, and high creep/wear resistance. However, the improved strength and abrasive nature of the reinforcements bring great challenges for the subsequent micro-machining process.

Systematic experimental investigations on the machinability of Mg-MMCs reinforced with SiC nano-particles have been conducted. The nanocomposites containing 5 Vol.%, 10 Vol.% and 15 Vol.% reinforcements, as well as pure magnesium, are studied by using the Design of Experiment (DOE) method. Cutting forces, surface morphology and surface roughness are characterized to understand the machinability of the four materials. Based on response surface methodology (RSM) design, experimental models and related contour plots have been developed to build a connection between different materials properties and cutting parameters. Those models can be used to predict the cutting force, the surface roughness, and then optimize the machining process.

An analytical cutting force model has been developed to predict cutting forces of Mg-MMCs reinforced with nano-sized SiC particles in the micro-milling process. This model is
different from previous ones by encompassing the behaviors of reinforcement nanoparticles in three cutting scenarios, i.e., shearing, ploughing and elastic recovery. By using the enhanced yield strength in the cutting force model, three major strengthening factors are incorporated, including load-bearing effect, enhanced dislocation density strengthening effect and Orowan strengthening effect. In this way, the particle size and volume fraction, as significant factors affecting the cutting forces, are explicitly considered. In order to validate the model, various cutting conditions using different size end mills (100 µm and 1 mm dia.) have been conducted on Mg-MMCs with volume fraction from 0 (pure magnesium) to 15 Vol.%. The simulated cutting forces show a good agreement with the experimental data. The proposed model can predict the major force amplitude variations and force profile changes as functions of the nanoparticles’ volume fraction.

Next, a systematic evaluation of six ductile fracture models has been conducted to identify the most suitable fracture criterion for micro-scale cutting simulations. The evaluated fracture models include constant fracture strain, Johnson-Cook, Johnson-Cook coupling criterion, Wilkins, modified Cockcroft-Latham, and Bao-Wierzbicki fracture criterion. By means of a user material subroutine (VUMAT), these fracture models are implemented into a Finite Element (FE) orthogonal cutting model in ABAQUS/Explicit platform. The local parameters (stress, strain, fracture factor, velocity fields) and global variables (chip morphology, cutting forces, temperature, shear angle, and machined surface integrity) are evaluated. Results indicate that by coupling with the damage evolution, the capability of Johnson-Cook and Bao-Wierzbicki can be further extended to predict accurate chip morphology. Bao-Wierzbicki-based coupling model provides the best simulation results in this study.
The micro-cutting performance of MMCs materials has also been studied by using FE modeling method. A 2-D FE micro-cutting model has been constructed. Firstly, homogenized material properties are employed to evaluate the effect of particles’ volume fraction. Secondly, micro-structures of the two-phase material are modeled in FE cutting models. The effects of the existing micro-sized and nano-sized ceramic particles on micro-cutting performance are carefully evaluated in two case studies. Results show that by using the homogenized material properties based on Johnson-Cook plasticity and fracture model with damage evolution, the micro-cutting performance of nano-reinforced Mg-MMCs can be predicted. Crack generation for SiC particle reinforced MMCs is different from their homogeneous counterparts; the effect of micro-sized particles is different from the one of nano-sized particles.

In summary, through this research, a better understanding of the unique cutting mechanism for particle reinforced heterogeneous materials has been obtained. The effect of reinforcements on micro-cutting performance is obtained, which will help material engineers tailor suitable material properties for special mechanical design, associated manufacturing method and application needs. Moreover, the proposed analytical and numerical models provide a guideline to optimize process parameters for preparing and micro-machining of heterogeneous MMCs materials. This will eventually facilitate the automation of MMCs’ machining process and realize high-efficiency, high-quality, and low-cost manufacturing of composite materials.
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CHAPTER 1   INTRODUCTION

1.1 Background and Motivation

In numerous fields that include aerospace, energy, automobile, medical and optics, requirements of tough mechanical properties and miniaturized sizes become more and more demanding. Specific applications include avionics packaging, micro-fluidic channels for lab-on-chips and fuel cells, micro-scale holes for fiber optics, micro-nozzle array for multiplexed electrospray systems, micro-molds, micro sensors and actuators [1-6].

Metal Matrix Composite materials (MMCs) have been applied in numerous fields that include energy, defense, aerospace, bio-technology, optics and automobile, because of their reinforced high performance mechanical properties and reduced weight. In recent decades, substantial progress has been achieved in the development of MMCs. This enables the advanced heterogeneous materials to be considered in more applications. Some large scale application examples of MMCs are shown in Figure 1.1. These applications require outstanding mechanical properties, including light weight, high strength, high creep resistance, long fatigue life, high corrosion/oxidation resistance, low thermal expansion and good wear resistance. The energy efficiency will be dramatically improved as the MMCs are widely applied in these fields.
On the other side, emerging miniaturization technologies are perceived as key technologies of the future in a broad spectrum of applications [2, 3]. Due to the high surface-to-volume ratio, miniature components can provide lower power consumption, higher heat transfer, and are more flexible and efficient. Using miniature components under appropriate circumstances can further improve energy efficiency. Figure 1.2 shows some micro/meso-scale applications which demand the miniaturized mechanical features in the range of a few hundred microns to several millimeters. Both the small size and excellent mechanical properties are required in these applications.
In aforementioned applications, both the small size and outstanding mechanical properties are required. Ceramic particle-reinforced Metal Matrix Composites, such as Aluminum-based MMCs (Al-MMCs) or Magnesium-based MMCs (Mg-MMCs), with light weight and high toughness, are excellent candidates for making components for such applications. Thanks to the hard ceramic particles reinforcement, the mechanical properties are improved significantly. It was found that these composites exhibit much better mechanical properties such as higher strength and superior wear resistance than pure Mg/Al and their alloys [7-9].

There exist a number of different fabrication methods to make miniaturized components, made of ceramic-reinforced MMCs. Since components made of advanced MMC materials usually contain complex 3-Dimensional (3-D) features, the traditional silicone based fabrication methods for micro-electro-mechanical systems (MEMS) are not adequate. Several micro-machining methods have been reported in literature for SiC reinforced MMCs. Müller et al. [10] studied the capability of manufacturing SiC particle-reinforced aluminum matrix composites using electrical discharge machining (EDM) method. The results showed that the removal rate was low due to the poor electrical conductivity of SiC particles. In addition, electrode wear was severe and thus inevitably increased the manufacturing cost. Laser machining is another alternative method and is capable of making small diameter holes and cutting metal matrix composites. However, the surface quality was relatively poor and the microstructure of materials was changed under the effect of laser heating [11].

Compared to the above methods, the mechanical micro-machining process is promising to mass produce MMCs parts. This approach is cost-effective, flexible, and controllable, precise
(relative accuracy as $10^{-3} \sim 10^{-5}$), and capable to make arbitrary 3-D pattern [2, 10, 11]. Using micro-machining technique, small components can be manufactured more efficiently with lower cost and higher quality.

However, the remarkably enhanced mechanical properties of MMCs, in terms of yield strength, fracture strength, wear resistance and shear modulus bring great challenges for mechanical micro-machining. Comparing with micro-machining homogeneous metals, cutting forces when machining MMCs are much larger due to the existence of the ceramic particle reinforcement. Tool wear is more severe and tool life is shortened. Due to the elevated cutting force amplitude, tool vibration and tool deflection are more significant. As a result, both dimensional accuracy and surface quality are adversely affected. In order to achieve good machining efficiency and quality, it’s important to fully understand the strengthening mechanism and the influence of reinforcement particles on the entire micro-cutting process, especially the chip formation process.

1.2 Objectives of This Research

The objective of this research is to establish explicit process models connecting the controllable input cutting conditions with output variables (e.g., cutting forces, tool deflections and machined surface roughness) for advanced heterogeneous Mg-MMCs materials during micro-endmilling process. Using these models, based on input cutting conditions for specific Mg-MMCs materials, the machining performance can be predicted in terms of cutting forces, tool deflections, machined surface integrity and cycle time. To this end, comprehensive process
models of micro milling the heterogeneous materials will be constructed. Since the cutting performance is strongly affected by unique cutting mechanisms in both the macro-scale and micro-scale levels, a thorough understanding of the cutting mechanisms in different scales is highly required.

Figure 1.3 illustrates the relationships among material properties, strengthening mechanisms and cutting mechanisms in different scales during mechanical micro-machining.

In the micro-scale level, the fundamental microstructure and strengthening mechanisms of the MMCs establish the foundation for cutting mechanics and dynamics. Core research topics involve mechanical properties and fracture mechanisms of the material.

In the meso-scale level, fundamental chip formation mechanism is different from traditional machining and micro-machining of homogeneous materials due to the effect of heterogeneity, size effect and the minimum chip thickness effect etc. The influence of material’s microstructure and strengthening mechanism on chip formation is the key. The fundamental of heterogeneous material removal mechanism further establishes the foundation for differentiating cutting regimes in macro-scale level. The chip formation modeling involves material micro-structural effect, strengthening effect, tool edge radius effect, size effect, and minimum chip thickness effect; it is built to further predict dynamic cutting force during machining.

In the macro-scale level, the research should focus on modeling the process states including cutting forces and tool vibration, as well as the final machined surface integrity in terms of dimensional accuracy and surface roughness.
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Figure 1.3: Schematic of the interrelationship among the cutting mechanisms in different scales
The research specially focuses on modeling material removal process and related process states, including cutting forces and machined surface integrity in terms of dimensional accuracy and surface roughness. The micro end mill’s diameter ranges from 100 µm to 1000 µm. Due to the innovativeness of the Mg-MMCs materials, experimental machinability study is conducted in the first step. Based on the experimental study, the phenomena that are fundamentally different from micro milling homogeneous materials are revealed.

The objective of this dissertation research is realized through the following specific studies:

a) Micro-Machinability Study on Mg-MMCs: The objective is to investigate the machinability of Mg-MMCs with micro-endmilling method. A better understanding of machining characteristics for Mg-MMCs has been obtained. Using Design of Experiment (DOE) method, the effects of the reinforcements’ volume fraction and particle size on cutting forces as well as machined surface roughness are systematically studied. Experiments are conducted on samples of Mg-MMCs with 5 Vol.%, 10 Vol.% and 15 Vol.% reinforcements of SiC nanoparticles and pure Magnesium. Different feedrates and spindle speeds are chosen as varied cutting parameters. Cutting forces, surface morphology and roughness are measured and evaluated to understand the machinability of the four different materials during the micro-milling process.

b) Modeling of Dynamic Cutting forces: The analytical dynamic cutting force model consists three parts:

- Instantaneous chip load model – The tool tip trajectory in micro-endmilling is not an ideal trochoidal path due to the material heterogeneity, tool vibration and
deflection. The influences of above factors on the instantaneous chip thickness are even greater than the nominal uncut chip thickness under certain circumstances. Therefore, an instantaneous chip thickness model should be constructed by considering the tool runout, tool deflection and the unique cutting regime switching mechanism for Mg-MMCs.

□ Cutting force model – The cutting force model of Mg-MMCs is developed from using differential forms of tangential, radial and axial force. Based on the chip formation study, behaviors of the reinforcement particles can be reflected in the three cutting regimes, i.e., shearing, ploughing and elastic recovery. The validated model can be used to study the effects of the materials’ properties on the cutting forces.

□ Calibration algorithm – Cutting force tests using different nominal chip load have been conducted in order to calibrate the proposed cutting force model. Root Mean Square (RMS) average cutting forces is used to calculate the specific cutting energies and the cutting force constants for a specific nominal chip load.

c) Effects of Fracture Models: A systematic evaluation of six ductile fracture models is conducted to identify the most suitable fracture criterion for micro-scale machining problems based on Finite Element (FE) modeling method. The objective is to establish the most suitable ductile fracture models for micro-cutting simulations. The evaluated fracture models include the constant fracture strain, the Johnson-Cook, the Johnson-Cook coupling criterion, the Wilkins, the modified Cockcroft-Latham, and the Bao-Wierzbicki fracture models. By means of a user material subroutine (VUMAT) in ABAQUS/Explicit platform, these fracture models are
implemented into a Finite Element (FE) model of orthogonal cutting process. The local parameters (stress, strain, temperature, velocity fields) and global variables (chip morphology, cutting forces, shear angle, machined surface integrity) are evaluated. The numerical simulation results have been examined by comparing with experimental results published in open literatures.

d) Chip Formation Mechanism Study on Mg-MMCs: The fundamental material removal mechanism and micro-cutting performance of Mg-MMCs materials are studied by using FE modeling method. A 2-D FE micro-cutting model has to be constructed and a simulation study is achieved in this research. Firstly, homogenized material properties are employed to evaluate the effect of volume fraction. Secondly, micro-structures of the two-phase material are modeled in FE cutting models. The effects of the existing micro-sized and nano-sized ceramic particles on micro-cutting performance are carefully evaluated in two simulation case studies. The fundamental chip formation model is the foundation to study the effects of material properties on cutting process. Moreover, it can bridge the micro-level behaviors of the material with the meso and macro level cutting performance.

Based on the process models, the productivity, machined surface integrity, and tool life can be improved through optimizing the cutting conditions for a specific Mg-MMCs composite materials.
1.3 Dissertation Outline

The reminder of this dissertation is organized as follows.

Chapter 2 contains a review and analysis of the literature related to metal matrix composite machining and micro milling process. In Chapter 3, a systematic micro-machinability study on Mg-MMCs materials is conducted and analyzed based on Design of Experiment (DOE) method. Chapter 4 includes the cutting force model which accounts for the effect of materials’ volume fraction and particle size. The behaviors of nanoparticles have been defined in this model and the proposed cutting force model is validated by comparing the simulation cutting forces and experimental measurements using a 100 μm diameter end mill and a 1 mm diameter end mill. Chapter 5 focuses on the effects of different fracture models on cutting matrix materials. This study will facilitate the utilization of proper fracture models in MMC’s numerical cutting simulation. Chapter 6 exhibits numerical cutting simulation study for Mg-MMCs with SiC reinforcements. Homogenized materials property and heterogeneous materials’ properties are considered as case studies, and the unique cutting mechanisms for Mg-MMCs are analyzed through the simulation studies. Chapter 7 concludes this research and points out the recommended future research directions.
CHAPTER 2   LITERATURE REVIEW

This chapter surveys the state of the art of micro-machining technology and its application for heterogeneous materials’ fabrication. In general, the principles of micro-machining are similar to those of macro-scale machining; however micro-machining exhibits different characteristics due to the significantly reduced size. Thorough understanding the tool-workpiece interaction mechanism and the chip formation physics will facilitate the modeling work of the entire micro-cutting process. With this purpose, this chapter specifically focuses on the interaction of the cutting tools and the ceramic-reinforced MMCs. Various effects in micro-scale perspective should be considered when modeling the micro-machining process, including material’s heterogeneity, size effect, minimum chip thickness effect, tool edge roundness and tool runout.

2.1 Ceramic-reinforced Metal Matrix Composites

2.1.1 Mechanical Properties

Ceramic-reinforced Metal Matrix Composites (MMCs) have potential to replace conventional light-weight metallic materials such as magnesium, aluminum, titanium and their alloys due to the reinforced high mechanical performance including higher yield strength, fracture strength, toughness, lower thermal expansion, higher creep resistance and wear
resistance. In comparison to pure metal materials, the engineered composites display higher stiffness, strain hardening, and strength, with lower strain to fracture [1].

Previous studies primarily focused on the use of micro-sized reinforcements or low volume fractions (< 2 Vol.%) of nano-sized reinforcements, mostly in aluminum matrix [1]. It is revealed that the composites reinforced with nano-sized particles exhibit better properties than those reinforced with micro-sized reinforcements. Nano-reinforcements can remarkably increase the mechanical strength by effectively promoting particle hardening mechanisms. A fine and uniform dispersion of nano-particles provides a good balance between the ceramic strengthener (non-deforming particles) and inter-particle spacing effects to maximize the yield strength and creep resistance while retaining good matrix ductility [12-14]. Recent experiments demonstrated that MMCs with a high volume fraction of nano-particles exhibit better mechanical behaviors than those reinforced with micro-sized particles, and those with low volume fractions of nano-sized reinforcements. Through our previous research, we found that aluminum matrix nanocomposites containing 15 Vol.% alumina nano-particles of 50 nm exhibit better wear resistance than stainless steel [15]. The impact strength of this composite is greater than 1 GPa, which is sufficient for lightweight armor applications [16].

Researchers have investigated the effect of micro-sized reinforcement particles on the mechanical properties of the MMCs [1, 9, 17]. Lim et al. [9] studied the wear behavior of the Mg-MMCs reinforced by SiC particles with a nominal size of 14 µm. Charles et al. [17] investigated the mechanical behavior of Al-MMCs at cryogenic temperatures.

As novel nanoparticle-reinforced MMCs show improved mechanical performances, such as higher yield strength and creep resistance, comparing to their micro-composite counterparts,
researchers began to move their interests further to nano-particulate MMCs. Different matrix materials were studied including Magnesium [18-21], Aluminum [22] and Copper [23]. The investigated reinforcement nanoparticles include SiC [18], Alumina [20], MgO/MgO$_2$ [8] and even Ti$_2$AlC [21]. Tjong summarized and reviewed the processing methods, micro-structures and mechanical properties of MMCs reinforced with nano-sized ceramic particles [24].

As the lightest construction/structural metal materials at present, Magnesium and its alloys have gained adequate attention in research. Reddy et al. [18] first reported Mg-MMCs using SiC particulates in sub-micron length scale. In this study, the micro-structural, physical and mechanical properties of pure magnesium reinforced with different volume fractions of 0.6 µm SiC particles were studied. The Mg-MMCs were synthesized using disintegrated melt technique. The characterization results are shown in Table 2.1. The microscopic views showing the distribution of the particles in matrix materials are displayed in Figure 2.1.

### Table 2.1: Results of acid dissolution, density, porosity and grain size measurements [18]

<table>
<thead>
<tr>
<th>Material</th>
<th>Reinforcement</th>
<th>Density (g/cm³)</th>
<th>Porosity (Vol. %)</th>
<th>Characteristics of grains</th>
<th>Characteristics of SiC particulates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wt. %</td>
<td>Vol. %</td>
<td></td>
<td></td>
<td>Size (µm)</td>
</tr>
<tr>
<td>Mg</td>
<td>---</td>
<td>---</td>
<td>1.7380±0.0020</td>
<td>0.12</td>
<td>21±6</td>
</tr>
<tr>
<td>Mg/SiC</td>
<td>4.8</td>
<td>2.7</td>
<td>1.7698±0.0236</td>
<td>0.53</td>
<td>18±6</td>
</tr>
<tr>
<td>Mg/SiC</td>
<td>10.2</td>
<td>5.8</td>
<td>1.7931±0.0019</td>
<td>1.75</td>
<td>17±7</td>
</tr>
<tr>
<td>Mg/SiC</td>
<td>15.4</td>
<td>9.0</td>
<td>1.8349±0.0163</td>
<td>1.98</td>
<td>12±4</td>
</tr>
</tbody>
</table>
Cao et al. [19] investigated the mechanical properties and microstructure of Mg-SiC nanocomposites fabricated by ultrasonic cavitation to disperse SiC nanoparticles in Mg melts. The average size of SiC particles used in this study is 50 nm. The mechanical properties are shown in Table 2.2. The microstructures of the fabricated Mg-MMCs are shown in Figure 2.2. It indicates that most of the SiC nanoparticles were dispersed well locally, with extinct SiC micro-clusters. Table 2.3 shows result for Mg-MMCs with higher content of SiC nanoparticles [18], where the percentage value in the first column represents the weight ratio of SiC nanoparticles in the matrix of Mg-MMCs nanocomposites.

Table 2.2: Average mechanical properties [19]

<table>
<thead>
<tr>
<th>Materials</th>
<th>Yield strength (MPa)</th>
<th>Ultimate tensile strength (MPa)</th>
<th>Ductility/Elong. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure Mg</td>
<td>20.0</td>
<td>89.6</td>
<td>14.0</td>
</tr>
<tr>
<td>Mg/0.5% SiC</td>
<td>28.3</td>
<td>120.7</td>
<td>15.5</td>
</tr>
<tr>
<td>Mg/1.0% SiC</td>
<td>30.3</td>
<td>124.1</td>
<td>14.2</td>
</tr>
<tr>
<td>Mg/2.0% SiC</td>
<td>35.9</td>
<td>131.0</td>
<td>12.6</td>
</tr>
<tr>
<td>Mg/4.0% SiC</td>
<td>47.6</td>
<td>106.9</td>
<td>5.5</td>
</tr>
</tbody>
</table>
Table 2.3: Mechanical properties measured at ambient room temperature [18]

<table>
<thead>
<tr>
<th>Material</th>
<th>Young’s Modulus E (GPa)</th>
<th>0.2% Yield Stress (MPa)</th>
<th>UTS (MPa)</th>
<th>Ductility (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg</td>
<td>39.82</td>
<td>153±8</td>
<td>207±4</td>
<td>9.2±1.4</td>
</tr>
<tr>
<td>Mg/4.8SiC</td>
<td>45.60</td>
<td>182±2</td>
<td>219±2</td>
<td>2.1±0.9</td>
</tr>
<tr>
<td>Mg/10.2SiC</td>
<td>47.22</td>
<td>171±3</td>
<td>221±14</td>
<td>1.5±0.2</td>
</tr>
<tr>
<td>Mg/15.4SiC</td>
<td>48.24</td>
<td>155±1</td>
<td>207±9</td>
<td>1.4±0.1</td>
</tr>
</tbody>
</table>

According to the literature, the volume fraction of the Mg-MMCs using SiC as reinforcement is limited approximately around 10 Vol.%. There is very little literature regarding higher volume fraction MMCs with nano-reinforcements, especially for Mg-based nanocomposites [16]. The main reason is because it is very difficult to mix more SiC nanoparticles into the matrix metal uniformly. Different mechanical property aspects, such as elasticity, plasticity and fracture strength, exhibit different trends as volume fraction varies. Also, MMCs reinforced with various sizes of nano particles behave differently in mechanical

Figure 2.2: SEM images of Mg/2 wt% SiC nanocomposite: (a) lower magnification and (b) higher magnification [19]
properties. Therefore, the study on the effect of particle size and volume fraction on the material properties is important and explicit models are needed.

2.1.2 Fracture Mechanism of MMCs

In order to understand the cutting mechanism of ceramic-reinforced MMCs, it’s critical to understand the materials’ fracture mechanism. From the perspectives of fracture mechanics and computational mechanics, researchers have dedicated effort in modeling the fracture behavior, crack damage evaluation and interface damage for MMCs.

For particle-reinforced MMCs, classical plasticity theory cannot be directly applied, because the composites exhibit a tension-compression yield asymmetry due to the variation of damage evolution with loading modes [25]. Zhang et al. [25] proposed a viscoplastic multi-axial constitutive model for plastic deformation of MMCs using the Mises-Schleicher yield criterion, which is capable of describing the multi-axial yield and flow behavior of MMCs by using asymmetric tensile and compressive stress-strain responses as input. Biner and Hu [26] proposed a phase-field model to describe the damage evaluation, due to particle cracking in particle reinforced MMCs. In this model, the metal matrix deformation is described by using elastic-plastic constitutive law including linear hardening behavior. Comparing to conventional models, such as constitutive models of void growth and cohesive zone models, the experimentally validated phase-field model that they proposed has the advantage to describe the microstructure and topological changes related to damage evaluation.

Aiming at assessing microscale stress states of MMCs under high plastic strain conditions, which are typical for high-temperature forming process, Ilie et al. [27] introduced a multi-scale
Finite Element (FE) modeling approach and two model types to analyze the extrusion of Al-SiC MMCs. The microscale model explicitly embraced the heterogeneous micro-structures of the material, while the macroscale model was used to simulate the extrusion process of the MMCs, which was modeled as homogeneous continuum at this level. Using the proposed multi-scale model, the predicted macroscale plastic strain distributions and pressures can be used to evaluate the risk of damage in the materials during forming process. Aghdam et al. [28] developed a three-dimensional micromechanical Finite Element Analysis (FEA) model to study the interface damage of unidirectional SiC/Ti MMCs under hybrid thermal and axial shear loading. By introducing a suitable failure criterion for interface damage, the predicted stress-strain curve demonstrated better agreement with experimental data than predictions based on perfectly bonded and fully de-bonded interface. The interface damage study was also conducted for off-axis loading in their later work [29].

Experimentally, Xia et al. [30] studied the fracture behavior of MMCs reinforced with micro-sized (15~30 µm) ceramic particles. Different volume fractions (5%~20%), reinforcements (alumina and SiC) and matrix materials (2618, 6061 and 7075 Al) were examined under three point bending tests. Results revealed that the energy absorption level during the crack propagation depended on both matrix strength and ductility. The latter property related to the volume fraction, composition and heat treatment conditions. Similar experimental study was also performed by Rabiei et al. [31], who evaluated the fracture toughness of Al-MMCs with various particle reinforcements. Hahn Rosenfield model was used to estimate theoretical fracture toughness. Since the Hahn Rosenfield model is only valid for predicting the fracture toughness of MMCs with 5 ~ 10 µm particle reinforcements, a modification to this model was developed
for estimating the fracture toughness of the MMCs with larger sizes of particle reinforcements (up to 20 \( \mu m \)).

According to the above modeling and experimental studies, the stress-strain behavior, interface damage or fracture responses can be predicted; however the investigated loading conditions in these literatures were far from reality of true material removal for machining processes.

2.1.3 Machinability Study of MMCs

The aim of manufacturing is to achieve near net shape components with required strength and functions. Even though MMCs are generally processed near net shape, further machining operations are usually inevitable to ensure the correct function for application. In this section, a number of experimental studies on MMCs’ machinability are reviewed. The influences of machining conditions, e.g., cutting speed, feed speed and depth of cut, on various aspects of the machinability are evaluated. Important factors of machinability include cutting forces, chip formation, built-up edges (BUEs), surface integrity, shear/friction angles and residual stress.

Different cutting tools, including tungsten carbide (WC) inserts [32] and PCD inserts [33] re used to conduct experimental investigations on the machinability of SiC particulate Al-MMCs in turning operations. Another experimental study for Al-MMCs [34] focused on evaluating the chip compression ratio, chip formation, friction angle, shear angle, normal and shear stress under different cutting conditions.
Kannan et al. [35] carried out research to understand the role of ductile matrix on the machining performance by estimating line defects (Figure 2.3), resulting from turning operation for alumina reinforced Al-MMCs. The ceramic particle size was in micro-level.

![Figure 2.3: Nature of line defects in the two different matrix materials: (a) Al-7075/10% alumina MMC and (b) Al-6061/10% alumina MMC [35]](image)

Pramanik et al. [36] experimentally studied the effects of reinforcement particles on the machining performance of Al-MMCs. The SiC particles’ average size is 6~18 µm. The experiments were carried out using a bar turning process under dry conditions. The effect of ceramic particles on cutting forces, surface roughness, residual stress, chip shape, shear angles and friction angles were examined. From the results, complex variation of force profiles for the Al-MMCs was observed and possible reasons were summarized to be: (a) different work hardening properties, (b) fracture at the shear plane and tool chip interface for MMC, (c) different thermal softening behaviors, (d) tool-particle interaction for MMCs, and (e) different effects of strain and strain rate on forces of these materials. Pramanik et al. [37] also proposed a mechanistic model for predicting the average cutting forces in turning MMCs reinforced with
SiC or Al₂O₃ particles. The forces were categorized into three aspects, including the chip formation force, the ploughing force and the particle fracture force.

Since the cutting mechanisms are not well understood yet for MMCs, the experimental study to reveal the nature of MMCs’ cutting behavior demands a large number of cutting tests. In order to improve the efficiency of the experimental study and extract more information from the experimental results analysis, Design of Experiments (DOE) methods have been widely applied to study the machinability of MMCs. Taguchi method-based experimentation studies were carried out to analyze the machinability of Al-MMCs [38, 39]. A Taguchi method was also applied to study the drilling of hybrid MMCs [40]. Besides, Response Surface Methodology (RSM) was effective to study the effects of cutting conditions on cutting forces [41] and surface roughness [42].

Machinability studies on micro-reinforced MMCs have been experimentally developed to a mature stage, especially on conventional turning operation for Al-MMCs. Currently, there are a number of companies who are commercializing the Al-MMCs. However, there is little literature on the machinability of nano-reinforced MMCs. Therefore, the micro-machinability study on the Mg-MMCs reinforced with nano-sized ceramic particles is greatly needed in this field.

### 2.2 Cutting Process Mechanism

#### 2.2.1 Material’s Micro-structural Effect

During micro-milling, the micro-structural nature of the workpiece materials must be considered in order to achieve high surface quality. The crystalline grain size of the most
commonly used engineering materials suitable for micro-machining is between 100 nm and 100 \( \mu \text{m} \) [43]. These crystalized materials such as aluminum, copper, steel and titanium etc. have broad engineering applications. The order of magnitude overlaps with the feature size in micro-machining. Moreover, the tool edge radius (roundness) and preferred feed per tooth value are often designed from several hundreds of nanometers to several micro meters, which is also comparable to the crystalline grain size. Therefore, the effect of the crystallographic properties on overall cutting performances plays an important role in micro-machining.

Vogler et al. [44] proposed a micro-structural mapping based on finite element (FE) simulation (Figure 2.4) and studied the effect of metallurgical phases on cutting forces. Comprehensive literature studies regarding the grain size effect of traditional polycrystalline materials, such as steel, aluminum, etc., were conducted in [3, 43]. Chuzhoy et al. [45-47] proposed a FE model for the orthogonal cutting of ductile iron. In this study, the different phases of the iron, including ferrite and pearlite, were explicitly modeled with different constitutive models. The proposed model was capable to compute stress, strain, temperature and damage distributions as well as the size of fracture and decohesion zones. Figure 2.5 shows the accumulated damage during the FE simulation. The grain size in this study is around tens of micrometers.
During micro-machining processes, reinforcements in MMCs play a significant role in machining performance. Due to the micro-structural influence of particles or fibers in the matrix material, material removal and chip formation mechanism are different from when machining homogeneous material, where only grain size effect is considered.
As it can be seen in Figure 2.6, the matrix deformation and tool-particle interactions during orthogonal cutting operation were investigated using FE method in [48]. Three scenarios were defined to explain the interactions between the tool and micro-sized reinforcement particles: particle along the cutting path, particle above the cutting path, and particle below the cutting path. The evolution of stress and strain fields as well as some typical physical phenomena, including tool wear, particle debonding and heterogeneous deformation of matrix, were investigated.

Similar FE-based techniques can also be applied to machining of carbon nanotube (CNT) reinforced polymer composite materials. Dikshit et al. proposed a continuum-based microstructural material model [49] to simulate machining of CNT reinforced composites using a micro-level FE model [50]. In this model, the Gearing and Anand failure model calibrated at different temperatures were implemented. On average, the model can predict cutting forces with an error of 8% and thrust forces with an error of 13.4%. The chip formation mechanism (Figure 2.7) was studied using this model and a detailed failure mechanism study was further conducted in Reference [51].
According to above literature, the cutting mechanism for ceramic-particle reinforced MMCs is still unknown, especially for nano-reinforced MMCs. Further investigations are required to reveal the fundamentals of micro-cutting such materials, in terms of stress-strain distribution, failure mode, chip formation, tool wear, and particle behaviors, etc. Theoretical and experimental studies should be conducted in order to better understand the micro-machinability of nano- and micro-sized reinforced MMCs.

2.2.2 Strengthening Effect

Material removal process in cutting operations is essentially a process where materials are continuously/intermittently fractured and then removed under comprehensive fracture criteria. The enhanced mechanical properties of MMCs, including the yield strength and toughness,
influence the materials’ fracture behaviors significantly. Researchers tried to predict the reinforced yield strength by considering different strengthening mechanisms \([52-54]\). The three main strengthening mechanisms include Orowan strengthening mechanism, enhanced dislocation density strengthening mechanism and the strengthening mechanism of load-bearing effect.

As widely acknowledged, Orowan strengthening is caused by the resistance of hard reinforcement particles to the passing of dislocations. This effect is not a major factor in micro-size particulate-reinforced MMCs, especially for melt-processed MMCs with particles size as 5 \(\mu m\) or larger \([55]\). However, for nano-sized particles, typically in sub-micron level, Orowan strengthening effect becomes more prominent \([52]\). Zhang and Chen proposed a model to predict the yield strength of nano-reinforced MMCs and showed that the strengthened yield strength is governed by the size and the volume fraction of nanoparticles, the difference in the coefficients of thermal expansion between the two phases, and the temperature change after processing \([52]\). Also, it indicates that for MMCs with particle size smaller than 50 nm, the yield strength increases dramatically as the particle size decreases (Figure 2.8).

The following equation was proposed to predict the enhanced yield strength:

\[
\sigma_{ye} = \sigma_{ym}(1 + f_{load-bearing})(1 + f_{Orowan})(1 + f_{dislocation})
\]

(1)

where \(\sigma_{ym}\) is the yield strength of the matrix material; \(f_{load-bearing}\) and \(f_{Orowan}\) and \(f_{dislocation}\) represent the three aforementioned strengthening mechanisms. The prediction showed good agreement with experimental data. However, in reality, material removal process is more complicated due to the complex micro-structural effects, and thus cannot be described by yield strength alone. In this case, the fracture mechanism studies \([28, 31, 56]\) of MMCs become highly important and will benefit the fundamentals of chip formation studies for cutting processes \([48,\]

\[\]
It was pointed out that the relative contribution of load-bearing effect is very small in nano-reinforced MMCs [53].

2.2.3 Size Effect

In micro-machining process, the ratio of the uncut chip thickness to the effective tool edge radius becomes a significant factor influencing the cutting performance. As this ratio decreases, the specific cutting energy in machining increases nonlinearly [58-61]. This phenomenon occurs due to several factors, including material strengthening effect, finite tool edge radius, and material separation effects [58]. We observed similar phenomena when micro-milling nano-ceramic particle-reinforced Mg-MMCs, where the size effect plays an important role [62].
In our study, the ratio of particle size to uncut chip thickness, and the volume fraction, significantly affects the micro-milling performance of MMCs. Therefore, heterogeneous materials express different performances from homogeneous materials. Figure 2.9 and Figure 2.10 compare the specific cutting energy trends from experiments for pure Mg and 10 Vol.% Mg-MMCs (with nano-reinforcements), respectively. The horizontal axis represents the nominal feed per tooth (uncut chip thickness). The vertical axis represents the specific cutting energy. The Root Mean Square (RMS) values of in-plane cutting force \( F_{\text{inplane}} = \sqrt{F_x^2 + F_y^2} \) were calculated for 18 different cutting conditions. For both cases, three cutting regions were defined to illustrate different dominant cutting mechanisms. Region I is the elastic recovery zone and Region III denotes the traditional shearing zone. The specific cutting energy shows almost linear relationship with the uncut chip thickness in both regions. In Region II, ploughing plays the most important role in cutting mechanism and partial elastic recovery accompanies. It can be seen that the existence of nano particles does change the size effect in micro-machining. Much more energy is needed when cutting Mg-MMCs due to the strengthened mechanical property in all three regions. Besides, when machining Mg-MMCs, the shear zone is shorter than pure Mg, while the ploughing zone is wider. Especially, the amplitude in elastic recovery zone is considerably higher when machining Mg-MMCs than machining pure Mg.
2.2.4 Minimum Chip Thickness Effect

The role of the minimum chip thickness has been studied by many researchers in the past twenty years both theoretically and experimentally [44, 63, 64]. In micro-milling conditions, Weule et al. firstly proposed the existence of minimum chip thickness and its significant influence on machined surface quality [65]. The authors pointed out that the minimum chip thickness was strongly dependent on material properties. In another theoretical study, Liu et al.
proposed an analytical model for the prediction of minimum chip thickness [66]. The model considers comprehensive aspects of materials properties as well as cutting conditions. It accounts for the effects of thermal softening, strain hardening, cutting velocity and tool edge radius. The minimum chip thickness value can be predicted from the workpiece’s and tool’s thermal-mechanical properties.

In our previous study, a comprehensive instantaneous chip thickness model is developed for micro-machining MMCs [62]. The heterogeneity of material’s properties is taken into consideration.

- When the uncut chip thickness is smaller than elastic recovery threshold, only elastic deformation occurs and the deformed material will fully recover to its original position. The SiC nanoparticles comply with the same elastic deformation as the Mg matrix and will fully recover to the original positions after cutting.

- As the uncut chip thickness increases beyond the elastic recovery threshold, the elastic-plastic deformation becomes dominant. In this region, it is assumed that a constant percentage of the workpiece material undergoes elastic deformation. The remaining material undergoes plastic deformation. In this case, the SiC particles cannot recover to their original positions. Since the plastic deformation occurs in this region, the matrix-particle interface will be damaged, and then leads to either particle fracture or particle displacements.

- When the uncut chip thickness increases to the minimum chip thickness, the shearing mechanism plays a major role and continuous chips form. In this situation, the elastic recovery rate drops to zero. The reinforcement particles in the chips and the uncut
material can mostly retain their original relative positions locally. Although the particles in the separation zones still have fractures and displacements, this effect is negligible comparing to shearing effect.

2.3 Cutting Process Modeling
2.3.1 Chip Formation Modeling

In macro-scale, the chip formation process can be understood by applying the theory of minimum chip thickness to the instantaneous chip thickness model. This belongs to the mechanistic process modeling technique, which relates the process inputs and outputs by combining a comprehensive characterization of the cutting geometries. However, due to the complex physics, which governs the tool-workpiece interactions, in microscale, chip formation can not be predicted by using only a threshold value. Except for the mechanistic process modeling method, there are other approaches, including molecular dynamics (MD) simulation [67-69], the Finite Element (FE) analysis simulation, and multiscale simulation [70, 71]. MD simulation performs analysis in nano-size with resolution to the atomic level, thus is best suitable for nanometric cutting analysis. FE method is capable of predicting cutting forces, temperatures, stresses, strains and machined surface integrity, since the underlying theory in FE is macro/meso/micro scale continuum mechanics. Therefore, by using FE technique, the chip formation can be modeled and predicted with reasonable accuracy.

In the early stage of computational study of metal cutting, the FE method was used only to obtain intermediate values for semi-mechanistic or empirical models. Ueda et al. [72]
presented such a method to analyze the material removal mechanism in micro-machining ceramics. This method largely depended on fracture mechanism for cutting process. FE was used only to calculate the J-integral around a crack in front of the cutting edge, in order to differentiate various cutting modes. Later on, rigid-plastic FE began to prevail in modeling chip formation [73, 74], which is used to further understand the localized adiabatic deformation for homogeneous metals, such as copper.

With the development of modern computer technology, FE simulation can be carried out on more advanced solvers. Some commercially available FE solvers are suitable for cutting simulation and have become popular in academia, such as Abaqus and LS-Dyna. Complex cutting geometries and material models can be embedded into the cutting process model conveniently by using such FE platforms.

In recent decades, tool edge radius effect has gained adequate attention from cutting mechanism researchers [75-78]. In these studies, a 2-Dimensional (2D) orthogonal cutting model was constructed to represent the tool-workpiece interaction, where materials were treated as homogeneous (Table 2.4). Nasr et al. [76] presented an Arbitrary-Lagrangian-Eulerian (A.L.E.) FE model to simulate the effects of tool edge radius on residual stresses when dry turning AISI 316L stainless steel. The Johnson-Cook (J-C) plasticity was used for material modeling. The analysis was achieved in two steps. The first step simulated the cutting process, and the second one did the stress-relaxation process. Coupled thermal-mechanical analysis was carried out in both steps. The usage of Eulerian formulation avoids the necessity to define the failure criterion for chip formation. Ozel et al. [77] applied the similar modeling technique to simulate high speed machining of AISI 4340 steel, in order to extract the stress and temperature distributions. In the
study conducted by Liu and Melkote [78], the influence of tool edge radius on size effect was investigated by using a strain gradient plasticity-based FE model. Orthogonal micro-cutting simulation was achieved for Al5083-H116. Chip separation criterion was also ignored via an adaptive remeshing technique. Except for the tool edge radius effect, other researchers put emphasis on either advanced hard-to-machine materials [79, 80] or material strengthening mechanisms [58].

Based on the FE modeling approach, the mechanistic models of micro-cutting can be further improved by using the parameters calibrated by FE models. The FE based chip formation studies for homogeneous materials are summarized in Table 2.4. Tool edge radius has been considered as a dominant factor in micro-cutting. For different materials, different constitutive modeling approaches were applied. Even though good results can be achieved and match the experimental data, the use of the Arbitrary Lagrangian Eulerian (A.L.E.) or adaptive remeshing technique makes it possible to ignore the actual chip separation criterion. According to Atkins [81], this is implausible and implies that plastic flow cannot be the phenomenon explaining the separation of chips from the machined surface.
Table 2.4: Comparison of FEA modeling studies on micro-cutting homogeneous metals

<table>
<thead>
<tr>
<th>No.</th>
<th>Research Purpose</th>
<th>Constitutive Model</th>
<th>Meshing Technique</th>
<th>Fracture Model</th>
<th>Tool edge radius</th>
<th>Materials</th>
<th>Ref. #</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\sigma$, $T$</td>
<td>J-C model</td>
<td>A.L.E.</td>
<td>NO</td>
<td>YES</td>
<td>AISI steel</td>
<td>[76, 77]</td>
</tr>
<tr>
<td>2</td>
<td>Size effect</td>
<td>Taylor-based non-local plasticity</td>
<td>Adaptive remeshing</td>
<td>NO</td>
<td>YES</td>
<td>Al5083-H116</td>
<td>[78]</td>
</tr>
<tr>
<td>3</td>
<td>$\sigma$, $\varepsilon$, $T$, force</td>
<td>Internal state variable plasticity</td>
<td>Adaptive remeshing</td>
<td>NO</td>
<td>Sharp</td>
<td>Mg-Ca alloy</td>
<td>[79]</td>
</tr>
<tr>
<td>4</td>
<td>Size effect</td>
<td>Taylor-based non-local plasticity</td>
<td>Adaptive remeshing</td>
<td>NO</td>
<td>Sharp</td>
<td>Al5083-H116</td>
<td>[58]</td>
</tr>
<tr>
<td>5</td>
<td>Grain refinement</td>
<td>Dislocation density-based model</td>
<td>A.L.E.</td>
<td>NO</td>
<td>YES</td>
<td>CP Ti</td>
<td>[80]</td>
</tr>
</tbody>
</table>

In the chip formation modeling for heterogeneous materials, such as ductile iron (crystallographic heterogeneous), polymer-based CNT composites and particulate-reinforced MMCs, the fracture mechanisms of the materials have been considered (listed in Table 2.5). Dikshit et al. [50, 51] implemented the Gearing and Anand failure model in order to capture the difference between ductile and brittle failure modes in the polymer matrix. For the CNT reinforcement phase, a simple strain-to-failure criterion was used. Chuzhoy et al. [45, 47] also considered the material damage model by continuously removing the “damaged” element during simulation. The experimental results of the chip formation are shown in Figure 2.11.
Table 2.5: Comparison of FEA modeling studies on micro-cutting heterogeneous metals

<table>
<thead>
<tr>
<th>No.</th>
<th>Constitutive Model</th>
<th>Meshing Technique</th>
<th>2D/3D</th>
<th>Matrix</th>
<th>Reinforcement</th>
<th>Particle size</th>
<th>Ref. #</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Internal state variable model [82]</td>
<td>Adaptive remeshing</td>
<td>2D</td>
<td>Ferritic and pearlitic grains</td>
<td>Graphite (10 %)</td>
<td>µm-sized</td>
<td>[45-47]</td>
</tr>
<tr>
<td>2</td>
<td>Mulliken and Boyce model [83]</td>
<td>Adaptive remeshing</td>
<td>2D</td>
<td>Polymer</td>
<td>CNT</td>
<td>nm-sized</td>
<td>[49-51]</td>
</tr>
<tr>
<td>3</td>
<td>Johnson-Cook model</td>
<td>NO adaptivity</td>
<td>2D</td>
<td>Al6061</td>
<td>Alumina particles (15 µm)</td>
<td>µm-sized</td>
<td>[84, 85]</td>
</tr>
<tr>
<td>4</td>
<td>Equivalent Homogeneous Material (EHM) model [86, 87]</td>
<td>Adaptive remeshing</td>
<td>3D</td>
<td>A359</td>
<td>SiC particles (20%)</td>
<td>µm-sized</td>
<td>[88]</td>
</tr>
<tr>
<td>5</td>
<td>Cowper-Symonds model</td>
<td>NO adaptivity</td>
<td>2D</td>
<td>Aluminum</td>
<td>SiC particles (30%)</td>
<td>µm-sized</td>
<td>[48]</td>
</tr>
</tbody>
</table>

Figure 2.11: Photomicrographs of machined chips of (a) pearlite, (b) ferrite, and (c) ductile iron [45]

Zhu and Kishawy [85] utilized a shear failure model by comparing effective plastic strain with the damage plastic strain value for each element. Similar approach was also applied in the
work conducted by Pramanik et al. [48]. However, the failure modes during micro-cutting particulate reinforced MMCs are far more complex than the existing models proposed by previous researchers. More research effort toward the fracture behavior of the particulate MMCs is needed both theoretically and experimentally. The understanding of failure modes potentially requires the application of cohesive zone models so that it is possible to capture the details of particles’ effect on micro-cutting. Material’s constitutive modeling is another aspect requiring more research. Currently, most of the material models take account of the mechanical behaviors in a uniaxial manner. Due to the nature of cutting, the loads applying on the material should be multi-axial. Therefore, materials’ constitutive model should be reformulated in order to accommodate this micro-cutting fact.

As it can be seen in Table 2.5, most of research on micro-cutting MMCs focuses on micro-sized particulate MMCs. There are very few publications on the machining of nano-sized particulate MMCs. The research on particle size effect and the micro-cutting of nano-reinforced MMCs will lead to a new area for metal cutting theory. Molecular dynamics simulation and multi-scale modeling techniques will be necessary in the analysis.

2.3.2 Cutting Force Modeling

Cutting MMCs is considerably difficult due to the extremely abrasive nature of the reinforcements that causes rapid tool wear and high machining cost [35]. Thus, it is crucial to fully understand the effect of ceramic particles on the machining process. Based on the process model, machining quality and cost can be improved through optimizing the cutting conditions for specific composite materials. As a step towards this goal, cutting force modeling is very critical.
During the last decade, process models have been developed to predict cutting force at the micro-milling scale [44, 89-91]. Jun et al. [89, 92] studied the geometric chip formation mechanism in micro-milling and proposed a new algorithm to compute the instantaneous chip thickness by incorporating the minimum chip thickness effect. In their later work [90], the mechanistic model of micro-milling forces was proposed. This model considered the effects of ploughing, elastic recovery, tool run-out and dynamics; and it focused on homogeneous materials. Vogler et al. [44, 91] proposed a mechanistic model that explicitly accounts for different phases when machining heterogeneous materials. The model predicted the higher frequency components of cutting forces by considering the multiple phases (in micro-scale grain size) in the material model. However, as the size of the reinforcement particles decreases to nano-scale, this model is not suitable to predict cutting forces since SiC nanoparticles will not be directly cut by tool edge. Kishawy et al. [93] proposed an energy-based analytical force model for orthogonal cutting Al-MMCs. In this model, the total specific energy for deformation had been estimated for the debonding of ceramic particles from the aluminum matrix as a function of volume fraction and material properties. The model was validated and applicable for micro-sized ceramic reinforced MMCs in turning configuration. For nano-sized reinforcements, they are more prone to escape the cutting than the micro-scale particles during machining. Therefore, it is more challenging to model the cutting force for nano-reinforced heterogeneous materials.

As for calibration of cutting force coefficients, some previous researchers expressed the simultaneous force coefficients as a nonlinear exponential function [94-96]. Wan et al. [96] proposed a genetic procedure to calibrate the force coefficients using instantaneous cutting force. An exponent-like function was proposed to describe the relationship between force coefficients
and uncut chip thickness. The force was predicted using calibrated instantaneous force coefficients [96-100]. This method was experimentally validated under conventional milling conditions. Additionally, the method uses the instantaneous cutting force signals [97, 98]. The accuracy of the force coefficients heavily depends on where the data is truncated and the length of the data. Other models were developed based on constant cutting force coefficients [44, 90, 101-103]. The coefficients in mechanical micro-machining were calibrated according to different cutting mechanisms, such as shearing and ploughing [90, 102]. The minimum chip thickness plays an important role in differentiating the cutting mechanisms. Liu et al. [66] developed an analytical model to predict the minimum chip thickness by considering various material properties and cutting conditions.

Finite element models can also be used to calibrate cutting force coefficients. 2-D FE models built for orthogonal cutting can be efficiently used to acquire cutting coefficients which are essential for cutting force modeling. Accurate material models are required and computational load can be high for high quality meshing [59]. Afazov et al. [104] proposed a new approach for predicting micro-milling cutting forces using the FE methods. A set of FE analyses were performed firstly at different chip loads and cutting speeds, and then the relationship between cutting forces, chip load and cutting velocities could be nonlinearly fitted and used in micro-milling force calculation. The full relation between these variables is expressed in equation (2), where \( h \) is uncut chip thickness, \( v \) is the tangential cutting velocity and \( p_1-p_6 \) are the constants. The predicted and experimental cutting force results are shown in Figure 2.12.

\[
F_{c,s} = (p_1 v^{p_2})[1-\exp(p_3 h)] + (p_4 v + p_5)[1-\exp(p_6 h)]
\] (2)
Figure 2.12: Cutting forces at different cutting conditions on AISI 4340: (a). spindle speed 5000 RPM, feed speed 2 mm/s; (b). spindle speed 50000 RPM, feed speed 0.5 mm/s [104]

Altintas and Jin [105] further improved the mechanics understanding of micro milling by incorporating the effect of tool edge radius. The authors proposed a micro-milling force analytical model from material’s constitutive model and friction coefficient. The chip formation process is predicted with a slip-line field model [75]. The predicted cutting forces are displayed in Figure 2.13.

As for heterogeneous materials, Park et al. [106] introduced a method for mechanistic cutting force model calibration using microstructural FE model for ferrous materials. This method requires detailed modeling for the materials’ microstructures in order to achieve accurate calibration. Liu et al. [62] proposed another cutting force structures and corresponding calibration technique by considering the behaviors of reinforcement ceramic particles for Mg-MMCs. The simulated cutting forces are shown in Figure 2.14.
Figure 2.13: Slot micro-milling with 50 µm axial depth of cut on Brass 260 using 200 µm dia. cutting tool (with two 30° helical flutes) at cutting conditions: (a). spindle speed: 20000 RPM, feed rate: 3 µm/tooth. (b). spindle speed: 40000 RPM, feed rate: 5 µm/tooth [105]

Figure 2.14: Cutting forces on 10 Vol.% SiC nanoparticle reinforced Mg-MMCs at cutting condition: spindle speed is 4,000 RPM, feed speed is 0.4 mm/s ($f_t = 3.0$ µm/t) and depth of cut is 20 µm using 1 mm diameter end mill [62]

### 2.3.3 Other Aspects

The dynamics modeling of micro-cutting requires fully understanding the behaviors of material-tool-holder system and the machine tool structures. Prior to these aspects, the fundamental cutting mechanisms are the foundation of dynamic analysis of micro-cutting MMCs, because the existence of reinforcements in the matrix affects the overall dynamic behaviors [36, 44], especially for micro-milling processes.
Filiz and Ozdoganlar [107] presented an analytical model of the transverse vibration of rotating micro end mills in the presence of tool alignment errors and tool manufacturing errors. The model can be used for micro tools design and stability analysis of micro-milling processes. A more sophisticated dynamics model for micro-milling was constructed by Jun et al. [89, 92], considering the complex chip formation nature. The stability characteristics due to the regenerative effect were also studied. It was found that there was significant increase in vibration due to the unbalance arising from process faults. Thus, the estimation of effective process errors/faults [108] and its analysis are essential to mitigate un-balance induced vibration. It was noted that the minimum chip thickness effect causes instability when feed rate is around the minimum chip thickness.

Based on our extensive literature survey, there is little relevant research on how the material’s microstructures affect system dynamics, which is crucial for particulate MMCs machining. For example, in micro-milling process, measurements of tool vibration and tool deflection is a challenging task, because the vibration measurement at the shank of the cutting tool can be misleading [92]. During micro-milling, the tool tip is buried into the workpiece material. Current measurement techniques are able to detect the displacement at the cutting tool shank which is different than the actual tool tip deflection and vibration. Therefore, the effect of reinforcement particles on the micro-cutting dynamics, tool vibration, tool deflection [109], chatter prediction and suppression [110-112] will need to be studied for MMC micro-machining.

Surface measurement and modeling is also difficult since the nature of machined surface generation is complicated and determined by numerous factors [113]. Vogler et al. [114] built the surface generation models for surface roughness in micro- end milling of single phase and
multiple phase materials based on minimum chip thickness theory. The model was able to accurately predict the surface roughness for single phase materials. For multi-phase materials, the authors pointed out that surface roughness is affected by three independent effects, including: geometric effect, minimum chip thickness effect and the effect of burr formation at the grain boundaries. The effect of reinforcement particles in particulate MMCs still remains unstudied by previous researchers.

Cutting temperature distribution for micro-cutting is usually captured and analyzed by infrared (IR) camera [115, 116]. Along with the cutting temperature, machined surface residual stress, tool wear, and tool life prediction under the effect of reinforcement particles are still unclear for particulate MMCs during micro-cutting operations.

2.4 Summary and Analysis

This chapter provides a literature review on micro-cutting ceramic-reinforced Metal Matrix Composites (MMCs). Some observations regarding past work and future directions are summarized:

1. The cutting mechanism of the nano-/micro-sized ceramic particle reinforced MMCs is not fully understood for micro-machining operations, in terms of stress-strain distribution, failure mode, chip formation, tool wear, and particle fracture/debonding/dislocation.

2. Although there exist a number of studies and theories on machining micro-reinforced particulate MMCs over the last 25 years, further machinability study is still needed.
Because the existing literatures mostly focus on conventional-scale turning, the theoretical and experimental study in micro-scale machining is needed.

3. Multiphase materials’ performance in micro-cutting has been studied by using ductile iron as samples. However, the eutectic heterogeneous materials are different from engineering-designed MMCs. The cutting mechanisms for MMCs should be redefined beyond the understanding of multiphase materials, such as ductile irons and CNT reinforce polymers.

4. Since cutting performance is strongly affected by the cutting mechanisms in three scales: macro, meso and micro, a thorough understanding of the cutting mechanisms in different scales is required.

5. In particulate MMCs, the effects of particle shapes (aspect ratio), particle size and volume fraction have great influences on the micro-cutting performance. The effects of these factors on cutting mechanisms should bring more attention in order to better understand MMCs’ micro-machining process.

6. As the particle size decreases to nanometer level, the continuum mechanics laws can be fundamentally different. FE approach based on continuum assumption will remain as one of the suitable candidates to conduct chip formation simulation. How to simulate nanoparticle reinforced MMCs is challenging until some explicit modeling technique is established.

7. The fracture mechanics and criteria for MMCs should be carefully considered to achieve accurate simulation of chip separation. The currently popular technique using A.L.E. or adaptive remeshing skills in FE is not suitable for heterogeneous material cutting.
simulation. Homogenized material properties, including elasticity, plasticity and failure modes, are good enough to initiate research work on cutting mechanisms.

8. Process models, including chip formation model, cutting force model, tool deflection model and surface generation model, should be constructed to better understand the micro-machinability of nano- and micro-size reinforced Mg-MMCs.

9. The explicit process models connecting the controllable input cutting conditions with output variables (e.g., cutting forces, tool deflections and generated surface roughness) for advanced heterogeneous MMCs during machining process will benefit the industrial needs for MMCs processing.
CHAPTER 3  MACHINABILITY STUDY ON MAGNESIUM BASED METAL MATRIX COMPOSITE

3.1 Design of Experiments (DOE) Method

This section experimentally investigates the machinability of Magnesium Metal Matrix Composites (Mg-MMCs) with high volume fractions of SiC nano-particles using micro-milling process. The nanocomposites containing 5 Vol.%, 10 Vol.% and 15 Vol.% reinforcements of SiC nano-particles were studied and compared with pure Magnesium. The milling was carried out at different feedrates and spindle speeds chosen according to Design of Experiment (DOE) method. Cutting forces, surface morphology and surface roughness were measured to understand the machinability of the four different materials. Based on Response Surface Methodology (RSM) design, experimental models and related contour plots were developed to build a connection between material properties and cutting parameters. Those models can be used to predict the cutting force, the surface roughness, and then optimize the machining conditions with the required cutting forces and surface roughness.
3.2 Experimentation and Process Monitoring

3.2.1 Experimental Setup

The experiments were carried out on a micro-milling platform under dry machining condition. The micro-milling machine was set up on a tetrahedral space frame, as shown in Figure 3.1. The feed system of the machine was composed of three precision linear stages along X, Y and Z axes. An Aerotech Ensemble multi-axis motion controller was utilized to maintain the accurate machining position in nanometer scale (motion resolution can reach as high as 4 nm). The air-bearing spindle was fixed at the center of the tetrahedral frame. The highest speed of the spindle is 80,000 rpm. A Kistler 9256C2 triaxial piezoelectric dynamometer was used to measure instant cutting forces along X, Y and Z directions. The vibration of the machining tetrahedral platform was measured by a PCB triaxial piezoelectric ICP accelerometer, which was mounted at the spindle holder. A National Instrument (NI) PXI-based Data Acquisition (DAQ) system was used to conduct real time measurement of cutting forces. The machined surface morphology was assessed by using Scanning Electron Microscope (SEM) to observe the bottom surface of slots. Surface roughness tester SRG-4000 (profilometer) and Keyence LT-9010M confocal displacement meter were used to measure the surface roughness of machined surface, which is at the bottom of the machined slots.
3.2.2 Material Preparation

To fabricate the SiC reinforced Mg-MMCs, Magnesium powder of 98% purity with a mean diameter of 30 µm was used as the matrix material, and nano-size SiC particles with a mean diameter of 20 nm as shown in Figure 3.2 was used as the reinforcement. The two materials with desired volume fractions were mixed using high energy ball milling for 20 hours to ensure the uniform distribution of SiC nano-particles within Mg matrix. The obtained powder mixtures were sintered by Spark Plasma Sintering (SPS) technique at 600°C for 5 minutes. The densities of the resultant composites were measured using Archimedes’ method and were found to reach their respective theoretical density. For comparison, pure Mg was also prepared using the same procedure. For simplicity, the four different sample materials made from pure Mg, Mg-
MMC's with 5, 10 and 15 Vol.% SiC nano-particles are named sequentially as Pure Mg, Composite A, Composite B and Composite C in this chapter.

Figure 3.2: 20 nm SiC particles

3.2.3 System Dynamics

In order to acquire accurate cutting force measurements, the piezoelectric dynamometer (Kistler 9256C2) was tested and calibrated. The machining coordinate is defined as follows: X is the direction norm to feed direction, Y is the feed direction, and Z is along the tool axial direction. The calibration of the dynamometer was performed by using the instrumented impact hammer (PCB-086C03) to verify the force measurements. The sensitivity of the hammer and the dynamometer are 2.25 mV/N and 26 pC/N, respectively. The noise level was approximately 5 mN which is insignificant compared with cutting forces.
By using the hammer to trigger the dynamometer without load along X-Y-Z direction in sequence, the force signals from hammer and dynamometer were measured and the results in X direction are shown in Figure 3.3 as an example. The dynamometer was calibrated by force signals from hammer. Meanwhile, frequency response plot of dynamometer’s measurements shows its measuring bandwidth. From Figure 3.4, it can be seen that the X axis of the dynamometer’s bandwidth is approximately 3500 Hz, and it is similar for Y and Z axes. Therefore, the maximum measurable spindle speed can be 105,000 rpm by this dynamometer with a two-flute tool. Consequently, since only the effects of the spindle frequency and the tool path frequency are considered in the analysis, the dynamometer’s bandwidth is adequate to
accurately measure the cutting forces. Additionally, according to the spindle’s property, in the experimental design, the spindle speed range was selected to be from 20,000 rpm to 60,000 rpm.

3.3 Experiments Design

The Design of Experiments (DOE) method based on three-factor Response Surface Methodology (RSM) was used to design the experimental conditions [117, 118]. Specifically, Central Composite Design (CCD) was employed. All the cutting conditions are summarized in Table 3.1. Based on this design, the effects of spindle speed, feedrate and volume fraction on average cutting forces (F_x, F_y, and F_z) and surface roughness (R_a and R_q) can be systematically studied. Further, the experimental models can be produced to predict the cutting force, the surface roughness, and then optimize the cutting conditions.

In the experiments, the uncoated solid WC micro end mills (TR-2-0400-S) with two flutes and the diameter of 1.016 mm were chosen. The straight grooves with the length of 5 mm and 10 µm depth of cut were slotted under different cutting conditions. For each sample, a new tool was used in order to remove the effect of tool wear between different samples.
Table 3.1: Cutting conditions

<table>
<thead>
<tr>
<th>Trail #</th>
<th>Feedrate (mm/s)</th>
<th>Spindle speed (kRPM)</th>
<th>Volume fraction (%)</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>20</td>
<td>5</td>
<td>Composite A</td>
</tr>
<tr>
<td>2</td>
<td>1.5</td>
<td>20</td>
<td>5</td>
<td>Composite A</td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
<td>40</td>
<td>5</td>
<td>Composite A</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>60</td>
<td>5</td>
<td>Composite A</td>
</tr>
<tr>
<td>5</td>
<td>1.5</td>
<td>60</td>
<td>5</td>
<td>Composite A</td>
</tr>
<tr>
<td>6</td>
<td>1.0</td>
<td>20</td>
<td>10</td>
<td>Composite B</td>
</tr>
<tr>
<td>7</td>
<td>0.5</td>
<td>40</td>
<td>10</td>
<td>Composite B</td>
</tr>
<tr>
<td>8</td>
<td>1.0</td>
<td>40</td>
<td>10</td>
<td>Composite B</td>
</tr>
<tr>
<td>9</td>
<td>1.5</td>
<td>40</td>
<td>10</td>
<td>Composite B</td>
</tr>
<tr>
<td>10</td>
<td>1.0</td>
<td>60</td>
<td>10</td>
<td>Composite B</td>
</tr>
<tr>
<td>11</td>
<td>0.5</td>
<td>20</td>
<td>15</td>
<td>Composite C</td>
</tr>
<tr>
<td>12</td>
<td>1.5</td>
<td>20</td>
<td>15</td>
<td>Composite C</td>
</tr>
<tr>
<td>13</td>
<td>1.0</td>
<td>40</td>
<td>15</td>
<td>Composite C</td>
</tr>
<tr>
<td>14</td>
<td>0.5</td>
<td>60</td>
<td>15</td>
<td>Composite C</td>
</tr>
<tr>
<td>15</td>
<td>1.5</td>
<td>60</td>
<td>15</td>
<td>Composite C</td>
</tr>
<tr>
<td>16</td>
<td>1.0</td>
<td>20</td>
<td>5</td>
<td>Composite A</td>
</tr>
<tr>
<td>17</td>
<td>0.5</td>
<td>40</td>
<td>5</td>
<td>Composite A</td>
</tr>
<tr>
<td>18</td>
<td>1.5</td>
<td>40</td>
<td>5</td>
<td>Composite A</td>
</tr>
<tr>
<td>19</td>
<td>1.0</td>
<td>60</td>
<td>5</td>
<td>Composite A</td>
</tr>
<tr>
<td>20</td>
<td>1.0</td>
<td>20</td>
<td>10</td>
<td>Composite B</td>
</tr>
<tr>
<td>21</td>
<td>0.5</td>
<td>40</td>
<td>10</td>
<td>Composite B</td>
</tr>
<tr>
<td>22</td>
<td>1.5</td>
<td>40</td>
<td>10</td>
<td>Composite B</td>
</tr>
<tr>
<td>23</td>
<td>1.0</td>
<td>60</td>
<td>10</td>
<td>Composite B</td>
</tr>
<tr>
<td>24</td>
<td>1.0</td>
<td>20</td>
<td>15</td>
<td>Composite C</td>
</tr>
<tr>
<td>25</td>
<td>0.5</td>
<td>40</td>
<td>15</td>
<td>Composite C</td>
</tr>
<tr>
<td>26</td>
<td>1.5</td>
<td>40</td>
<td>15</td>
<td>Composite C</td>
</tr>
<tr>
<td>27</td>
<td>1.0</td>
<td>60</td>
<td>15</td>
<td>Composite C</td>
</tr>
<tr>
<td>28</td>
<td>0.5</td>
<td>20</td>
<td>0</td>
<td>Pure Mg</td>
</tr>
<tr>
<td>29</td>
<td>1.0</td>
<td>20</td>
<td>0</td>
<td>Pure Mg</td>
</tr>
<tr>
<td>30</td>
<td>1.5</td>
<td>20</td>
<td>0</td>
<td>Pure Mg</td>
</tr>
<tr>
<td>31</td>
<td>0.5</td>
<td>40</td>
<td>0</td>
<td>Pure Mg</td>
</tr>
<tr>
<td>32</td>
<td>1.0</td>
<td>40</td>
<td>0</td>
<td>Pure Mg</td>
</tr>
<tr>
<td>33</td>
<td>1.5</td>
<td>40</td>
<td>0</td>
<td>Pure Mg</td>
</tr>
<tr>
<td>34</td>
<td>0.5</td>
<td>60</td>
<td>0</td>
<td>Pure Mg</td>
</tr>
<tr>
<td>35</td>
<td>1.0</td>
<td>60</td>
<td>0</td>
<td>Pure Mg</td>
</tr>
<tr>
<td>36</td>
<td>1.5</td>
<td>60</td>
<td>0</td>
<td>Pure Mg</td>
</tr>
</tbody>
</table>
3.4 Cutting Force Analysis

Before analyzing the experimental data, the validity of the experimental design was examined based on the measurements. Figure 3.5 shows that the responses of $F_x$ are not skewed and no outliers are found in the data. The normal probability p-value corresponding to $F_x$ is 0.448. All of these indicate that the data is normally distributed and the three factors chosen here are the only significant factors influencing the responses. Figure 3.6 illustrates there is no systematic effects in the data due to time or experimental order. Similar results are also attained for $F_y$, $F_z$ and the surface roughness. Consequently, the data acquired from the experiments based on this design are valid for analysis.

![Histogram](image.png)

Figure 3.5: Residual histogram for the cutting force $F_x$
3.4.1 Effect of Feedrate and Spindle Speed

Figure 3.7 shows the Root Mean Square (RMS) average cutting forces, $F_x$, $F_y$ and $F_z$, during the entire slotting for Composite A, under spindle speed 60,000 rpm with three different feedrates (0.5, 1.0 and 1.5 $\mu$m/tooth). It indicates the influence of feedrate on the normal force $F_x$, the feed force $F_y$, and the axial force $F_z$. As the feed rate increases, the magnitudes of the average forces along X, Y and Z directions all increase. It can also be observed that the axial force $F_z$ has a similar increasing rate as the normal force $F_x$, while the increasing rate of the feed force $F_y$ is smaller. The similar trend also appears under low spindle speed (20,000 rpm) and medium spindle speed (40,000 rpm).
The influence of the spindle speed on the average cutting forces for Composite A is shown in Figure 3.8. The average magnitudes of the normal force $F_x$, feed force $F_y$ and axial force $F_z$ during the entire slot milling all rise up with the increasing of the spindle speed. Especially at the highest spindle speed 60,000 rpm, the cutting forces along X and Z directions have the largest increasing. A similar trend is also obtained at feedrate 1.0 $\mu$m/tooth and 1.5 $\mu$m/tooth. This is different from previous literature results. As for aluminum-based alumina reinforced MMCs machining, it was reported in [33, 35] that the cutting forces decrease as the spindle speed increased. Also, when machining Al-based SiC reinforced MMCs, the specific power was observed to be minimum when the cutting speed was set to maximum level. The reason is most likely due to higher wear resistance of Mg-MMCs compared to Al-MMCs. As the spindle speed increases, the material’s wear resistance is more phenomenal and therefore increases the cutting forces significantly.
3.4.2 Effects of Volume Fraction

The hardness of Mg-MMCs is closely related to the volume fraction of SiC particles [8]. Therefore, the volume fraction plays an important role in determining material mechanical properties and its machinability. Pure Mg is considered as a sample with 0 Vol.% reinforcement particles. Figure 3.9 summaries the norm force, which is the square root of the quadratic summation of all three force components along X, Y and Z directions ($\|F\| = \sqrt{F_x^2 + F_y^2 + F_z^2}$), for the four different material samples. Region I, II and III correspond to the spindle speed of 20,000, 40,000 and 60,000 rpm. In each region, the feedrate is increased from 0.5 µm/tooth to 1.0 µm/tooth, then to 1.5 µm/tooth.
Figure 3.9 illustrates that the cutting force is very small when the volume fraction is low, and comparatively the cutting force increases as the volume fraction increases. The influence of volume fraction on the cutting force is most remarkable at the highest spindle speed (Region III). Interestingly, under the highest spindle speed, the cutting force of Pure Mg decreases slightly, while the cutting forces for Composite A, B and C all increase significantly. It indicates the machining characteristics of Mg-MMCs can be completely different from machining of homogeneous materials (such as pure Mg).

These results presented in Figure 3.9 are different from those reported previously [32, 35, 36, 119, 120]. According to [36], for both non-reinforced metal materials and reinforced metal composites, cutting forces increase with the increase of spindle speed within a certain range. Beyond that region, the cutting forces start to decrease due to thermal softening. The reason is that at low spindle speeds, heat generation is relatively low, thus the increase of cutting forces is likely attributed to the increased strain rate [120]. However, when spindle speed exceeds a certain value, heat generated by machining can lead to the thermal softening of workpiece
materials, which reduces the cutting forces correspondingly. Conversely, the cutting force for the Mg-MMCS studied here continually increases with spindle speed. This is likely due to that the SiC nanoparticles can improve the thermal stability of Mg-MMCS. A better thermal stability restricts the dislocation motion of materials and limits the thermal softening [8].

Figure 3.10: Combined effect of the volume fraction and the feedrate on the norm force
Figure 3.10 reveals the combined effect of the volume fraction and the feedrate on the norm force at different fixed spindle speeds. It is seen that for all spindle speeds, the cutting force increase with increasing the SiC concentration. In Figure 3.10(a), the spindle speed is fixed at 20,000 rpm, the cutting force not only increases with the increase of the feedrate, it also increases with the increase of the volume fraction of Mg-MMCs. Similar trend is observed as well when spindle speed is set at 40,000 and 60,000 rpm in Figure 3.10(b) and Figure 3.10(c), respectively. This is agreeable with the knowledge that the mechanical properties of composite materials are strengthened with the increased volume fraction of nano-particles [16, 35]. Additionally, it is also observed that the cutting force increase faster for higher feedrates at the same spindle speed.

Furthermore, it can be seen from Figure 3.10(a) and Figure 3.10(b), the slopes of the cutting force between 5 to 10 Vol.% are generally larger than that for the other two regions (from 0 to 5 Vol.%, and from 10 to 15 Vol.%), which may represent a drastic mechanical strength property change when the volume fraction is around 10 Vol.%, where the inter-particle spacing is approaching the particle size [16]. However, as shown in Figure 3.10(c), as the spindle speed is set at 60,000 rpm, with a higher feedrate value (1.0 or 1.5 μm/tooth), the increasing slopes of the cutting force are maintained roughly the same at both regions of from 5 to 10 Vol.% and from 10 to 15 Vol.% This is an interesting phenomenon and will be explored further.
3.5 Surface Morphology Analysis

Comparing to traditional homogeneous metal materials Due to the high reinforced strength and extraordinary wear resistance of Mg-MMCs, decent surface quality is relatively difficult to achieve for Mg-MMCs due to their high strength and high wear resistance. As one of the most important parameters in evaluating the machined surface integrity, the surface roughness was measured along the bottom of the slots using profilometer. The corresponding roughness values are obtained by the average of five repeated measurements at the same location along the feed direction.

Table 3.2 summarizes the measured surface roughness. In general, no obvious effect of a single experimental variable (feedrate, spindle speed or volume fraction) on the machined surface roughness can be concluded for the experimental tests conducted. Figure 3.11 shows SEM images of the tool wear after cutting (a) pure magnesium and (b) 15% MMC for 9 slots. The images show no difference in tool wear pattern. Therefore, tool wear does not contribute to variation in surface roughness summarized in Table 3.2. This phenomenon differs from previous research results [121] of Aluminum MMCs where the tool wear is severe. This is likely due to that the nano-sized SiC particle exhibited reduced abrating effect on the tool.
Table 3.2: Surface roughness on machined surface

<table>
<thead>
<tr>
<th>Spindle speed (rpm)</th>
<th>Feedrate (µm/tooth)</th>
<th>Ra (µm)</th>
<th>Pure Mg</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>20,000</td>
<td>0.5</td>
<td>0.434</td>
<td>0.438</td>
<td>0.246</td>
<td>0.563</td>
<td></td>
</tr>
<tr>
<td>20,000</td>
<td>1</td>
<td>0.413</td>
<td>0.513</td>
<td>0.395</td>
<td>0.523</td>
<td></td>
</tr>
<tr>
<td>20,000</td>
<td>1.5</td>
<td>0.437</td>
<td>0.529</td>
<td>0.574</td>
<td>0.419</td>
<td></td>
</tr>
<tr>
<td>40,000</td>
<td>0.5</td>
<td>0.743</td>
<td>0.543</td>
<td>0.555</td>
<td>0.748</td>
<td></td>
</tr>
<tr>
<td>40,000</td>
<td>1</td>
<td>0.486</td>
<td>0.504</td>
<td>0.525</td>
<td>0.658</td>
<td></td>
</tr>
<tr>
<td>40,000</td>
<td>1.5</td>
<td>0.380</td>
<td>0.546</td>
<td>0.548</td>
<td>0.807</td>
<td></td>
</tr>
<tr>
<td>60,000</td>
<td>0.5</td>
<td>0.234</td>
<td>0.558</td>
<td>0.534</td>
<td>0.815</td>
<td></td>
</tr>
<tr>
<td>60,000</td>
<td>1</td>
<td>0.562</td>
<td>0.58</td>
<td>0.486</td>
<td>0.828</td>
<td></td>
</tr>
<tr>
<td>60,000</td>
<td>1.5</td>
<td>0.386</td>
<td>0.714</td>
<td>0.657</td>
<td>0.664</td>
<td></td>
</tr>
</tbody>
</table>

(a). For Pure Mg  
(b). For 15% MMC

Figure 3.11: Tool wear after cutting

Figure 3.12 shows the surface morphology of a machined slot for Composite C with the spindle speed at 40,000 rpm and the feedrate at 0.5 µm/tooth. It is seen that on the left, the slot has a clear edge along the entire slotting path. The figure on the right is a magnified SEM picture at an arbitrary location on the bottom of the machined slot. The curves are the tool tip paths and the voids may be caused by the scratches of the attached chips on the tool tip sliding on the top
of workpiece surface. Further research will be conducted to fully understand the tool-workpiece interaction.

![Figure 3.12: Slot surface morphology](image)

3.6 Cutting Condition Optimization

3.6.1 Model Validation

The relationship between each factor (feed rate, spindle speed and volume fraction) with the cutting force and the surface roughness is studied here by main effects plots. Since a more important factor causes a steeper slope, by comparing the main effect factor for cutting force Figure 3.13, it can conclude that spindle speed and volume fraction are more important factors for the cutting force.
Meanwhile, from the main effects plot for the surface roughness (Ra) in Figure 3.14, spindle speed and volume fraction cause larger slopes, even though not monotonically. It illustrates that the spindle speed and volume fraction are the dominant factors affecting the surface roughness but the relationship is not monotonic. This is mainly because the surface generation during micro-machining is complex and related to several aspects, such as cutting conditions, tool material, tool deflection, tool wear and workpiece material, etc. Therefore, it is difficult to conclude that machined surface roughness has a clear trend with one single experimental parameter.
While suitable cutting conditions are critical to ensure the desired quality of machined workpiece, productivity and cost, the optimal process parameters should be judiciously selected based on the material’s unique properties. Based on Response Surface Methodology Design of Experiment (RSM DOE) and previous experimental results, experimental models can be produced to predict the optimal cutting conditions satisfying the demand. The general second order polynomial model used for analyzing the parametric influences of cutting conditions on the cutting forces and the surface roughness is described as follows:

$$y = \alpha_0 + \sum_{i=1}^{k} \alpha_i x_i + \sum_{i=1}^{k} \alpha_{ii} x_i^2 + \sum_{i=1, j<i}^{k-1} \sum_{j=2}^{k} \alpha_{ij} x_i x_j + \epsilon$$

(3)

where the variable $y$ represents the cutting forces or the surface roughness; number $k$ is given as 3; the symbol $x_1$, $x_2$ and $x_3$ represent the feedrate (mm/s), spindle speed (krpm) and volume fraction (%), respectively; the variable $\epsilon$ is the residual which represents the difference between the observed values (actual) and the predicted (fitted) values; $\alpha$ is constant coefficient.
The experimental results from Trail 1 to 15 in Table 3.1 were used to identify the related coefficients in equation (3). The identified coefficients are shown in Table 3.3. Another eight totally different trials as shown in Table 3.4 were conducted to validate models. The comparison error results in Table 3.5 show that the models are accurate enough to predict the trend of the machining responses corresponding to the input cutting conditions. Therefore, these models can be used to optimize machining operation in industry.

<table>
<thead>
<tr>
<th>Trial #</th>
<th>Feedrate (µm/t)</th>
<th>Spindle speed (rpm)</th>
<th>Volume fraction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>60</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>1.5</td>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>1.5</td>
<td>40</td>
<td>15</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>60</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>0.9</td>
<td>50</td>
<td>10</td>
</tr>
</tbody>
</table>
Table 3.5: Relative error ratio between the results of models and experiments

<table>
<thead>
<tr>
<th>Trial #</th>
<th>Cutting Force (%)</th>
<th>Surface Roughness (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F_x$</td>
<td>$F_y$</td>
</tr>
<tr>
<td>1</td>
<td>12.527</td>
<td>5.3870</td>
</tr>
<tr>
<td>2</td>
<td>16.877</td>
<td>1.6844</td>
</tr>
<tr>
<td>5</td>
<td>6.253</td>
<td>4.800</td>
</tr>
<tr>
<td>6</td>
<td>11.182</td>
<td>8.409</td>
</tr>
</tbody>
</table>

3.6.2 Contour Plot Analysis

Contour plots derived from the models shown in equation (3) can clearly demonstrate the relationships between the parameters and guide the selection of suitable cutting conditions for specific requirements. Based on the models, contour plots of the cutting forces and the surface roughness were obtained using Minitab 16. Parameter relations are shown with colorful region in contour plot. For example, Figure 3.15 shows the contour plot of the cutting forces $F_x$ regarding to spindle speed and feedrate for Composite B. It indicates that the minimal $F_x$ exists at the region around 28,000 rpm and 0.60 $\mu$m/s with the darkest green color. Larger cutting force will be generated in the following regions, especially when spindle speed and feedrate are increasing towards upper-right corner. For different demands on the cutting force, this chart can be helpful to find the appropriate cutting conditions.
Figure 3.15: Contour plot of $F_x$

A contour plot of the cutting force $F_y$ with respect to volume fraction and feedrate with fixed spindle speed (40,000 rpm) is presented in Figure 3.16. The maximum cutting force of $F_y$ exists around the upper-right corner obviously. This implies that larger cutting force ($F_y$) appears when machining larger volume fraction Mg-MMCs with the same feedrate. It can be concluded that for high volume fraction application, the feedrate should be low in order to reduce the cutting force to avoid severe tool wear or even tool breakage.

Figure 3.16: Contour plot of $F_y$
The contour plot for the cutting force $F_z$ exhibits hyperbolical surface and it has a saddle point A as shown in Figure 3.17. The existence of the saddle point is likely due to the unique microstructural feature of the materials, which can be described as:

$$\lambda = d \left( \frac{1}{f_{v}^{1/3}} - 1 \right)$$

(4)

where the inter-particle spacing ($\lambda$) is related to the particle size ($d$) and volume fraction ($f_{v}$).

When volume fraction will be approximately 12.5%, the inter-particle spacing is approaching the average particle size. When the volume fraction is beyond 12.5%, the material will have significant changes in its mechanical behavior [15]. This saddle point coincides with this statement. It also explains the phenomenon of the steeper change of the cutting force around 10 Vol.% volume fraction shown in Figure 3.10.
Figure 3.18: Contour plot of Ra for Composite A (5% Mg-MMC)

Figure 3.19: Contour plot of Ra for Composite B (10% Mg-MMC)

Figure 3.20: Contour plot of Ra for Composite C (15% Mg-MMC)
The contour plots for the surface roughness are more complicated than those for the cutting force, and every plot has a saddle point. The contour plots of bottom surface roughness for Composite A, B, C are shown in Figure 3.18, Figure 3.19 and Figure 3.20 separately. Their saddle points are Point B, C, D in sequence. Since the saddle point is the optimal cutting condition for each sample, by comparing the saddle points’ position (Point B, C, D) for different Mg-MMCs samples, it is obvious that the spindle speed and feedrate of the saddle point increase with the increasing of volume fraction.

In addition, the surface roughness of Point C is the lowest compared to those of Point B and D, which verify the statement of distinct change of material properties around 10 Vol.% volume fraction again.

Consequently, all the contour plots can be combined together to determine the most applicable cutting conditions for the required cutting force and surface roughness. This method successfully builds the connection between material properties and machining performance. It will be helpful to improve productivity and the economics of the cutting process.

3.7 Summary

Experiments were conducted to investigate the machining behavior of Mg-MMC composites using micro-milling. The varied parameters in the experiments included spindle speed, feedrate and volume fraction of the reinforcing particles. Based on the measured cutting force signals and the surface roughness, the following conclusions can be reached:
1. The normal force $F_x$, the feed force $F_y$ and the axial force $F_z$ all increase with the increasing of either the spindle speed or the feedrate. The increasing rate of the axial force $F_z$ and the normal force $F_x$ is larger, while that of the feed force $F_y$ is moderate for most cases.

2. The nano-particles’ volume fraction has a considerable effect on the cutting force. The cutting force increases with increasing volume fraction. The largest increasing slope occurs at transition from 5 to 10 Vol.% rather than from Pure Mg to 5 Vol.% and from 10 to 15 Vol.%, which is agreeable with the sharp change of material mechanical properties around 10 Vol.%. However, when the spindle speed is increased to 60,000 rpm, the increasing rate of the cutting forces is much larger comparing with the ones when the spindle speeds are at 20,000 rpm and 40,000 rpm. The increasing slopes of the cutting forces are maintained the same at both regions of from 5 to 10 Vol.% and from 10 to 15 Vol.%.

3. The influence of a single experimental variable (feedrate, spindle speed or volume fraction) on the machined surface roughness is not obvious. The results from SEM show a decent machined surface can be achieved by micro-milling Mg-MMCs.

4. The experimental models derived by Response Surface Methodology Design of Experiment (RSM DOE) can be used to predict the cutting force and the surface roughness with different machining parameters. The related contour plots can be combined together to determine the most suitable cutting conditions for the required cutting force and surface roughness. This method builds the connection between material properties and machining performance successfully.
Further research on the effects of depth of cut, tool size and especially the microstructures of materials will improve the experimental models and make the cutting performance prediction more accurate.
CHAPTER 4 DYNAMIC CUTTING FORCE MODELING

Due to its light weight, high creep and wear resistance, Magnesium Metal Matrix Composites (Mg-MMCs) with nano-sized reinforcements are promising for various industrial applications, especially those with high volume fractions of reinforcements. The machinability of Mg-MMCs and related cutting process modeling are important to study. In this chapter, an analytical cutting force model is developed to predict cutting forces of Mg-MMC reinforced with SiC nanoparticles in micro-milling process. This model is different from previous ones by encompassing the behaviors of nanoparticle reinforcements in three cutting scenarios, i.e., shearing, ploughing and elastic recovery. By using the enhanced yield strength in the cutting force model, three major strengthening factors are incorporated, including load-bearing effect, enhanced dislocation density strengthening effect and Orowan strengthening effect. In this way, material properties, such as the particle size and volume fraction as significant factors affecting the cutting forces, are explicitly considered. To validate the model, various cutting conditions using two types of end mills (diameters as 100 µm and 1 mm) were conducted on pure Mg, Mg-MMCs with volume fractions of 5 Vol.%, 10 Vol.% and 15 Vol.. The experimental results show a good agreement with the predicted cutting force value.
4.1 Background Introduction

Magnesium Metal Matrix Composites (Mg-MMCs), with light weight, high creep/wear resistance and bio-compatibility, are outstanding candidate materials for making miniature structural/functional components in various applications. It exhibits improved mechanical properties compared to traditional Mg-based materials, such as pure Mg and its alloys [7-9]. To shape Mg-MMCs material into required part components, mechanical machining is one of the most suitable techniques due to its high precision, 3-D flexibility, efficiency and low cost, compared to other existing manufacturing methods [10, 11].

Recently, it has been demonstrated that MMCs with high volume fractions (≥ 10%) of nanoparticles exhibit even better mechanical behaviors than those reinforced with micro-sized particles, and those with low volume fractions of nano-sized reinforcements [12-14, 16, 19]. They provide better yield strength, wear resistance and shear modulus; while at the same time, also bring great challenges for machining. The machinability of Mg-MMCs reinforced with high volume fractions of nanoparticles is an important topic to study.

During the last decade, process models have been developed to predict cutting force during micro-milling [44, 89-91]. Jun et al. [89, 92] studied the chip formation mechanism in micro-milling and proposed a new algorithm to compute the instantaneous chip thickness by incorporating the minimum chip thickness effect. In Malekian et al.’s work [90], a mechanistic model of micro-milling forces was proposed. This model considered the effects of ploughing, elastic recovery, tool run-out, and focused on homogeneous materials. Vogler et al. [44, 91] proposed a mechanistic model that explicitly accounts for different phases during heterogeneous materials machining. The model predicted the cutting forces’ higher frequencies by considering
the multiple phases (in micro-scale grain size) in the material model. There is however a lack in studying the machining phenomenon for nano-reinforced heterogeneous materials and modeling the resultant cutting forces.

In this chapter, an analytical cutting force model is proposed to predict cutting forces of Mg-MMC reinforced with SiC nanoparticles during micro-milling. The behaviors of those nanoparticle reinforcements are modeled and analyzed in three cutting regimes: elastic recovery zone, ploughing zone and shearing zone. Material properties, including volume fraction and particle size, are explicitly taken into account in this model by considering the various strengthening effects of the nanoparticles.

The remainder of the chapter is organized as follows. Section 4.2 presents the details of experimental setup. Section 4.3 summarizes the cutting force model formulation. Section 4.4 discusses the calibration of force coefficients and model validation. Section 4.5 summarizes the result analysis and delivers the conclusion.

4.2 Experimental Preparation

In order to prepare the magnesium metal matrix composite material (Mg-MMCs) reinforced with SiC nanoparticles, Magnesium powder of 98% purity with a mean diameter of 30 µm (from Alfa Aesar Corporation) was used as the matrix material. Nano-sized SiC particles with a mean diameter of 20 nm (from MTI Corporation) were employed as the reinforcements. Both powders with desired volume fractions were mixed using high energy ball milling (SPEX
8000M miller) for 20 hours to ensure the uniform distribution of SiC nanoparticles within the Mg matrix. The obtained powder mixtures were sintered by Spark Plasma Sintering (SPS) technique at 600 °C for 5 minutes. The SPS system used in this study is DR. SINTER (Model SPS-1030, SPS Syntex Inc., Kanagawa, Japan). The densities of the resultant composites all reached their theoretical values, which are 1.8, 2.0 and 2.0 g/cm³, for the composites with 5 Vol.%, 10 Vol.% and 15 Vol.% SiC nanoparticles, respectively.

The micro-milling machine is set up on a tetrahedral frame, as shown in Figure 4.1. The feed system of the machine is composed of three precision linear stages along X, Y and Z axes (Aerotech ALS130H-150 for X-Y axes and AVL125 for Z axis). A multi-axis motion controller (Aerotech Ensemble Epaq) is utilized to control the accurate machining position. The motion resolution of the X-Y axes is 4 nm and the corresponding motion accuracy is ± 0.25 µm. A 300W air-bearing electric motor spindle (NSK E800Z) is fixed at the center of the tetrahedral frame. Its highest rotational speed is 80,000 rpm with the static runout error less than 1 µm. A Kistler 9256C2 triaxial piezoelectric dynamometer is used to measure instant cutting forces along X, Y and Z directions. The vibration of the machining tetrahedral platform is measured by a PCB triaxial piezoelectric ICP accelerometer, which is mounted at the spindle holder. A National Instrument (NI) PXI-based Data Acquisition (DAQ) system (including NI PXI-8106 and PXI-4496) is used to take measurements and online control.
Two-flute uncoated solid carbide end mills with diameter of 1 mm were used to conduct the experiments listed in Figure 4.1. A new cutting tool was used each time when changing materials. The 18 full immersion cutting conditions were conducted on all materials (pure Mg, Mg-MMCs with volume fractions of 5 Vol.%, 10 Vol.% and 15 Vol.%) and each experiment was repeated three times. The purpose of these 18 cutting conditions is to achieve the nominal feed per tooth in a large range of 0.15-10 µm/t. In our experimental platform, feed speed was constrained within the range of 0.2-1.0 mm/s. Spindle speed was adjusted in the range of 1500-70000 RPM. Both feedrate and spindle speed were varied randomly in order to avoid systematic errors. The axial depth of cut was fixed at 20 µm. During experiments, the 18 cutting conditions were executed randomly by Design of Experiments method in the software Minitab 16. Feed direction is the X direction.
Table 4.1: Experimental cutting conditions

<table>
<thead>
<tr>
<th>Trial No.</th>
<th>Feed speed (mm/s)</th>
<th>Spindle Speed (RPM)</th>
<th>Nominal $f_t$ (μm/t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4</td>
<td>70,000</td>
<td>0.1714</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>65,000</td>
<td>0.2308</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>50,000</td>
<td>0.3000</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>35,000</td>
<td>0.4286</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>30,000</td>
<td>0.5000</td>
</tr>
<tr>
<td>6</td>
<td>0.2</td>
<td>9,000</td>
<td>0.6667</td>
</tr>
<tr>
<td>7</td>
<td>1.0</td>
<td>40,000</td>
<td>0.7500</td>
</tr>
<tr>
<td>8</td>
<td>0.2</td>
<td>7,500</td>
<td>0.8000</td>
</tr>
<tr>
<td>9</td>
<td>1.0</td>
<td>35,000</td>
<td>0.8571</td>
</tr>
<tr>
<td>10</td>
<td>0.2</td>
<td>6,500</td>
<td>0.9231</td>
</tr>
<tr>
<td>11</td>
<td>1.0</td>
<td>25,000</td>
<td>1.2000</td>
</tr>
<tr>
<td>12</td>
<td>1.0</td>
<td>20,000</td>
<td>1.5000</td>
</tr>
<tr>
<td>13</td>
<td>0.4</td>
<td>6,000</td>
<td>2.0000</td>
</tr>
<tr>
<td>14</td>
<td>0.4</td>
<td>4,000</td>
<td>3.0000</td>
</tr>
<tr>
<td>15</td>
<td>0.5</td>
<td>3,500</td>
<td>4.2857</td>
</tr>
<tr>
<td>16</td>
<td>0.5</td>
<td>2,500</td>
<td>6.0000</td>
</tr>
<tr>
<td>17</td>
<td>0.5</td>
<td>2,000</td>
<td>7.5000</td>
</tr>
<tr>
<td>18</td>
<td>0.5</td>
<td>1,500</td>
<td>10.0000</td>
</tr>
</tbody>
</table>

4.3 Analytical Model Development

4.3.1 Size Effect and Minimum Chip Thickness of Mg-MMCs

Size effect and minimum chip thickness significantly affect the micro-milling performance in terms of cutting forces, tool wear, and machined surface integrity [59, 66, 100]. In micro-scale milling, both shearing and ploughing mechanisms play significant roles during machining [90, 94]. However, heterogeneous materials exhibit different phenomenon during micro-milling from homogeneous materials regarding the size effect and minimum chip thickness effect.

Figure 4.2 and Figure 4.3 show the specific cutting energy trends for pure Mg and Mg-MMCs with volume fraction of 10 Vol.%, respectively. The horizontal axis represents the nominal feed per tooth (uncut chip thickness). The vertical axis represents the specific cutting...
energy. The Root Mean Square (RMS) values of in-plane cutting force \( F_{inplane} = \sqrt{F_x^2 + F_y^2} \) were calculated for the 18 different cutting conditions (Table 4.1). The specific cutting energy is calculated via dividing the RMS cutting force by the feed per tooth \( f_t \) and depth of cut \( d_a \). Three cutting regions were formed with different dominant cutting mechanisms [89, 90]. The cutting energy in Region I and III changes linearly with the nominal feed per tooth. Region I is the elastic recovery zone and Region III denotes the traditional shearing zone. In Region II, ploughing plays the most important role, with a small portion of elastic recovery phenomenon.

![Figure 4.2: Specific cutting energy vs. nominal feed per tooth for Pure Mg](image-url)
By comparing Figure 4.2 and Figure 4.3, it can be seen that:

- Due to particle strengthening effect, much more energy is needed to cut the Mg-MMCs with volume fraction of 10 Vol.% than cut pure Mg. The peak value when cutting the 10 Vol.% Mg-MMCs in the elastic zone is around 70 GPa; while it is around 10 GPa when cutting pure Mg.

- Both the elastic zone and the ploughing zone are wider when cutting the 10 Vol.% Mg-MMCs than cutting pure Mg.

In summary, micro-milling Mg-MMCs, especially with high volume fractions of nanoparticle reinforcements, is significantly different from micro-milling pure magnesium material, and the cutting force model need to be systematically studied and formulated.

4.3.2 Instantaneous Chip Formation

In order to accurately compute the chip thickness, a comprehensive model including the effect of minimum chip thickness [89, 91, 94] is utilized in this work. Three cutting mechanisms
influence the overall material removal process and the behavior of the SiC nanoparticles during the machining process:

- When the instantaneous uncut chip thickness $t_c$ is smaller than the elastic recovery threshold $t_{er}$, only elastic deformation occurs and the deformed material will fully recover to its original position. The SiC nanoparticles comply with the same elastic deformation as the Mg matrix and will fully recover to the original positions after cutting.

- As $t_c$ increases to be larger than $t_{er}$, the elastic-plastic deformation becomes dominant. In this region, it is assumed that a constant percentage $p_e$ of the workpiece material undergoes elastic deformation. The remaining material experiences plastic deformation. In this case, the SiC particles cannot recover to their original positions. Since plastic deformation occurs in this region, the matrix-particle interface will be damaged and leads to particle displacements [37].

- When $t_c$ increases to be larger than the minimum chip thickness $t_{min}$, the shearing mechanism plays a major role and continuous chips will form. In this situation, the elastic recovery rate $p_e$ drops to 0. The SiC particles in the chips and the uncut material will retain their original relative positions locally. Although the particles in the cohesive zones still have fractures and displacements, this effect is neglectable compared to the shearing effect.
Figure 4.4: Diagram of instantaneous chip thickness calculation

Figure 4.4 is a diagram showing the continuous cutting process, where the instantaneous chip thickness at the rotational angle \( \theta_i \) and the tool path \( j \) is determined as [89]:

\[
t_c(i, j) = \max(0, \| C'_i F'_i \| - \| C'_i I'_{i-1} \|)
\]

(5)

where \( C'_i \) and \( F'_i \) are the tool center and cutting edge coordinates; \( I'_{i-1} \) is the intersection between the line \( C'_i F'_i \) and the surface generated at the previous tool path \( j - 1 \). The locations of the machined surface point \( S'_i \) can be expressed as [89]

\[
x_{S'_i} = x_{F'_i} - \frac{t_c(i, j) \cdot \kappa}{R} (x_{F'_i} - x_{C'_i})
\]

(6)

\[
y_{S'_i} = y_{F'_i} - \frac{t_c(i, j) \cdot \kappa}{R} (y_{F'_i} - y_{C'_i})
\]

(7)

where \( R \) is the cutting tool radius, \( x_C \) and \( y_C \) are coordinates of the cutting tool center, \( x_F \) and \( y_F \) are the coordinates of the cutting tool edge, \( x_S \) and \( y_S \) are coordinates of the generated surface point, \( \kappa \) is the overall elastic recovery rate as [89]
\[
\kappa = \begin{cases} 
1.0 & \text{when } t_c < t_{ce} \\
p_c & \text{when } t_{ce} \leq t_c < t_{\min} \\
0 & \text{when } t_c \geq t_{\min} 
\end{cases}
\]

(8)

In our study, the elastic recovery rate of the material \( p_e \) is assumed to be 15%. A simulated chip thickness plot is shown in Figure 4.5, where the nominal feed per tooth is 4 \( \mu \)m/t and the spindle speed is 50,000 rpm. The tool runout amplitude is set as 2 \( \mu \)m.

![Figure 4.5. Simulated instantaneous chip load using 2-flute end mill](image)

4.3.3 Cutting Force Model

In our study, cutting force models are developed for the three cutting regimes for Mg-MMCs. The tangential force \( F_t \), radial force \( F_r \) and axial force \( F_a \) are modeled using differential forms. The tool deflection is assumed to be very small and neglectable for larger diameter cutting tools (> 500 \( \mu \)m). For smaller tools, constant tool deflection parameters are applied. Tool wear is not considered in the model. The cut length is 3 mm for each test. The tool edge radii are considered to be the same for different cutting tests.
**Elastic Recovery Zone**

In the elastic recovery dominant regions, particle displacement can be neglected, since the majority of the reinforcement particles in the uncut workpiece materials retain their original relative positions (Figure 4.6).

In Figure 4.6, the cutting tool moves from right to left. The hollow circles represent SiC particles in the Mg matrix. The solid-colored circles represent those particles under elastic deformation. The oblique-line filled circles represent those reinforcement particles just recovered to their original position.

![Particle displacement in the elastic recovery zone](image)

Figure 4.6: Particle displacement in the elastic recovery zone

The differential cutting forces are formulated in Equation (9) for this zone, where the end mill is discretized into axial slices and uncut chip thickness is computed for the teeth of each slice.

\[
\begin{align*}
    dF_t &= K_w \cdot t_c \cdot dz \\
    dF_e &= K_{re} \cdot t_c \cdot dz \\
    dF_a &= K_{we} \cdot t_c \cdot dz
\end{align*}
\]  

(9)
where $K_{te}$, $K_{re}$ and $K_{ae}$ are tangential, radial and axial force coefficients in the elastic recovery zone. The term $d_z$ is the thickness of the axial slices. In this study, the cutting force coefficients are assumed to be equivalent to the specific cutting energy since they have the same dimension. As can be seen in Figure 4.3, in Region I, the specific cutting energy exhibits a linear relation with the nominal uncut chip thickness, therefore these coefficients are linear to uncut chip thickness $t_c$:

$$
K_{te} = K_{ae1} \cdot t_c + K_{ae2}
$$

$$
K_{re} = K_{ae1} \cdot t_c + K_{ae2}
$$

$$
K_{ae} = K_{ae1} \cdot t_c + K_{ae2}
$$

(10)

where $K_{ae1}$, $K_{ae2}$, $K_{ae1}$, $K_{ae2}$, $K_{ae1}$, $K_{ae2}$ are constants and can be obtained by optimizing the measured cutting force data using the least-square method.

**Ploughing Zone**

When the uncut chip thickness $t_c$ increases beyond $t_{er}$ but less than the minimum chip thickness, the workpiece deforms both elastically and plastically at the same time. No material is sheared off from the workpiece. From Figure 4.3, the specific cutting energy exhibits an exponential relation with the nominal uncut chip thickness $t_c$. Therefore, the force coefficients are assumed to be exponential functions to the ploughing area $A_p$ as:

$$
K_{tp} = K_{tp1} \cdot (A_p)^{K_{tp2}}
$$

$$
K_{rp} = K_{rp1} \cdot (A_p)^{K_{rp2}}
$$

$$
K_{ap} = K_{ap1} \cdot (A_p)^{K_{ap2}}
$$

(11)

where $K_{tp}$, $K_{rp}$ and $K_{ap}$ are the force coefficients of tangential, radial and axial directions in the ploughing zone. $K_{tp1}$, $K_{tp2}$, $K_{rp1}$, $K_{rp2}$, $K_{ap1}$, $K_{ap2}$ are constants and can be calculated by nonlinearly optimizing the averaged cutting force data.
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Ploughing force is more dependent on the ploughing area $A_p$, which is a function of uncut chip thickness $t_c$.

In the ploughing dominant region in Figure 4.7, particle displacement can not be ignored. A comprehensive model for ploughing area was developed in [90]. The ploughed area $A_p$ is expressed by area $S_{ACE}$. The symbol $t_{er}$ is the elastic recovery thickness. The symbol $\psi_e$ denotes the clearance angle of the tool. Geometric angles $\alpha_p$ and $\psi_e$ can also be expressed by $\angle CBE$ and $\angle DBE$, respectively. Angle $\psi_i$ is $\angle ABD$ in Figure 4.7(a) and angle $\psi_s$ is $\angle ABE$ in Figure 4.7(b).

![Figure 4.7: Particle displacement in the ploughing zone (a) deeper immersion and (b) shallower immersion](image)

When $t_{er} \geq r_e (1 - \cos \psi_e)$ (Figure 4.7(a)), the ploughed area $A_p$ is expressed as [90]:
$$A_p = \frac{1}{2} [r_e^2 (\alpha_p + \psi_e) + r_e l_{AD} - r_e l_{AB} \sin(\alpha_p + \psi_e + \psi_s)]$$

(12)

where,

$$l_{AD} = \frac{t_{er} - r_e (1 - \cos \psi_e)}{\sin \psi_e}$$

$$l_{AB} = \sqrt{r_e^2 + l_{AD}^2}$$

$$\alpha_p = \cos^{-1}(1 - \frac{t_{er}}{r_e})$$

$$\psi_s = \tan^{-1}(\frac{l_{AD}}{r_e})$$

(13)

When $t_{er} < r_e (1 - \cos \psi_e)$ (Figure 4.7(b)), the ploughed area $A_p$ is expressed as [90]:

$$A_p = \frac{1}{2} r_e^2 (\alpha_p + \psi_s - \sin(\alpha_p + \psi_s))$$

(14)

where,

$$\psi_s = \cos^{-1}(1 - \frac{t_{er}}{r_e})$$

(15)

As seen from Figure 4.7, the reinforcement particles inside the Mg-MMCs are assumed to undergo elastic-plastic deformations due to ploughing and SiC particles cannot return to their original local positions after being ploughed. This implies that the particles experienced certain displacement. A rectangular Representative Volume Element (RVE), which is shaded in Figure 4.7, is proposed to reflect this local mechanistic effect. It is certain that in the ploughing region, the local materials are experiencing deformations from an elastic manner to a plastic manner. Therefore, the overall yield stress value of the RVE is used to calculate the force components ($dF_{RVE}$ and $dF_{RVE}$) due to the strengthening effect. Assuming that the SiC particles are uniformly distributed and the grain size effect is neglectable, the cutting force acting on the RVE can be expressed as
\[
\begin{align*}
\left\{ \begin{array}{l}
\dF_{\text{RVE}} &= \sigma_{ys} \cdot L_c \cdot dz \\
\dF_{\text{RVE}} &= \sigma_{ys} \cdot t_c \cdot dz
\end{array} \right. \tag{16}
\]

where \( L_c \) is the length of ploughed area, and is expressed as:

\[
L_c(t) = (r_c - t_c) \tan \alpha_p + (r_c - t_c') \tan \psi_f + \psi_e 
\tag{17}
\]

There are three major strengthening factors in particle-reinforced metal matrix nanocomposites: load-bearing effect, enhanced dislocation density strengthening effect, and Orowan strengthening effect [52]. An analytical model for predicting the yield strength of the metal matrix nanocomposites has been developed based on these three strengthening effects, which is expressed as [52]:

\[
\sigma_{ys} = \sigma_{ym}(1 + f_l)(1 + f_d)(1 + f_{\text{Orowan}}) 
\tag{18}
\]

where,

\[
\begin{align*}
 f_l &= \frac{1}{2} V_f \\
 f_d &= \frac{1.25G_m b}{\sigma_{ym}} \sqrt{\frac{12(T_{\text{process}} - T_{\text{test}})(\alpha_m - \alpha_p)V_f}{bd_p (1 - V_f)}} \\
 f_{\text{Orowan}} &= \frac{0.13G_m b}{\sigma_{ym} d_p ([0.5V_f]^{1/3} - 1]} \ln \frac{d_p}{2b}
\end{align*}
\tag{19}
\]

where \( \sigma_{ys} \) is the improved yield strength of Mg-MMCs, \( \sigma_{ym} \) is the yield strength of the Magnesium matrix. The symbols \( f_l, f_d \) and \( f_{\text{Orowan}} \) are the improvement factors due to the load-bearing effect, enhanced dislocation density effect and Orowan effect, respectively. The symbol \( V_f \) denotes the volume fraction of the reinforcement particles and \( d_p \) is the average particle size. \( G_m \) is the shear modulus of the matrix, \( b \) is the magnitude of the Burgers vector of dislocation in the matrix, \( T_{\text{process}} \) is the processing temperature when fabricating the material, and \( T_{\text{test}} \) is the test
temperature when testing the material. The symbols $\alpha_m$ and $\alpha_p$ represent the coefficients of thermal expansion of the matrix and reinforcement phase, respectively. Including this reinforced yield strength of Mg-MMCs $\sigma_{ys}$ into the cutting force model to compensate for the local heterogeneity of material, and the modified cutting force model in the ploughing zone is derived as:

\[
\begin{align*}
    dF_t &= (K_p \cdot t_c + \sigma_{ys} \cdot t_c) \cdot dz \\
    dF_r &= (K_p \cdot t_c + \sigma_{ys} \cdot L_c) \cdot dz \\
    dF_a &= K_{ap} \cdot t_c \cdot dz
\end{align*}
\] (20)

**Shearing Zone**

In the shearing region, the particle displacement can be neglected, since the majority of the reinforcement particles in the formed chips retain their original relative positions.

In Figure 4.8, the majority of particles retain their original local positions during cutting, no matter whether they are in the formed chips (above tool) or in the uncut material (under tool), marked as gray-shaded particles. The hollow circles represent those reinforcement particles which facilitate the generation of new surfaces and undergo displacement. However, compared to the volume of gray-shaded particles in the formed chips and uncut material surface, the displaced particles are minimum and affect cutting force insignificantly. Therefore, particle displacement effect is ignored in this region.
According to Figure 4.3, the specific cutting energy is linear to the nominal uncut chip thickness. The three force components are described as:

\[
\begin{align*}
    dF_t &= K_{ts} \cdot t_c \cdot dz \\
    dF_r &= K_{rs} \cdot t_c \cdot dz \\
    dF_a &= K_{as} \cdot t_c \cdot dz
\end{align*}
\]

where \( K_{ts}, K_{rs} \) and \( K_{as} \) are tangential, radial and axial force coefficients in the shearing zone. These coefficients are linear to uncut chip thickness \( t_c \) and can be calculated by optimizing the measured cutting force data.

\[
\begin{align*}
    K_t &= K_{ts1} \cdot t_c + K_{ts2} \\
    K_r &= K_{rs1} \cdot t_c + K_{rs2} \\
    K_a &= K_{as1} \cdot t_c + K_{as2}
\end{align*}
\]

where \( K_{ts1}, K_{ts2}, K_{rs1}, K_{rs2}, K_{as1}, K_{as2} \) are constants defined for \( K_t, K_r \), and \( K_a \) of the linear relationship.
4.4 Experimental Validation

4.4.1 Model Calibration

In order to model cutting forces for Mg-MMCs, cutting force coefficients should be first calibrated. The piezoelectric dynamometer (Kistler 9256C2) was calibrated and its frequency response was determined using impact hammer test. The dynamics of the sensing system was measured using the instrumented impact hammer (PCB-086C03) and the dynamometer. The sensitivity of the hammer and dynamometer (X/Y direction) are 2.25 mV/N and 26 pC/N, respectively.

In this study, the spindle frequency and tooth-passing frequency are the two most concerned components of the cutting forces in frequency domain. The tooth-passing frequency of a two-flute cutting tool at maximum spindle speed of 70,000 rpm is around 2,333 Hz, which is within the bandwidth range. Figure 4.9 shows the dynamic response of the dynamometer along X direction from the impact hammer test, where the bandwidth of the dynamometer is approximately 3,300 Hz. So the dynamometer is adequate to accurately measure the cutting force.

Figure 4.9: Dynamic response in the X direction of the dynamometer from the impact hammer test
Experimental cutting force is measured in order to calibrate cutting force coefficients.

Based on the local coordinate transformation:

\[
\begin{bmatrix}
    dF_i(t_i) \\
    dF_j(t_i) \\
    dF_k(t_i)
\end{bmatrix} =
\begin{bmatrix}
    -\cos \theta & -\sin \theta & 0 \\
    \sin \theta & -\cos \theta & 0 \\
    0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    K_i(t_i) \\
    K_j(t_i) \\
    K_k(t_i)
\end{bmatrix}
\int dz
\]

and considering the geometric conditions,

\[
dz = \frac{r}{\tan \beta} d\theta
\]

where \( \beta \) is the helical angle. The Root Mean Square (RMS) averaged cutting force for the nominal feed per tooth \( \bar{t}_f \) can be expressed as [96]

\[
\begin{bmatrix}
    F_i(t_f) \\
    F_j(t_f) \\
    F_k(t_f)
\end{bmatrix}
\approx
\frac{R \cdot \bar{f}}{\tan \beta}
\begin{bmatrix}
    A & -B & 0 \\
    B & A & 0 \\
    0 & 0 & -C
\end{bmatrix}
\begin{bmatrix}
    K_i(t_i) \\
    K_j(t_i) \\
    K_k(t_i)
\end{bmatrix}
\]

where \( A, B, \) and \( C \) denoting the integral results are given as:

\[
\begin{align*}
A &= \frac{1}{4} \sum_{i=1}^{N} \cos(2\theta) \bigg|_{\theta_s}^{\theta_e} \\
B &= \frac{1}{4} \sum_{i=1}^{N} [2\theta - \sin(2\theta)] \bigg|_{\theta_s}^{\theta_e} \\
C &= \sum_{i=1}^{N} \cos(\theta) \bigg|_{\theta_s}^{\theta_e}
\end{align*}
\]

where \( \theta_s \) and \( \theta_e \) denote the start angle and exit angle of each immersion. Symbol \( N \) denotes the number of teeth. When dividing the RMS averaged cutting force components by the product of \( \bar{f} \) and depth of cut \( d_a \), the specific cutting energy \( K_{s,x,y,z}(\bar{f}_i) \) can be directly calculated from the measured cutting force.
\[
\begin{bmatrix}
K_1(\bar{f}_c) \\
K_1(\bar{f}_R) \\
K_2(\bar{f}_R)
\end{bmatrix}
= R \frac{d_u \cdot \tan \beta}{\bar{t}_c}
\begin{bmatrix}
A & -B & 0 \\
B & A & 0 \\
0 & 0 & -C
\end{bmatrix}
\begin{bmatrix}
K_1(\bar{t}_c) \\
K_1(\bar{t}_R) \\
K_2(\bar{t}_R)
\end{bmatrix}
\] (27)

Figure 4.10 shows the experimental result of the relationship between the specific cutting energy and the nominal feed per tooth for 10 Vol.% Mg-MMCs. During experiments, the average of all three replicates for a single \( \bar{f}_c \) value was used to characterize the specific cutting energy.

![Figure 4.10: Specific cutting energy for 10 Vol.% Mg-MMCs](image)

Two critical values \( t_{er} \) and \( t_{min} \) can be determined by measuring the slope of the curve in the plot for X-Y plane norm specific cutting energy in Figure 4.3. The determined values for the four different materials are summarized in Table 4.2.

<table>
<thead>
<tr>
<th>Material</th>
<th>Pure Mg</th>
<th>Composite A</th>
<th>Composite B</th>
<th>Composite C</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_{er} ) (μm)</td>
<td>0.43</td>
<td>0.51</td>
<td>0.85</td>
<td>0.49</td>
</tr>
<tr>
<td>( t_{min} ) (μm)</td>
<td>1.2</td>
<td>2.01</td>
<td>2.02</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Table 4.2: Minimum chip thickness \( t_{min} \) and \( t_{er} \) values
The nominal values of $K_r$, $K_t$ and $K_a$ can be obtained from Equation (27) by the inverse of the coefficient matrix. The cutting force coefficients calibrated for the composites are listed in Table 4.3.

### Table 4.3: Identified cutting force coefficients

<table>
<thead>
<tr>
<th></th>
<th>Composite A</th>
<th>Composite B</th>
<th>Composite C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{er}$</td>
<td>-330.75</td>
<td>172.38</td>
<td>-687.96</td>
</tr>
<tr>
<td>$K_{et}$</td>
<td>-336.20</td>
<td>194.60</td>
<td>-886.72</td>
</tr>
<tr>
<td>$K_{ea}$</td>
<td>-60.55</td>
<td>42.22</td>
<td>-291.36</td>
</tr>
<tr>
<td>$K_{pr}$</td>
<td>33.14</td>
<td>-0.74</td>
<td>51.52</td>
</tr>
<tr>
<td>$K_{pt}$</td>
<td>35.58</td>
<td>-1.08</td>
<td>56.07</td>
</tr>
<tr>
<td>$K_{pa}$</td>
<td>12.19</td>
<td>-0.72</td>
<td>25.80</td>
</tr>
<tr>
<td>$K_{sr}$</td>
<td>-0.43</td>
<td>7.08</td>
<td>-1.97</td>
</tr>
<tr>
<td>$K_{st}$</td>
<td>-0.22</td>
<td>4.47</td>
<td>-1.68</td>
</tr>
<tr>
<td>$K_{sa}$</td>
<td>-0.12</td>
<td>2.08</td>
<td>-1.26</td>
</tr>
</tbody>
</table>

As for the parameters in Equation (18), the following parameter values from references [62, 122] are used in this study: $\sigma_{ym} = 97$MPa, $G_m = 165$GPa, $b = 0.32$nm, $\alpha_m = 28.4 \times 10^{-6} (°C)^{-1}$, $\alpha_p = 4.3 \times 10^{-6} (°C)^{-1}$, $d_p = 20$nm, $V_f = 0 \sim 15$ Vol.%, $T_{process} = 600°C$ and $T_{test} = 40°C$.

For the cutting tool geometry, helical angle $\beta$ and clearance angle $\psi_e$ are $30°$ and $15°$ obtained from the manufacturer. Tool edge radius $r_e$ was measured using Scanning Electronic Microscope (SEM) before each cutting test (as shown in Figure 4.11). An average value of 1.0 $\mu$m was used in the simulation.
4.4.2 Model Validation and Results Analysis

In order to validate the proposed cutting force models, three representative cutting conditions were set up to machine the pure Mg and 10 Vol.% Mg-MMCs. One is chosen to be mainly in the shearing region and the other is chosen to be mainly in the ploughing region.

The instantaneous cutting force simulated in time domain was compared with experimental data. The results imply that the proposed model can predict the cutting forces with satisfactory accuracy and thus clearly reflect the effect of reinforcement nanoparticles on instantaneous cutting forces.

**Case I: spindle speed is 4,000 RPM, feed speed is 0.4 mm/s ($f_t = 3.0 \, \mu$m/t) and depth of cut is 20 µm using 1 mm diameter end mill.**

Figure 4.12 shows the experimental and simulated forces for pure Mg along X, Y and Z directions. The yield strength of pure Mg was directly applied to Equation (18) in the model. It can be seen that the model can fairly accurately predict the forces. The agreement between the data of $F_z$ is not as good as $F_x$ and $F_y$. This is mainly because the magnitude of $F_z$ is close to that
of the noise signal. In this case, the noise has significant influences on the profile of cutting force $F_z$.

![Diagram of cutting forces](image)

Figure 4.12: Comparison of experimental and simulated cutting forces (on pure Mg)

Figure 4.13 illustrates the experimental and simulated cutting forces for 10 Vol.% Mg-MMCs. Due to the nanoparticles reinforcement effect, the force magnitudes greatly increase as
the volume fraction is varied from 0 Vol.% to 10 Vol.%.
This is attributed to the improved yield strength and fracture strength by adding the nanoparticles.

Figure 4.13: Comparison of experimental and simulated cutting forces (on 10 Vol.% Mg-MMCs)
Case II: spindle speed is 35,000 RPM, feed speed is 1.0 mm/s ($f_t = 0.857 \, \mu m/t$) and depth of cut is 20 µm using 1 mm diameter end mill.

Figure 4.14 shows the experimental and simulated cutting forces for 10 Vol.% Mg-MMCs. From Table 4.2, the $f_t$ value in cutting condition in Case II leads the cutting to the ploughing-dominant regime. Thus, the cutting force profiles become more complex than that of the shearing-dominant regime. However, the proposed model can also track the significant variations of the force values in all three directions.

The cutting force magnitude of $F_x$ and $F_y$ does not change much, while the magnitude of $F_z$ increases significantly as the feed per tooth decreases from 3.0 to 0.857 µm/t. The possible reason is that the bottom of the flutes of the end mill also experienced different cutting mechanism during cutting. This effect of the bottom of the flutes is not explicitly included in this model. Additionally, except the traditional shearing-dominant regime in homogenous materials (e.g. cutting condition in Case II for pure Mg), all other tested cutting conditions on pure Mg and all the tested cutting conditions on Mg-MMCs resulted in larger $F_z$ values. Similar results were also found in our previous work [113]. This phenomenon can also be attributed to the effect of bottom of the flutes.
Figure 4.14: Comparison of experimental and simulated cutting forces (on 10 Vol.% Mg-MMCs)

**Case III:** spindle speed is 40,000 RPM, feed speed is 1.334 mm/s \((f_i = 1.0 \, \mu m/t)\) and depth of cut is 10 \(\mu m\) using 100 \(\mu m\) diameter end mill.

Figure 4.15 shows the experimental and simulated cutting forces for 5, 10, and 15 Vol.% Mg-MMCs using cutting condition in Case III. In general, the simulated cutting force profiles do match major variations of the experimental data, and thus reveals the effect of the volume
fraction on the cutting force. It can be seen that all the cutting forces under the investigated cutting condition do not exhibit crisp force profiles for each tooth. As the volume fraction increases, more disturbances show up and the $F_x$ profile displays more distinct trend to split into two teeth in a single revolution. This is mainly due to the low rigidity and small size of the 100 µm tool, so that the tool vibration/deflection plays more influential role in altering the force profile rather than the strengthening effect of nanoparticles. Furthermore, due to the small tool size, the increasing trend of the cutting force peak-to-peak value as volume fraction increases is not as obvious as that for 1 mm tool. This phenomenon is also related to nanoparticle size effect; therefore investigations are needed to clarify the root reason.

Figure 4.15: Comparison of experimental and simulated cutting forces with cutting condition ③ on Composite A: (a)–(b), Composite B: (c)–(d) and Composite C: (e)–(f)
In summary, the cutting force prediction is challenging for Mg-MMCs with nano-reinforcements in the micro milling process [62]. In the dynamic micro milling process, unexpected events occurred during the tool-workpiece interactions because of several dominant effects. These effects include the effect of nanoparticles (volume fraction and particle size), size effect, minimum chip thickness effect, effect of tool deflection and bottom of the flutes effect. In the proposed cutting force model, only the first three dominant effects are incorporated. Therefore, cutting force prediction errors are still observable and the max simulation error is relatively larger than the average one. The maximum and mean error values for some simulation studies are listed in Table 4.4. In order to predict cutting forces more accurately, the ignored effects in micro-cutting Mg-MMCs will be considered in future work.

<table>
<thead>
<tr>
<th></th>
<th>$F_x$</th>
<th>$F_y$</th>
<th>$F_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Max</td>
<td>Mean</td>
</tr>
<tr>
<td>pure Mg (Case I cutting condition)</td>
<td>9.20</td>
<td>34.02</td>
<td>13.30</td>
</tr>
<tr>
<td>10 Vol.% Mg-MMCs (Case I cutting condition)</td>
<td>13.06</td>
<td>47.30</td>
<td>19.64</td>
</tr>
<tr>
<td>10 Vol.% Mg-MMCs (Case II cutting condition)</td>
<td>12.59</td>
<td>40.54</td>
<td>14.37</td>
</tr>
</tbody>
</table>

### 4.5 Summary

The main objective of this study is to construct a cutting force model to predict cutting forces when micro-mill nano-reinforced Magnesium metal matrix composites (Mg-MMCs) with high volume fractions. The nanoparticles reinforcement’s effect is taken into consideration, as the particle size and volume fraction are incorporated explicitly in the cutting force model. The
material studied was Mg-MMC reinforced with SiC nanoparticles. To calibrate and validate the model, an experimental procedure was established and various cutting conditions were tested on pure Mg and Mg-MMCs with different volume fractions (0 Vol.%, 5 Vol.%, 10 Vol.% and 15 Vol.%). The comparison between the experimental and simulated cutting forces implies that the proposed model can effectively capture the major cutting force characteristics of nano-reinforced Mg-MMCs. The main results are concluded as follows:

1). Cutting force magnitudes greatly increase as the nanoparticles’ volume fraction increases. This is attributed to the improved yield strength and fracture strength by adding SiC nanoparticles. The phenomenon is more obvious when using a larger diameter cutting tool.

2). Cutting force profiles of Mg-MMCs are not as smooth as those of pure Mg. The reason for that is the existence of ceramic nanoparticles influences the chip formation of Mg-MMCs. Mg-MMCs with different volume fractions of nanoparticles express different strengthened yield strengths and fracture strengths. Therefore, the cutting mechanisms and the SiC particles’ behaviors in three cutting regimes are different. Consequently, cutting force profiles behave differently among pure Mg and Mg-MMCs with different volume fractions.

3). When using 100 µm cutting tools, all the cutting forces under the investigated cutting conditions on Mg-MMCs do not exhibit crisp force profiles for each tooth. As the volume fraction increases, more disturbances show up and the feed direction force displays more distinct trend to split into two teeth in a single revolution. Moreover, compared to 1 mm tool, the peak-to-peak cutting force increasing trend with the rising of volume fraction is not obvious. This is mainly due to the small size and low rigidity of the 100 µm tool. Consequently, the tool
vibration/deflection plays more influential role in altering cutting force profiles rather than the strengthening effect of nanoparticles.

The prediction inaccuracy of current model arises from the ignorance of tool vibration effect, tool wear effect, imperfection of the materials and bottom of the flutes effect. These effects will be further investigated and compensated in the future.
CHAPTER 5 EFFECTS OF FRACTURE MODELS ON CUTTING SIMULATION

In this chapter, a systematic evaluation of six ductile fracture models is conducted to identify the most suitable fracture criterion for metal cutting processes. Six fracture models are evaluated in this study, including constant fracture strain, Johnson-Cook, Johnson-Cook coupling criterion, Wilkins, modified Cockcroft-Latham, and Bao-Wierzbicki fracture criterion. By means of Abaqus built-in commands and a user material subroutine (VUMAT), these fracture models are implemented into a Finite Element (FE) model of orthogonal cutting processes in ABAQUS/Explicit platform. The local parameters (stress, strain, fracture factor, velocity fields) and global variables (chip morphology, cutting forces, temperature, shear angle, and machined surface integrity) are evaluated. The numerical simulation results are examined by comparing to experimental results of 2024-T3 aluminum alloy published in open literatures. Based on the results, it is found that damage evolution should be considered in cutting process FE simulation. Moreover, the B-W fracture model with consideration of rate dependency, temperature effect and damage evolution gives the best prediction of chip removal behavior of ductile metals.
5.1 Background Introduction

In the area of metal cutting simulation, there has been considerable amount of research dedicated to Finite Element Analysis (FEA) based numerical models due to their potential to provide predictions in various process variables such as stresses, strains and temperatures, as well as tool wear, tool breakage and machined surface integrity [81, 123, 124]. Most continuum-based FEA simulations depends on either Eulerian or Lagrangian formulations. Eulerian formulation can be used to model continuous chip formation at steady state [125, 126]. It requires fewer elements and thus computation load is relatively low. A chip separation criterion is not required in Eulerian based methods, but the shear angle needs to be determined experimentally prior to the simulation.

Two important factors in the FEA cutting simulations have been systematically studied by previous researchers, including the material constitutive model and the friction model. Shi and Liu [127] compared four different material constitutive models which incorporate strain rate and temperature effects. The material models applied in FEA modeling of orthogonal machining on HY-100 steel include Litonski-Batra [128, 129], power law [130], Johnson-Cook [131], and Bodner-Partom [132]. Results indicates that except the Litonski-Batra model, all other three models can give consistent predictions in cutting forces, chip thickness and shear angle with adequate accuracy. In the other aspect, friction modeling in the tool-workpiece interface has significant influence on the performance of FEA cutting simulation. Ozel [124] investigated several friction modeling techniques by developing constant and variable friction coefficient based models. It was found that the most accurate one for FEA simulation is the one with variable friction coefficient.
When pure Lagrangian formulation is applied without adequate remeshing, chip separation criterion cannot be avoided. Huang and Black [133] carefully examined different chip separation criteria, mainly including the criterion based on distance and the criterion based on stress. A combination of geometric and physical criteria was recommended. However, which fracture criterion is most suitable to simulate the chip separation process for ductile metal is still unknown. Zhang [134] conducted an evaluation on the reliability of the existing cutting chip separation criteria, including effective plastic strain, strain energy density, normal failure stress and distance between separation element node and tool tip. It was concluded that single quantity cannot be used reliably as a universal separation rule in metal cutting problems. Thus a more comprehensive and feasible criterion needs to be established in order to provide consistent and reliable FEA simulations for cutting processes.

In recent decades, several fracture models employed in pure Lagrangian-based FEA simulations were proposed for ductile metals. These models have been applied in various applications, including metal forming, high velocity impact, forging etc. In this chapter, six different fracture models are re-visited and re-evaluated specifically for metal cutting processes. These models include constant fracture strain, Johnson-Cook, Johnson-Cook coupling criterion, Wilkins, modified Cockcroft-Latham, and Bao-Wierzbicki fracture model. Teng and Wierzbicki [135] have evaluated some of them in a rigorous study for high velocity perforation simulation. The first objective of this research is to implement the above fracture models into ABAQUS/Explicit through a user material subroutine (VUMAT) and then further explore the influence of different fracture criteria on cutting performance. The second objective of this study
is to identify the most suitable ductile fracture model for metal cutting simulation based on FEA approach. The material properties of aluminum alloy A2024-T351 is used in the simulation.

5.2 FEA Formulation of Machining Process

In order to improve physical comprehension of the chip formation during cutting of ductile metals, a proper fracture criterion is needed. To focus on the physical inherence of the influence of the fracture models on cutting performance, a 2-D finite element model under plane strain deformation was used based on ABAQUS/Explicit platform. The radial cutting depth $a_p$ is fixed at 4 mm. In the turning configuration, the feed rate (or the axial cutting depth) $f$ is much lower than the radial cutting depth, as it is in the end milling process, where the feed speed (radial direction) is generally much lower than axial depth of cut, therefore plane strain assumption for building the model is reasonable for this study [123, 134].

Figure 5.1 shows a schematic representation of the constructed FEA model. It illustrates the geometries of the cutting tool and the workpiece. Quadrilateral continuum element CPE4RT was used for a coupled temperature-displacement dynamic analysis, so that the temperature distribution in the cutting process can also be obtained. The mesh size of the workpiece is 20 µm and the mesh size of the cutting tool is 50 µm without any remeshing rules assigned. In this way, the material elements’ fracture evolution process can be observed in the FEA analysis, and the effects of different fracture models can be examined. Moreover, self-contact was not configured in the model due to the high computation cost, and only the contact between cutting tool and workpiece is assigned.
As shown in Figure 5.1, two different configurations were set up for this study:

a) The multi-part workpiece model is composed of three parts: Part 1 - the chip, Part 2 - the tool-tip passage zone, and Part 3 - the workpiece support. The assembly of the different parts in workpiece was achieved by setting a constraint type joining (Tie constraint).

b) The single-part workpiece model is composed of the tool part and the workpiece part.

Figure 5.1: FEA model for the machining problem

The above two cutting assemblies were used to compare the various fracture criteria including the ones which require multi-part configuration.

Since the flow stress, namely instantaneous yield strength at which the material initiates plastic deformation is mostly affected by strain, strain rate and process temperature. Therefore, a widely accepted Johnson-Cook constitutive model [131], considering large deformation hardening, strain rate effect and temperature-dependence, is adopted in this study. The equivalent plastic flow stress is presented by:
\[
\bar{\sigma} = [A + B(\bar{\varepsilon}^{pl})^n][1 + C\ln(\frac{\bar{\varepsilon}^{pl}}{\dot{\varepsilon}_0})][1 - (\frac{T - T_{\text{room}}}{T_{\text{mel}} - T_{\text{room}}})^m]
\]  
(28)

where \(A, B\) and \(n\) are material constants for strain hardening; \(C\) is the material constant for strain-rate hardening; \(m\) is the material constant for thermal softening effect; \(T_{\text{room}}\) is the reference ambient temperature; \(T_{\text{mel}}\) is the melting temperature of the workpiece material and \(T\) is the current process temperature.

Based on the form of Equation (26), some modifications can be conducted for different materials in order to obtain a better data fitting. The Johnson-Cook parameters used in this study are listed in Table 5.1 and the physical properties of the workpiece and the cutting tools are summarized in Table 5.2. Reference strain rate \(\dot{\varepsilon}_0\) is 0.000333 based on [135].

Table 5.1: Johnson-Cook parameter values for A2024-T351[135]

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>n</th>
<th>C</th>
<th>m</th>
</tr>
</thead>
<tbody>
<tr>
<td>352</td>
<td>440</td>
<td>0.42</td>
<td>0.0083</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 5.2: Physical properties of workpiece and cutting tool [123]

<table>
<thead>
<tr>
<th>Physical parameter</th>
<th>Workpiece (A2024-T351)</th>
<th>Tool (Tungsten Carbide)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density, ( \rho ) (kg/m(^3))</td>
<td>2700</td>
<td>11900</td>
</tr>
<tr>
<td>Elastic modulus, ( E ) (GPa)</td>
<td>73</td>
<td>534</td>
</tr>
<tr>
<td>Poisson’s ratio, ( \nu )</td>
<td>0.33</td>
<td>0.22</td>
</tr>
<tr>
<td>Specific heat, ( C_p ) (J/kg°C)</td>
<td>( C_p = 0.557T + 877.6 )</td>
<td>400</td>
</tr>
<tr>
<td>Thermal conductivity, ( \lambda ) (W/m°C)</td>
<td>( \lambda = 0.247T + 114.4 )</td>
<td>50</td>
</tr>
<tr>
<td>25 ( \leq T \leq 300 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal conductivity, ( \lambda ) (W/m°C)</td>
<td>( \lambda = 0.125T + 226.0 )</td>
<td></td>
</tr>
<tr>
<td>300 ( \leq T \leq T_{\text{melt}} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal expansion, ( \alpha_d ) (µm.m/°C)</td>
<td>( \alpha_d = 8.9 \times 10^{-3}T + 22.2 )</td>
<td>( \times )</td>
</tr>
<tr>
<td>( T_{\text{melt}} ) (°C)</td>
<td>520</td>
<td></td>
</tr>
<tr>
<td>( T_{\text{room}} ) (°C)</td>
<td>25</td>
<td>25</td>
</tr>
</tbody>
</table>

For simplicity, the frictional interaction between the cutting tool and the workpiece was modeled according to References [136, 137]. Sticking and sliding friction conditions were applied between the tool and the workpiece material. Sticking friction occurs near the cutting edge contacting with the workpiece, and the frictional shear stress \( \tau \) is equal to the average shear flow stress limit \( \tau_{\text{crit}} \). Meanwhile, sliding occurs far away from the contacting area, where the frictional shear stress is calculated by using friction coefficient \( \mu \). In this study, the friction coefficient is chosen to be 0.17 and \( \tau_{\text{crit}} \) is set to be 161 MPa according to Reference [138].

\[
\tau = \tau_{\text{crit}} \quad \text{when} \quad \mu \sigma > \tau_{\text{crit}} \quad (\text{in sticking zone}) \tag{29}
\]

\[
\tau = \mu \sigma \quad \text{when} \quad \mu \sigma < \tau_{\text{crit}} \quad (\text{in sliding zone}) \tag{30}
\]
5.3 Fracture Model Formulation

5.3.1 Constant Fracture Strain

A constant effective plastic strain to fracture can be used to simulate the chip formation and provide cutting process variable values for reference. This approach assumes that there exists a critical equivalent plastic strain to failure \( \bar{\varepsilon}_{\text{pl}}^f \). When the equivalent plastic strain reaches the value of the constant fracture strain threshold \( \bar{\varepsilon}_{\text{pl}}^f \), the corresponding material element will be deleted. This method has been successfully implemented in modeling macro-sized orthogonal cutting processes of various soft and hard materials [139-141].

\[
\bar{\varepsilon}_{\text{pl}} \geq \bar{\varepsilon}_{\text{pl}}^f \quad \text{(Material element removal criterion)}
\]

Under the plane strain assumption, the equivalent plastic strain (marked as PEEQ in Abaqus) is defined as:

\[
\bar{\varepsilon}_{\text{pl}} = \frac{1}{\sqrt{3}} \sqrt{2(\varepsilon_{p(11)}^2 + \varepsilon_{p(22)}^2) + \varepsilon_{p(12)}^2}
\]

where \( \varepsilon_{p(11)}, \varepsilon_{p(22)} \) and \( \varepsilon_{p(12)} \) are the components of plastic strain in the 2-D plane strain coordinate system. In this study, different \( \bar{\varepsilon}_f^\text{pl} \) values including 0.21, 0.3, 0.6, 0.9 were tested in the simulation. The range of the \( \bar{\varepsilon}_f^\text{pl} \) values is determined according to Reference [135].

5.3.2 Johnson-Cook Fracture Criterion

Johnson-Cook (J-C) fracture model [142] incorporates strain hardening effect, strain rate effect and temperature dependency. It has been employed to simulate the chip separation behavior by many previous researchers [137]. The failure model is based on calculation of
damage parameter $D$, which is defined in Equation (31) and updated in every FEA solving step. Elements are assumed to fail and be deleted when the damage parameter exceeds unity.

$$D = \sum \frac{\Delta \bar{\varepsilon}_{pl}}{\bar{\varepsilon}_{pl}}$$

(33)

where $\Delta \bar{\varepsilon}_{pl}$ is the increment of the equivalent plastic strain, which is updated at every analysis step; $\bar{\varepsilon}_{pl}$ is the equivalent strain at failure and expressed in the following equation:

$$\bar{\varepsilon}_{pl} = (d_1 + d_4 e^{\psi p})[1 + d_4 \ln(\frac{\bar{\varepsilon}_{pl}}{\varepsilon_0})][1 + d_4 (\frac{T - T_{room}}{T_{melt} - T_{room}})]$$

(34)

where $d_1$~$d_5$ are damage constants determined through experiments. Constants of J-C failure model for A2024-T351 are specified in Table 5.3. $\eta$ is triaxiality (a dimensionless ratio of pressure versus Mises stress), which equals $p/q$ ($p$ is the pressure stress and $q$ is the Mises stress). $p$ and $q$ are expressed as follows:

$$p = \frac{\sigma_1 + \sigma_2 + \sigma_3}{3}, \quad q = \sqrt{\frac{1}{2}[(\sigma_1 - \sigma_2)^2 + (\sigma_2 - \sigma_3)^2 + (\sigma_1 - \sigma_3)^2]}$$

(35)

where $\sigma_1$, $\sigma_2$, and $\sigma_3$ are three principal stresses.

<table>
<thead>
<tr>
<th>$d_1$</th>
<th>$d_2$</th>
<th>$d_3$</th>
<th>$d_4$</th>
<th>$d_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.13</td>
<td>0.13</td>
<td>-1.5</td>
<td>0.011</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.3: Johnson-Cook failure constants [123]

The Johnson-Cook fracture model has found numerous applications, including metal cutting problems, because of its simplicity of formulation, the ease of calibration and the wide availability of material constants for many ductile metals.
5.3.3 Johnson-Cook Coupling Fracture Criterion

In the coupling fracture criterion, chip formation process is assumed to undergo two steps before complete ductile failure. The first step considers damage initiation, while the second one considers damage evolution based on the fracture energy approach, proposed by Mabrouki, et al. [123]. By using this approach, damage accumulation is taken into account in the calculation of stresses and strains.

J-C failure model is used here as a damage initiation criterion, instead of as a failure criterion in a Pure J-C model. Namely, the damage in a given element is initiated when a scalar damage parameter (similar to $D$ in Equation (31)) exceeds unity, based on a cumulative law. Point B in Figure 5.2 represents the damage initiation point after the strain hardening state (from Point A to Point B). Beyond point B, the load-carrying capability of the material elements is reduced until complete fracture. The complete fracture point happens at point D. The deformation during the phase (from Point B to Point D) is governed by the evolution law of the stiffness degradation.

Figure 5.2: Stress-stain curve with progressive damage degradation [123]
Based on Hillerborg’s fracture energy proposal [143], the energy \( G_f \) required to open a unit area of crack is defined as:

\[
G_f = \int_{\gamma_{0u}}^{\gamma_f} L \sigma \mathrm{d}\varepsilon = \int_{0}^{\gamma_f} \bar{\sigma} \, \bar{\varepsilon} \, d\bar{u}
\] (36)

where \( L \) is the characteristic length of the element, \( \bar{u} \) is defined as the equivalent plastic displacement as the fracture work conjugate of the yield stress after the onset of damage initiation.

In this approach, the softening response (phase B to D in Figure 5.2) after the damage onset point is characterized by a stress-displacement response. The expression introduces the equivalent plastic displacement \( \bar{u} \) as the fracture work conjugate of the yield strength in the damage evolution stage. The length \( L \) is required and assumed to be the square root of the integration point element area in this study. Before the onset of damage, the equivalent plastic displacement is zero (\( \bar{u} = 0 \)) as is the rate of this displacement (\( \dot{\bar{u}} = 0 \)). Once a particular damage initiation criterion is satisfied, the materials stiffness and load-carrying ability decrease based on certain damage evolution laws. The equivalent plastic displacement is based on equation:

\[
\bar{u} = L \dot{\varepsilon}
\]

Two damage evolution laws based on energy dissipated during the damage process are given in Equation (36) and Equation (38). At any given time during the damage process, the equivalent plastic stress is given by:

\[
\bar{\sigma} = (1 - D) \bar{\sigma}
\] (37)

A linear damage evolution law assumes a linear evolution of the damage variable with plastic displacement, which is described as:
where the equivalent plastic displacement at failure is:

\[ \bar{u}_f = \frac{2G_f}{\sigma_y} \]  \hspace{1cm} (39)

The exponential damage evolution rule is given by assuming an exponential evolution of the damage variable as:

\[ D = 1 - \exp\left( -\int_0^{\bar{u}} \frac{\sigma}{G_f} d\bar{u} \right) \]  \hspace{1cm} (40)

In order to implement aforementioned damage initiation and evolution criterion, fracture toughness values \( K_c \) (shown in Table 5.4) are required to calculate the fracture energy \( G_f \) based on the following equation:

\[ G_f = \left( \frac{1 - \nu^2}{E} \right) K_c^2 \]  \hspace{1cm} (41)

<table>
<thead>
<tr>
<th>( v )</th>
<th>( E )</th>
<th>( K_{IC} )</th>
<th>( K_{IC} )</th>
<th>( K_{III} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.33</td>
<td>73</td>
<td>37</td>
<td>26</td>
<td>32</td>
</tr>
</tbody>
</table>

According to fundamentals of fracture mechanics, three fracture modes, including (I) opening mode, (II) sliding mode and (III) tearing mode, can be considered for cutting process simulation. However, in the plane strain cutting simulation, it is reasonable to assume that mode I and mode II are dominant and can exist individually or simultaneously. In this study, the fracture modes are considered in the material damage evolution in two ways: (1) with one fracture mode concerned for the entire workpiece and (2) with two different fracture modes concerned for Part 2 and Part 3, separately (Figure 5.1).
The advantages of this criterion are the load-carrying capacity of the partially damaged elements can be simulated more realistically. Fracture energy is considered besides the plastic work and friction work, which complies with Atkins’s recommendations for cutting simulation [81, 144].

5.3.4 Wilkins Fracture Model

The Wilkins fracture model considers the effect of hydrostatic pressure $p$ on damage accumulation in a different way from the Johnson-Cook model. An integral function of effective plastic strain weighted by two terms $w_1$ and $w_2$ is implemented [145, 146].

$$D = \int_0^\varepsilon w_1 w_2 d\varepsilon_{pl in} R_{cr}$$

(42)

where $D$ is the damage indicator. The magnitude of the critical volume $R_{cr}$ is equal to the size of one element. The weighting terms $w_1$ and $w_2$ are defined as:

$$w_1 = \left(\frac{1}{1 + \alpha p}\right)$$

(43)

$$w_2 = (2 - A)^\beta$$

(44)

where $\alpha$, $\gamma$ and $\beta$ are material constants. $A$ is the ratio of deviatoric principal stresses defined as:

$$A = \max\left(\frac{s_2}{s_3}, \frac{s_3}{s_2}\right), \quad s_3 \leq s_2 \leq s_1$$

(45)

where $s_1$, $s_2$, and $s_3$ are the components of deviatoric principal stresses.

Fracture occurs when the damage parameter $D$ reaches a critical value $D_{cr}$, which is considered as a material characteristic, independent of cutting conditions. An element is considered to fail if the following two conditions are satisfied:
\[
\begin{cases}
p < p_{cr} \\
\bar{\sigma}_{pl} > 0.0
\end{cases}
\] (46)

where \( p_{cr} \) is the critical hydrostatic tensile stress, given by

\[ p_{cr} = - \frac{1}{\alpha} \] (47)

The constants of Wilkins fracture model are given by [135]: \( D_{cr} = 0.93, \alpha = 1.20 \times 10^{-9} \text{ Pa}^{-1}, \beta = 2.18 \) and \( \gamma = 2.15 \). Based on Equation (43), in this study, plane strain corresponds with \( A = 0 \).

The Wilkins model has been applied in manufacturing and ballistics processes such as penetration and perforation [135] in which fracture occurs, however is not popular in metal cutting processes. When calibrated properly, the Wilkins fracture model is able to be implemented for metal cutting problems with appropriate damage evolution rules, so that a more comprehensive and realistic fracture criterion can be formed.

5.3.5 Modified Cockcroft-Latham Fracture Model

The original Cockcroft-Latham (C-L) fracture criterion and its various modifications have been applied in metal bulk forming processes [135, 147] and metal machining processes [148-150]. The damage is evaluated according to an integral of the normalized maximum principal stress \( \sigma_1 \) with respect to the effective plastic stress \( \bar{\sigma} \):

\[ D_{cr} = \int_0^{\bar{\sigma}} \left< \frac{\sigma_1}{\bar{\sigma}} \right> d\bar{\sigma}_{pl} \] (48)

where \( \left< \sigma_1 \right> \) is the Macaulay bracket, which drives the value of \( \sigma_1 \) to be unity if \( \sigma_1 > 0 \), and zero if \( \sigma_1 \leq 0 \); \( \bar{\sigma} \) is the equivalent stress. In this study, the critical damage value \( D_{cr} \) is selected from the range: 0.058 ~ 0.485, based on experimental results from the literature.
Further modification to the C-L fracture model can be carried out in order to optimize the fracture process simulation in cutting processes. For example, Ceretti et al. [150] used the C-L criterion combined with a criterion based on the effective stress and successfully predicted the serrated chip formation in the cutting simulation for AISI 1045 steel. Similarly, the C-L fracture model or its modified forms can be employed together with damage evolution for better cutting process prediction.

5.3.6 Empirical Bao-Wierzbicki Fracture Model

Bao and Wierzbicki [151, 152] proposed an empirical fracture model for ductile fracture based on stress triaxiality. Besides the strain intensity, the stress triaxiality is the most important factor that controls initiation of ductile fracture. They found that a ductile material would never fail if the stress triaxiality is less than \(-1/3\). This property distinguishes the Bao-Wierzbicki (B-W) fracture model from other fracture models. They also found that the fracture locus would exhibit three branches in the whole range of stress triaxiality as a result of two failure mechanisms, including void growth and “shear decohesion” (as seen in Figure 5.3). The mathematical expressions of the three branches in the empirical B-W fracture model are given as:

\[
\varepsilon_{jn} = \begin{cases}
0.122\left(\frac{\sigma_H}{\sigma} + \frac{1}{3}\right)^{-0.46} & -\frac{1}{3} < \left(\frac{\sigma_H}{\sigma}\right) \leq 0 \\
19\left(\frac{\sigma_H}{\sigma}\right)^2 - 0.18\left(\frac{\sigma_H}{\sigma}\right) + 0.21 & 0 < \left(\frac{\sigma_H}{\sigma}\right) \leq 0.4 \\
0.15\left(\frac{\sigma_H}{\sigma}\right)^{-3} & 0.4 < \left(\frac{\sigma_H}{\sigma}\right) \leq 0.95
\end{cases}
\] (49)
Figure 5.3: Fracture locus of empirical B-W model [151]

The B-W fracture locus provides a more comprehensive fracture reference for manufacturing processes under complex loading conditions, such as metal cutting processes. Therefore, this model is able to reflect the physical mechanism of material removal processes and produce reasonable cutting process predications. Moreover, due to the detailed calibration of triaxiality in a complete range, this rigorous fracture criterion’s prediction capability is independent of the cutting conditions when the workpiece material is given.

However, during cutting process, strain-rate effect and temperature effect are also prominent under certain cutting conditions. Therefore, it is necessary to extend the empirical B-W model for various strain-rates and temperatures. An effective way is to couple the additional dependencies in the manner of J-C fracture model. The mathematical expression of the B-W model with rate and temperature effects is given as below.
Further extension of the B-W fracture model is the modified Mohr-Coulomb criterion proposed by Bai and Wierzbicki [153] which will be evaluated in our future work.

Before fracture initiation, all the fracture models are assumed to be uncoupled from material constitutive model; thereafter, the calculation of flow stress and strain is separated from the checking of the fracture condition at each computational step. When the damage indicator reaches a critical value, an element either suddenly fails if damage evolution is ignored in the fracture criterion, or gradually loses its load-carrying capability subject to the progressive damage evolution laws until completely fails. Failed elements are removed to illustrate the chip separation in the cutting zone.

\[
\bar{\varepsilon}_f = \bar{\varepsilon}_{pl}[1 + d_1 \ln(\frac{\bar{E}}{\bar{E}_0})][1 + d_2(\frac{T - T_{room}}{T_{melt} - T_{room}})]
\]  

(50)

5.4 Cutting Conditions for Simulation Study

In our study, a number of cutting conditions are adopted in the FEA cutting simulation by using different fracture models as chip separation criteria. In order to verify the validity of the fracture models and suggest the most suitable one for metal cutting simulation, the acquired simulation results are compared with experimental results from open literature. Cutting conditions are designed as: cutting speed \( V_c = 200, 400, 800 \text{ m/min} \) and feed rate \( f = 0.3, 0.4, 0.5 \text{ mm/rev} \). The radial cutting depth is fixed at 4 mm, and the thickness of 2-D plane-strain continuum elements in FEA cutting models is set as the same. Detailed parameter settings for each simulation test are shown in Table 5.5.
Table 5.5: Cutting condition settings of FEA simulation

<table>
<thead>
<tr>
<th>Test #</th>
<th>Fracture criterion</th>
<th>Fracture parameter values</th>
<th>Cutting condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Constant fracture strain</td>
<td>$\varepsilon_f^{pl} = 0.9$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Pure Johnson-Cook</td>
<td>See Table 5.3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>J-C with damage evolution (mode I)</td>
<td>$G_f = 16.711$</td>
<td>Cutting speed: 800 m/min</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feed rate: 0.3, 0.4 and 0.5 mm/rev</td>
</tr>
<tr>
<td>4</td>
<td>J-C with damage evolution (mixed mode)</td>
<td>Fracture mode I &amp; II</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Wilkins fracture model</td>
<td>0.93, 1.2e-9, 2.15, 2.18</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Modified C-L model</td>
<td>$D_{cr} = 0.058 - 0.485$</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Empirical B-W model</td>
<td>See Equation (47)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>B-W with rate and Temp</td>
<td>See Equation (48)</td>
<td></td>
</tr>
</tbody>
</table>

5.5 Results and Discussion

In this section, eight groups of simulation are performed to evaluate different fracture models. The cutting conditions as well as the fracture model parameters are summarized Table 5.5. Four groups of simulation results are discussed in Section 5.5.1, emphasizing on the effect of damage evolution criterion. Another four groups of simulation are analyzed in Section 5.5.2, focusing on the influence of the B-W fracture criterion.

5.5.1 Effect of Damage Evolution Criterion

In this section, four aspects of cutting performance, including chip morphology, tool tip temperature, cutting forces and surface roughness of FEA cutting simulation, are evaluated for
different fracture models (constant fracture strain, Pure Johnson-Cook fracture model, J-C with mode I damage evolution and J-C with mixed mode damage evolution). The purpose of the analysis in this section is to reveal the effect of damage evolution and establish an efficient way to incorporate fracture energy in the progressive damage model. The overall comparison results are summarized in Table 5.6. The cutting condition used in these simulation tests is: cutting speed 800 m/min and feed rate 0.4 mm/rev. In Table 5.6, “P-P” represents peak-to-peak value of the measurement.

Table 5.6: Results comparison for fracture models in simulation Tests

<table>
<thead>
<tr>
<th>Item</th>
<th>Constant strain</th>
<th>Pure J-C</th>
<th>J-C with mode I</th>
<th>J-C with mixed</th>
<th>Results in [123]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chip thickness (µm)</td>
<td>223.6</td>
<td>0</td>
<td>584.1</td>
<td>618.01</td>
<td>~ 550</td>
</tr>
<tr>
<td>Shear angle (°)</td>
<td>33.95</td>
<td>0</td>
<td>44.4</td>
<td>42.9</td>
<td>~ 50 °</td>
</tr>
<tr>
<td>Max Mises stress (MPa)</td>
<td>657</td>
<td>777.8</td>
<td>635.2</td>
<td>634.6</td>
<td>×</td>
</tr>
<tr>
<td>Max pressure (MPa)</td>
<td>1658</td>
<td>100.3</td>
<td>949.7</td>
<td>1303</td>
<td>×</td>
</tr>
<tr>
<td>Max temperature (K)</td>
<td>551.3</td>
<td>326.8</td>
<td>613.9</td>
<td>620.7</td>
<td>×</td>
</tr>
<tr>
<td>Max Mises stress (MPa)</td>
<td>1177</td>
<td>1746</td>
<td>1787</td>
<td>1650</td>
<td>1800</td>
</tr>
<tr>
<td>Max pressure (MPa)</td>
<td>546.8</td>
<td>1060</td>
<td>982.3</td>
<td>870</td>
<td>×</td>
</tr>
<tr>
<td>Max deflection (µm)</td>
<td>4.063</td>
<td>24.7</td>
<td>1.227</td>
<td>0.916</td>
<td>×</td>
</tr>
<tr>
<td>Max temperature (K)</td>
<td>500.8</td>
<td>367.1</td>
<td>677.8</td>
<td>632.4</td>
<td>793</td>
</tr>
<tr>
<td>RMS Fc (N)</td>
<td>647.47</td>
<td>833.3</td>
<td>840.27</td>
<td>820.93</td>
<td>834</td>
</tr>
<tr>
<td>RMS Ft (N)</td>
<td>128.06</td>
<td>64.44</td>
<td>97.75</td>
<td>100.77</td>
<td>×</td>
</tr>
<tr>
<td>P-P Fc (N)</td>
<td>932.42</td>
<td>3135</td>
<td>914.87</td>
<td>914.84</td>
<td>×</td>
</tr>
<tr>
<td>P-P Ft (N)</td>
<td>336.28</td>
<td>641.15</td>
<td>142.89</td>
<td>152.4</td>
<td>×</td>
</tr>
<tr>
<td>RMS Ra (µm)</td>
<td>0.781</td>
<td>1.1</td>
<td>0.51</td>
<td>0.473</td>
<td>×</td>
</tr>
<tr>
<td>P-P Ra (µm)</td>
<td>3.21</td>
<td>6.78</td>
<td>0.458</td>
<td>1.37</td>
<td>5.5</td>
</tr>
</tbody>
</table>
J-C model combined with mixed damage evolution rules has been proved to be an effective way to simulate the material removal processes [123]. This method requires multiple part configurations. Moreover, it is required to preset a tool-tip passage zone and combine the mode I and II fracture energy into the damage evolution criterion. Results in Figure 5.4 show that FEA model with damage evolution can be simplified to use a single part and combine only mode I to represent the chip separation.

Figure 5.4 shows the chip morphology comparison using different fracture models in the cutting simulation. It shows the chip morphology and Mises stress distribution at cutting instant 200 µs during the simulation. Except for the pure Johnson Cook fracture model, other three models can deliver continuous chip formation. However, constant fracture strain model predicts thinner chip thickness and smaller shear angle comparing to results in Reference [123]. The reason is that in constant fracture strain model, the creation for deleting an element is the same for all the compression, tension, shear and other loading conditions. Due to this reason, the materials in the cutting zone which confront the cutting tool rake face can be unreasonably deleted. Therefore, the chip thickness is even thinner than the uncut depth of cut. In the other aspect, the materials’ tension and shear thresholds are set higher than their actual capability. Without considering the rate dependency and temperature effect, the materials in the shear band and tool-workpiece contact surface are difficult to fail. That is the reason why continuous chips can form without segmentations and few elements are stretched in the back of the formed chips. The pure Johnson-Cook model utilizes the traditionally calibrated fracture model parameters, which neglects the “cut-off” value when triaxiality is less than -1/3. This leads the material to be
brittle even though the rate dependency is considered. Thus, the chip formation is not continuous and the shear band is not clear.

Figure 5.4: Comparison of chip morphology using different fracture models

(a) Constant fracture strain model
(b) Pure J-C fracture model
(c) J-C with mode I damage evolution
(d) J-C with mixed damage evolution

Figure 5.5 shows the nodal temperature distribution in formed cutting chips and Figure 5.6 indicates the nodal temperature distribution in the cutting tool. It can be seen that except the Pure J-C model, all other three fracture models can predict reasonable cutting temperature contours both in the workpiece and the cutting tool. However, the predicted maximum nodal temperature value and location vary for different fracture criteria. J-C with damage evolution models give very similar temperature distributions, while the constant fracture strain model
results in a much lower predication than the actual temperature value. The reason is because the over-deleted elements, using constant fracture strain model, take away much dissipated energy, which could have resulted in higher heat generation. The unrealistic low temperature value from Pure J-C model is similar because of this reason.

Figure 5.5: Comparison of chip temperature using different fracture models
Figure 5.6: Comparison of tool rake face temperature using different fracture models

Figure 5.7 shows the element temperature distributions along the cutting tool rake face starting from the tool tip. Comparing with temperature distribution patterns in [154], it can be seen that the J-C model with damage evolution is better than the other two models in predicting cutting temperatures. The reason why J-C with mode I damage evolution has higher temperature profile than J-C with mixed damage evolution model is because mode I critical fracture value is higher than the other two modes (shown in Table 5.4) for A2024-T351. The dissipated energy within the workpiece material for J-C with mode I fracture model is higher; therefore, the
transferred heat due to plasticity and friction in this model is higher, which leads to higher temperature profile.

Figure 5.7: Comparison of temperature distribution on tool rake face using different fracture model

The cutting force responses from different fracture models are shown in Figure 5.8. Constant fracture strain model produces lower average cutting force with large fluctuations, comparing to the actual cutting force value from literature. Pure J-C gives much more unrealistic force profile -- at the beginning of the cutting simulation, the cutting force peak value exceeds ten times of the actual force amplitude. This is probably due to the computational noise coming from frequent element deletion by using Pure J-C model. J-C fracture model with damage evolution gives accurate cutting force prediction. Actually, J-C model with mode I damage evolution is good enough for predicting accurate cutting forces.
Figure 5.8: Comparison of cutting forces using different fracture models

Figure 5.9 shows the machined surface profile using different material fracture models. Although surface roughness is difficult to predict, the advantage of using damage evolution in the fracture model can be restated by observing the roughness results. According to the variation of materials’ load-carrying capability during cutting process (illustrated in Figure 5.2), without using damage evolution, the elements are deleted immediately once damage criterion is met. This results in abrupt change in cutting energy and thus aggravates the vibration of the cutting tool tip. Therefore, surface profile with large fluctuation above and beneath zero line is generated. On the other hand, damage evolution enables the materials retain certain load-carrying capability
so that “elastic recovery” \[43, 90\] can be modeled in the cutting simulation since most of the nodal displacement values are larger than zero.

Figure 5.9: Comparison of surface profiles using different fracture models

In all, the fracture model with damage evolution has better performance than the ones without damage evolution. It is recommended that damage evolution should be incorporated in FEA cutting simulations if possible. Otherwise, certain amount of energy will be lost and prediction results may have more discrepancies. This matches the same results as stated by Atkins \[81\], who proposed that the fracture energy should be considered, which is related to new surface generation energy.
5.5.2 Effect of B-W Fracture Criterion

In this section, different aspects of cutting performance of FEA cutting simulation are evaluated for different fracture models including Wilkins, modified Cockcroft Latham, empirical B-W, and B-W with rate and temperature effects. The purpose of the analysis in this section is to establish the effect of B-W fracture model and extend the fracture criterion to achieve better result in cutting simulation. Simulation results of the fracture models are summarized in Table 5.7. The cutting condition used in these simulation tests is: cutting speed 800 m/min and feed rate 0.4 mm/rev. In Table 5.7, “P-P” represents peak-to-peak value of the measurement.

Figure 5.10 shows the chip morphology and von Mises stress distribution of the four different fracture models in Table 5.7. Wilkins fracture model results in intermittent chips, whose thickness is smaller than the uncut chip thickness. Shear angle from this model is smaller than the literature result. The chips exhibit consistent trapezoidal shapes during the entire cutting simulation. Meanwhile, Modified C-L model shows similar intermittent chip shapes, and the shear angle is even smaller than the result of Wilkins model. Saw-tooth like discontinuous cutting chips are observed. However, the volume of each separated chip is smaller than that of the Wilkins model. It is difficult to establish the critical damage threshold for modified C-L model.
Table 5.7: Results comparison summary for fracture models in simulation Tests

<table>
<thead>
<tr>
<th>Item</th>
<th>Wilkins model</th>
<th>Modified C-L model</th>
<th>Empirical B-W model</th>
<th>B-W with rate and Temp</th>
<th>Results in [123]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chip thickness (µm)</td>
<td>350.3</td>
<td>0</td>
<td>0</td>
<td>520.5</td>
<td>~ 550</td>
</tr>
<tr>
<td>Shear angle (°)</td>
<td>42.1</td>
<td>41.9</td>
<td>45.6</td>
<td>47.5</td>
<td>~ 50</td>
</tr>
<tr>
<td>Max Mises stress (MPa)</td>
<td>617.4</td>
<td>616.8</td>
<td>617.5</td>
<td>620.8</td>
<td>×</td>
</tr>
<tr>
<td>Max pressure (MPa)</td>
<td>1068</td>
<td>671.0</td>
<td>1363</td>
<td>1886</td>
<td>×</td>
</tr>
<tr>
<td>Max temperature (K)</td>
<td>537.4</td>
<td>742.3</td>
<td>718.4</td>
<td>774.5</td>
<td>×</td>
</tr>
<tr>
<td>Max Mises stress (MPa)</td>
<td>1345</td>
<td>1872</td>
<td>3116</td>
<td>1821.0</td>
<td>1800</td>
</tr>
<tr>
<td>Max pressure (MPa)</td>
<td>584.3</td>
<td>1073</td>
<td>1549</td>
<td>1210</td>
<td>×</td>
</tr>
<tr>
<td>Max deflection (µm)</td>
<td>5.707</td>
<td>1.348</td>
<td>1.956</td>
<td>1.718</td>
<td>×</td>
</tr>
<tr>
<td>Max temperature (K)</td>
<td>515.9</td>
<td>705.6</td>
<td>547.1</td>
<td>797.8</td>
<td>793</td>
</tr>
<tr>
<td>RMS Fc (N)</td>
<td>1002.78</td>
<td>812.58</td>
<td>576.17</td>
<td>826.28</td>
<td>834</td>
</tr>
<tr>
<td>RMS Ft (N)</td>
<td>273.97</td>
<td>160.22</td>
<td>153.67</td>
<td>148.19</td>
<td>×</td>
</tr>
<tr>
<td>P-P Fc (N)</td>
<td>3733.04</td>
<td>1228.36</td>
<td>1800.84</td>
<td>988.21</td>
<td>×</td>
</tr>
<tr>
<td>P-P Ft (N)</td>
<td>1393.35</td>
<td>679.0</td>
<td>860.80</td>
<td>771.61</td>
<td>×</td>
</tr>
<tr>
<td>RMS Ra (µm)</td>
<td>1.11</td>
<td>1.66</td>
<td>1.92</td>
<td>2.52</td>
<td>×</td>
</tr>
<tr>
<td>P-P Ra (µm)</td>
<td>4.33</td>
<td>6.49</td>
<td>13.2</td>
<td>11.4</td>
<td>5.5</td>
</tr>
</tbody>
</table>

The empirical B-W model gives intermittent chips as well, which have consistent trapezoidal shapes during the simulation. The thickness of each trapezoidal chip is determined by cutting conditions. When embedding rate dependency and temperature effect into the empirical
B-W model, the cutting chips become saw-tooth like and present more realistic chip shape predictions. Shear angle prediction from this fracture model is the most accurate among the simulation tests. Overall, B-W fracture criterion with rate and temperature effects has the most comprehensive representations of the material’s fracture characteristics in terms of different loading modes, loading directions, strain rate and processing temperature. This is the reason why its chip morphology has the closest shape as saw-tooth like as in Mabrouki’s work [123].

![Comparison of Von Mises Stress using different fracture models](image)

(a) Wilkins fracture model  
(b) Modified Cockcroft Latham fracture model  
(c) Empirical B-W fracture model  
(d) B-W with rate and temperature effects

Figure 5.10: Comparison of Von Mises Stress using different fracture models

State Dependent Variable (SDV) 4 in the Fortran material subroutine saves the temperature distribution induced by plastic deformation (Figure 5.11). In the continuously formed cutting chips from B-W with rate and temperature model, the shear band has higher
temperature, while the islands between shear bands have lower temperature. This phenomenon also can be observed in the empirical B-W model and the modified C-L model, even though the chips are discontinuous. However, since Wilkins fracture model does not directly include the effect of triaxiality (the mean pressure is used instead), the shear bands are not distinct in the cutting simulation. That is the reason why the temperature distribution in the workpiece is lower and more uniform than the other three models. Therefore, it can be concluded that the way how the triaxiality is considered in the fracture model has significant influence on the temperature distribution predictions.

Figure 5.11: Comparison of plastic temperature using different fracture models
It can be seen in Figure 5.12 that all the four models cannot predict cutting tool temperature distribution accurately at the selected cutting instant. As the cutting process proceeds, the Wilkins fracture model delivers similar temperature pattern as J-C with damage evolution model. Empirical B-W model and B-W model with rate/temperature effects model cannot deliver correct temperature patterns mainly because the formed cutting chips cannot stay in contact with the tool rake face for adequate length of time. As for empirical B-W model, the energy in the intermittent chips dissipates after chips depart from the shear band. Besides, due to the ignorance of the contact among the formed cutting chips, the back of the cutting chips do not have full contact with the tool rake face. Therefore, the contact definition has certain influence on the cutting tool temperature predictions, and it could be further improved to acquire more realistic temperature predictions. Note that damage evolution has not been applied in the B-W model, which could be a potential reason.
Figure 5.12: Comparison of tool tip temperature using different fracture models

Figure 5.13 shows the temperature profile along the cutting tool rake face starting from the tool tip. All the four fracture models have a maximum temperature point near the tool tip. The further from the tool tip, the lower the temperature. This is probably due to the intermittent cutting chips do not have enough interaction with the tool rake face, so that the cutting heat has not accumulated as much as in the simulation tests of section 5.5.1. The Wilkins model has larger intermittent chips so that the high temperature range (> 450 K) is larger than the other three models.
Figure 5.13: Temperature distributions on the tool rake face for different fracture models

Figure 5.14 illustrates the cutting force evolution during the cutting simulation. Wilkins fracture model has unreasonable large fluctuations, even though the average force value is close to the experimental one. Large tool deflection is observed when using Wilkins model, which may be the cause of large force fluctuation. Both modified C-L model and B-W with rate/temperature effects model give proper force predictions, while the latter’s result is more accurate. Due to the ignorance of the rate and temperature effects, the empirical B-W model gives inaccurate average force values as well as unreasonable peak-to-peak force values.
Machined surface profiles are summarized in Figure 5.15. It can be seen that Wilkins fracture model has the smoothest surface. Modified C-L and B-W with rate/temperature have surface roughness $R_a$ prediction values close to the literature reference results. However, $R_a$ values of both models are larger than the reference data. The reason is because the damage evolution algorithm is not considered in the fracture models, which generates a rougher machined surface than the fracture models with damage evolution.
Figure 5.15: Surface profile comparison for different fracture models

Figure 5.16 illustrates the damage factor distributions. Wilkins fracture model has a wide shear band and the intermittent cutting chips are sheared off from there. The Modified C-L model and the B-W with rate/temperature model demonstrate single crack initiation in the middle of the shear band. Comparing to the experimental chip formation in Figure 5.17, it can be concluded that the B-W with rate/temperature fracture criterion has the best capability to predict the chip morphology.
Figure 5.16: Comparison of damage factor values using different fracture models

(c) Empirical B-W fracture model
(d) B-W with rate and temperature effects

Figure 5.17: Comparison of (a) simulated chip formation of BWRT model and (b) real chip formation from literature [123]
5.6 Summary

The advantages and disadvantages of six ductile fracture models in predicting cutting performance have been compared and analyzed. Results can be summarized as below:

1). The constant fracture strain model fails to provide accurate chip morphology prediction in a wide range of failure strains. The Wilkins fracture model also cannot provide accurate continuous chip formation prediction. The experimental shear angle, cutting temperature, cutting force and surface roughness values are not satisfied from these two fracture criteria.

2). The Johnson-Cook fracture model and the empirical Bao-Wierzbicki fracture model formulated in the space of stress triaxiality and equivalent fracture strain are capable of predicting realistic stress/strain/temperature distributions, cutting forces and surface roughness. However, pure J-C model is not sufficient to predict chip formation and cutting forces, due to the ignorance of the “cut-off” value for ductile metal when triaxiality is less than -1/3 (chip formation becomes more intermittent and cutting force has excessive fluctuations).

3). By coupling with material damage evolution and its fracture energy, the capability of Johnson-Cook and Bao-Wierzbicki can be further extended to predict accurate chip morphology. The fracture model with damage evolution has better performance than those without damage evolution. It is recommended to consider damage evolution in FEA cutting simulations. Otherwise, certain amount of energy will be lost and prediction results will be adversely affected.

4). The B-W fracture model with consideration of rate dependency, temperature effect and damage evolution is the most comprehensive model to describe the chip removal behavior of ductile materials. The only drawback is that this comprehensive fracture criterion requires
numerous fracture parameters, some of which are difficult to be obtained from experiments directly.

Material fracture data and machining testing results of 2024-T351 aluminum alloy from open literatures are used in this study. The results provide valuable reference for selecting fracture models in the FEA cutting simulation study on engineering materials.
CHAPTER 6  NUMERICAL MODELING OF MICRO-CUTTING
MG-MMCS

In this chapter, micro-cutting performance of MMCs materials is investigated through simulation studies. Finite Element Analysis (FEA) method is used to predict cutting responses. Firstly, homogenized material properties are employed in FEA cutting models to evaluate the effect of volume fraction by considering calibrated plasticity and fracture curves. A set of materials’ properties of Mg-MMCs from the literature are used in the cutting simulation. Secondly, actual microstructures of the two-phase material are modeled in the FEA cutting models by considering uniformly dispersed particles. The interface between the matrix material and the reinforcement material are modeled by using shared nodes method. Micro-sized SiC particles and nano-sized SiC particles are modeled into the matrix material and cutting performance is studied. The effects of reinforcement ceramic particles on micro-cutting performance are carefully evaluated.

6.1 Micro-cutting Homogenized Nano-MMCs

In this section, Magnesium Metal Matrix Composites (Mg-MMCs) reinforced with SiC nanoparticles is evaluated in the simulation case study. Different reinforcement volume fraction results in different mechanical properties of the material and thus affects the micro-cutting
performance. A FEA micro-cutting model is set up and used to study the effect of volume fracturing on micro-cutting responses, mainly in terms of cutting forces, chip formation and surface roughness. Homogenized mechanical properties are adapted in this section.

6.1.1 FEA Cutting Model Setup

As shown in Figure 6.1, in this cutting model, the cutting tool is modeled as a rigid body and the workpiece is modeled as a deformable elastic-plastic component with fracture properties. 2-D plain strain condition is assumed and CPE4RT element is employed with initial minimum meshing size of 2 µm.

The mechanical properties of Mg-MMCs are from literature [18], and the detailed parameters are summarized in Table 6.1. The percentage value in the first column indicates the weight fraction of the reinforcements in the composite materials. As it can be seen, the modulus
increases as the weight fraction increases. However, the ductility decreases as the weight fraction increases. Monotonic trends are not observed for yield strength and ultimate tensile strength, which exhibit largest values around 10.2 wt. %.

Table 6.1: Mg-MMCs mechanical properties of ambient room temperature [18]

<table>
<thead>
<tr>
<th>Material</th>
<th>Modulus E (GPa)</th>
<th>0.2% YS (MPa)</th>
<th>UTS (MPa)</th>
<th>Ductility (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg</td>
<td>39.82</td>
<td>153±8</td>
<td>207±4</td>
<td>9.2±1.4</td>
</tr>
<tr>
<td>Mg/4.8% SiC</td>
<td>45.60</td>
<td>182±2</td>
<td>219±2</td>
<td>2.1±0.9</td>
</tr>
<tr>
<td>Mg/10.2% SiC</td>
<td>47.22</td>
<td>171±3</td>
<td>221±14</td>
<td>1.5±0.2</td>
</tr>
<tr>
<td>Mg/15.4% SiC</td>
<td>48.24</td>
<td>155±1</td>
<td>207±9</td>
<td>1.4±0.1</td>
</tr>
</tbody>
</table>

In order to use above material properties in FEA cutting models, the Johnson-Cook constitutive model is used to calibrate material plasticity. Since the data in Table 6.1 was obtained at ambient room temperature under quasi-static condition, the rate dependence and the temperature dependence are not considered in this study. Therefore, the material constants of rate and temperature dependences are set to be the same (0.013 and 1.5 [155]) for all four different materials. Therefore, the volume fraction effect on the cutting performance can be revealed.

Recall the Johnson-Cook plastic flow stress is expressed by:

$$
\bar{\sigma} = [A + B(\varepsilon_{\text{pl}})^n][1 + C\ln(\frac{\varepsilon_{\text{pl}}}{\varepsilon_0})][1 - (\frac{T - T_{\text{room}}}{T_{\text{melt}} - T_{\text{room}}})^m]
$$

The identified parameters $C_2$ and $n$ for four different materials are shown in Table 6.2 and the stress-strain curve comparison is shown in Figure 6.2.

Table 6.2: Identified plastic flow parameters for Mg-MMCs

<table>
<thead>
<tr>
<th>Volume fraction</th>
<th>Mg 0</th>
<th>Mg 4.8% SiC 3.06 Vol.%</th>
<th>Mg 10.2% SiC 7.35 Vol.%</th>
<th>Mg 15.4% SiC 10.68 Vol.%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_2$</td>
<td>291.8</td>
<td>315</td>
<td>397</td>
<td>410.5</td>
</tr>
<tr>
<td>$n$</td>
<td>0.1026</td>
<td>0.08702</td>
<td>0.1342</td>
<td>0.1555</td>
</tr>
</tbody>
</table>
The fracture model of the MMCs materials is applied by incorporating the triaxiality-based Johnson-Cook dynamic failure criterion, which is recalled as below:

\[
\tilde{\varepsilon}^\text{pl}_{f} = (d_1 + d_2 \tilde{\varepsilon}^\text{pl})[1 + d_4 \ln(\frac{\tilde{\varepsilon}^\text{pl}}{\tilde{\varepsilon}_0})](1 + d_5 \hat{\sigma}_{f})
\]  (52)

By using the ductility value in Table 6.1 as a reference point, the triaxiality curve can be regressed by using a reasonably estimated fracture strain value at -1/3 triaxiality point. The identified parameters d2 and d3 for all the four different materials are shown in Table 6.3. The triaxiality comparison is depicted in Figure 6.3. Similarly, due to lack of experimental data for mechanical properties at different temperatures and different strain rates, the temperature and rate dependency are not considered in this study. Thus, a constant value (1) is assigned to $d_4$ and $d_5$ parameters for all four different materials.
Table 6.3: Identified fracture parameters for Mg-MMCs

<table>
<thead>
<tr>
<th>Volume fraction</th>
<th>Mg</th>
<th>Mg 4.8% SiC</th>
<th>Mg 10.2% SiC</th>
<th>Mg 15.4% SiC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>3.06 Vol.%</td>
<td>7.35 Vol.%</td>
<td>10.68 Vol.%</td>
</tr>
<tr>
<td>$d_2$</td>
<td>0.2895</td>
<td>0.1293</td>
<td>0.1059</td>
<td>0.1032</td>
</tr>
<tr>
<td>$d_3$</td>
<td>-3.719</td>
<td>-6.138</td>
<td>-6.736</td>
<td>-6.814</td>
</tr>
</tbody>
</table>

The melting temperature of Mg-based alloys and composites from literature [156] is used for Mg-MMCs in this study. The melting temperature is set to be 1085 °C and the transition temperature is set to be 20 °C. In the J-C fracture model, the temperature dependency parameter $d_4$ is assumed to be unity.

Moreover, based on research findings in previous chapter, damage evolution of the workpiece material is considered in this study. The fracture mode I energy for Magnesium (15 GPa) is applied in a linear manner into the J-C fracture model for all four different materials.

Based on following equations, uncut chip thickness and cutting velocity can be calculated from selected micro end-milling conditions.
\[ \vec{f}_r = d_p = \frac{60f}{Nn} \quad (53) \]

\[ v = \frac{\pi Rn}{30} \quad (54) \]

where \( n \) is spindle speed; \( v \) is the tangential cutting velocity in local configuration; \( f \) is feed speed; \( d_p \) is depth of cut; \( N \) is the number of teeth of the cutting tool and \( R \) is the cutting tool diameter.

According to the above equations, the cutting conditions of this cutting simulation study are designed as below.

<table>
<thead>
<tr>
<th>Cutting condition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rake angle (°)</td>
<td>8, 0, -8</td>
</tr>
<tr>
<td>Tool edge radius (µm)</td>
<td>2, 3.5, 5</td>
</tr>
<tr>
<td>Depth of cut (µm)</td>
<td>0.5, 1.71, 3, 10, 20, 50</td>
</tr>
<tr>
<td>Cutting speed (mm/s)</td>
<td>699.2</td>
</tr>
</tbody>
</table>

6.1.2 Results on Micro-cutting of Homogenized MMCs

FEA micro-cutting simulation results using homogenized material properties for nano-MMCs are summarized in this section. Stress, pressure and strain distributions are compared between pure Mg and Mg-MMCs. Moreover, chip morphology, cutting force and machined surface roughness are also analyzed. The simulation results in this section are based on cutting condition: rake angle 8°; tool edge radius 2 µm; depth of cut 20 µm; cutting speed 699.2 mm/s.

Figure 6.4 illustrates the Von Mises stress distribution in the deformed cutting chips for pure Mg and Mg-MMCs with different weight fractions. Except the 4.8 wt.% Mg-MMCs, all other three materials exhibit distinct shear band in the primary cutting zone. The maximum Von
Mises stress occurs consistently at the tool tip, however the value of the maximum Von Mises stress increases with the increase of the weight fraction of nano-reinforcements until weight fraction reaches 10.2 wt.%. When more nanoparticles (15.4 wt.%) are added to the material, the maximum Von Mises stress decreases compared with 10.2 wt.% nano-reinforced Mg-MMCs. The ultimate tensile strength has similar trend as weight fraction of the reinforcement increases.

Figure 6.4: Von Mises stress distribution of the (a) Pure Magnesium and (b) ~ (d) Mg-MMCs with different weight fractions of SiC nanoparticles

Figure 6.5 shows the equivalent plastic strain (PEEQ) distributions as the reinforcement’s weight fraction is changed. It can be seen that PEEQ distribution pattern does not change much
as weight fraction increases. Large deformations occur on the back of the cutting chips where the maximum PEEQ values are observed in the simulation. The maximum PEEQ value decreases monotonically with the increase of the nanoparticles’ weight fraction. A certain amount of elements are removed due to the interface contact force and rough surfaces are obtained on the back of the cutting chips.

Figure 6.5: Equivalent plastic strain distribution of the (a) Pure Magnesium and (b) ~ (d) Mg-MMCs with different weight fractions of SiC nanoparticles

In Figure 6.6, equivalent pressure stress distributions are shown. For pure Mg, the maximum compressive pressure point occurs at the tool tip and the magnitude is larger than Mg-
MMCs. However, for Mg-MMCs, except the one reinforced with 4.8 wt.% SiC nanoparticles, the other two composites show the maximum compressive pressure point on the cutting tool rake face far from the tool tip. Moreover, the magnitude of the maximum pressure stress increases as the weight fraction increases.

The unique cutting performance of Mg-MMCs reinforced with nanoparticles can also be revealed by observing the tensile pressure stress distributions under and in front of the tool tip. It can be seen that pure Mg shows one single tensile pressure area under the tool tip while all other three composites also show another tensile area in front of the tool tip. Due to the enhanced mechanical strength, these aforementioned two high tensile stress areas merge together in the 15.4 wt.% Mg-MMCs.
Chip thickness values were obtained by averaging multiple distance measurements across the formed cutting chips. Shear angle values were measured based on the contour of the simulated shear band. All these measurement values are summarized in Figure 6.7. The pure Mg shows smaller chip thickness and smaller shear angle values than Mg-MMCs. This indicates that adding nanoparticles does affect the chip formation in micro-cutting process. However, the effect of the weight fraction on the chip morphology is not significant because the measurements of
these two parameters stay relatively steady as weight fraction increases. This phenomenon has also been observed in a previous study for minimum chip thickness testing [62].
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**Figure 6.7:** Chip morphology comparisons for Pure Mg and Mg-MMCs with different weight fractions from 4.8 ~ 15.4 wt. %

By analyzing the instantaneous cutting force profiles, it can be concluded that the cutting force and the thrust force are not significantly influenced by weight fraction. Cutting force profiles are very similar between pure Mg and Mg-MMCs due to the homogenization assumption. However, difference in average cutting force magnitude can be detected as weight fraction varies (shown in Figure 6.8). In the cutting direction, the average force magnitude ($F_x$) follows the trend of yield strength and ultimate tensile strength (see Table 6.1). Meanwhile, the average thrust force ($F_y$) follows the trend of elastic modulus. Surface roughness value was
measured along the machined surface after each simulation by using vertical displacement values.

It also shows the same trend as strength values.

Figure 6.8: Cutting force and thrust force comparisons for Pure Mg and Mg-MMCs with different weight fractions from 4.8 ~ 15.4 wt. %
In summary, by using calibrated homogenized material properties based on Johnson-Cook plasticity and Johnson-Cook fracture model with damage evolution, the micro-cutting performance of Mg-MMCs can be predicted. The influence of reinforcement nanoparticles and weight fraction (or volume fraction) can be anticipated. Given accurate experimental data for Johnson-Cook models’ calibration, the proposed homogenization simulation method is capable of providing accurate trend prediction of the micro-machining process variables, including chip formation, stress-strain distributions, cutting forces and surface roughness.

However, the drawbacks of this method are: (1) the local interaction between the reinforcement particles and the cutting tool cannot be visualized due to the homogenization assumption; (2) it highly depends on experimental data of mechanical properties. Therefore, in order to approach a more fundamental methodology and gain better understanding of
reinforcement particles’ influence on cutting performance, the micro/nano structures of the two phase material Mg-MMCs should be constructed in FEA cutting simulation model.

6.2 Modeling of Two Phase Materials

In order to model the microstructure of MMCs in FEA cutting models, different material phases of the composite should be modeled separately into the workpiece with distinct boundary geometries. As for interface modeling between the matrix and the reinforcement particles, there are mainly three methods, including shared nodes method, tie constraints method [85] and cohesive element method [88]. Tie constraint method is computationally expensive because during the simulation frequent contact checks will be conducted on the constrained surfaces. Since the cohesive material properties are still unknown for Mg-MMCs, cohesive element method is not available for Mg-MMCs. Therefore, in this study, the shared nodes method is applied to model the interface. The assumption is made that the fracture of the matrix material surrounding the reinforcement is responsible for particles’ debonding and particles’ failure, as employed elsewhere in [48]. In Figure 6.10, it shows an example of modeled microstructure of MMCs with uniformly dispersed SiC particles. Meshing procedure is conducted by using Hypermesh and the shared nodes in the matrix-particle interface are applied.
Since the matrix metal is ductile metal, the local stress distribution is more complex than that in the homogenized configuration in section 6.1. A suitable fracture criterion based on Chapter 5 is applied here for the matrix material in order to describe its fracture behavior. In this way, the fracture process of micro-cutting MMCs can be predicted. Due to the lack of material constants of the B-W fracture model for pure Mg, the Johnson-Cook fracture model with damage evolution is applied in this chapter. For simplicity, thermal response is not incorporated in this study.

With the purpose of embedding micro-sized ceramic particles and nano-sized ceramic particles into the ductile metal matrix, two appropriate unit systems are designed and implemented for length scales of micrometer and nanometer (as seen in Table 6.5).
Table 6.5: Consistent units for MMCs cutting simulation

<table>
<thead>
<tr>
<th>Quantity</th>
<th>SI</th>
<th>SI (mm)</th>
<th>SI (µm)</th>
<th>SI (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>m</td>
<td>mm</td>
<td>µm</td>
<td>nm</td>
</tr>
<tr>
<td>Time</td>
<td>s</td>
<td>s</td>
<td>s</td>
<td>ms</td>
</tr>
<tr>
<td>Mass</td>
<td>kg</td>
<td>ton</td>
<td>g</td>
<td>mg</td>
</tr>
<tr>
<td>Force</td>
<td>N</td>
<td>N</td>
<td>mN</td>
<td>nN</td>
</tr>
<tr>
<td>Temperature</td>
<td>K</td>
<td>K</td>
<td>K</td>
<td>K</td>
</tr>
<tr>
<td>Area</td>
<td>m²</td>
<td>mm²</td>
<td>µm²</td>
<td>nm²</td>
</tr>
<tr>
<td>Velocity</td>
<td>m/s</td>
<td>mm/s</td>
<td>µm/s</td>
<td>nm/ms</td>
</tr>
<tr>
<td>Density</td>
<td>kg/m³</td>
<td>ton/ mm³</td>
<td>g/µm³</td>
<td>mg/ nm³</td>
</tr>
<tr>
<td>Pressure</td>
<td>Pa</td>
<td>MPa</td>
<td>kPa</td>
<td>GPA</td>
</tr>
<tr>
<td>Thermal Expansion Coefficient</td>
<td>1/ K</td>
<td>1/ K</td>
<td>1/ K</td>
<td>1/ K</td>
</tr>
<tr>
<td>Energy</td>
<td>J</td>
<td>mJ</td>
<td>µJ</td>
<td>nJ</td>
</tr>
<tr>
<td>Power</td>
<td>W</td>
<td>mW</td>
<td>µW</td>
<td>µW</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>W/m·K</td>
<td>mW/mm·K</td>
<td>µW/µm·K</td>
<td>µW/nm·K</td>
</tr>
<tr>
<td>Specific Heat</td>
<td>J/kg·K</td>
<td>mJ/ton·K</td>
<td>µJ/g·K</td>
<td>nJ/mg·K</td>
</tr>
<tr>
<td>Fracture Toughness</td>
<td>Pa√m</td>
<td>MPa√mm</td>
<td>kPa√µm</td>
<td>GPA√nm</td>
</tr>
</tbody>
</table>

6.3 Micro-cutting of Micro-reinforced MMCs

In this section, the effect of micro-sized reinforcement particles is examined by using a FEA cutting model with explicit material micro-structures. A case study is conducted to simulate the micro-cutting process on micro-reinforced MMCs. The cutting tool is treated as a rigid body in order to reduce computation time. The cutting condition is chosen similarly to the study in section 6.1: tool rake angle 8°, clearance angle 8°, edge radius 2 µm, depth of cut 16~48 µm and cutting speed 699.2 mm/s. Plasticity and fracture property of the matrix material is shown in Table 6.6. The SiC particles are assumed as an elastically deformable body without failure. The
diameter of the particles is 20 µm. The physical properties of the matrix pure Mg and SiC particles are listed as below in Table 6.7.

Table 6.6: Johnson-Cook parameter values for Pure Mg

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>$B$</td>
<td>$n$</td>
<td>$C$</td>
<td>$m$</td>
</tr>
<tr>
<td>153</td>
<td>291.8</td>
<td>0.1026</td>
<td>0.013</td>
<td>1.5</td>
</tr>
<tr>
<td>$d_1$</td>
<td>$d_2$</td>
<td>$d_3$</td>
<td>$d_4$</td>
<td>$d_5$</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2895</td>
<td>3.719</td>
<td>0.013</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Table 6.7: Physical properties of workpiece and cutting tool

<table>
<thead>
<tr>
<th>Physical parameter</th>
<th>Pure Mg</th>
<th>SiC particles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density, $\rho$ (kg/m$^3$)</td>
<td>1738</td>
<td>3200</td>
</tr>
<tr>
<td>Elastic modulus, $E$ (GPa)</td>
<td>39.82</td>
<td>408</td>
</tr>
<tr>
<td>Poisson’s ratio, $\nu$</td>
<td>0.35</td>
<td>0.183</td>
</tr>
<tr>
<td>$T_{\text{melt}}$ (°C)</td>
<td>600</td>
<td>×</td>
</tr>
<tr>
<td>$T_{\text{wcom}}$ (°C)</td>
<td>20</td>
<td>×</td>
</tr>
</tbody>
</table>

By adding micro-sized SiC particles into Mg metal matrix, the overall chip formation process is different from the one without reinforcement particles. Figure 6.11 shows the chip formation process when micro-cutting micro-reinforced Mg-MMCs using depth of cut 48 µm. Four SiC particles are modeled in the FEA cutting model and dispersed uniformly along the tool path. When the shear band firstly initiates, the shape of the shear band and the stress distribution are similar to homogeneous pure Mg material. As the SiC particle is approached by the cutting tool, it begins to take more stress load due to the shear flow in the shear band. The maximum Von Mises stress point begins to appear on the particle (Figure 6.11 (b)).
Figure 6.11: Chip formation process of Mg-MMCs reinforced with micro-sized SiC particles

When the cutting tool approaches to a SiC particle, a crack above the SiC particle is generated (Figure 6.11 (c)) immediately followed by another one underneath the particle (Figure 6.11 (d)). In Figure 6.11(e) and (f), it shows the continuing motion of the SiC particle along the
tool rake face as well as the growth of the formed cracks. At the same time, another SiC particle is approached by the cutting tool and the aforementioned procedure begins to repeat. A zoom-in view of the shear band plastic deformation PEEQ is shown in Figure 6.12, where detailed plastic deformation and SiC particles’ behavior are shown.

Figure 6.12: PEEQ evolution during the chip formation process for micro-reinforced Mg-MMCs
The reason of the “double-crack” formation mainly comes from the local behavior of the SiC particles interacting with the plastic flowing matrix materials. In this simulation case study, particle rotation phenomenon is present. The plastic flow direction of the matrix material is governed by two major aspects in terms of constitutive model and the tool-workpiece friction model. The former aspect guides the material to go towards the shear band direction regardless of tool rake angle values. However, the latter one forces the materials either to slide apart from the tool tip or towards the tool tip based on various tool rake angle values. As a result, when there exits micro-sized SiC particles in the matrix, the plastic flow of the matrix material will go either beyond the particle or beneath the particle as the cutting tool “pushes” the workpiece material forward.
Figure 6.13: Particle rotation during micro-cutting Mg-MMCs

As shown from Figure 6.13, the SiC particle firstly undergoes anti-clockwise rotation due to the dominant shear band plastic flow of the matrix material. During this step, the initial crack above the particle forms (Figure 6.13 (f)). However, as the cutting tool gets closer to the particle, the tool-workpiece interaction plays more important role in governing the material flow adjacent to the SiC particle. Based on the Coulomb friction law, the matrix material will stick on the tool rake face during contacting until the shear stress reaches a critical value. However, the matrix material connecting to the contacting material along the tool paths tends to flow upwards. Therefore, a rotational moment would apply on the SiC particle which exhibits clockwise rotation in the following chip formation process. Even though the SiC particle does not have
direct contact with the tool rake face, it seems the SiC particle “rolls” on the rake face as the cutting chip flies up.

![Graph showing cutting force profile](image)

**Figure 6.14: Cutting force of Mg-MMCs reinforced with micro-sized SiC particles**

Figure 6.14 presents the cutting force profile of micro-cutting Mg-MMCs reinforced with micro-sized SiC particles. The maximum cutting energy along the cutting direction is around 937.5 MPa. The thrust force \((F_y)\) is more difficult to predict for Mg-MMCs than its homogeneous counterpart. According to previous simulation results, although the particles do not interact directly with the cutting tool rake face, cutting force \((F_x)\) still has large fluctuations when a particle is being cut. Due to the short cutting length in this simulation, the effect of the
reinforcement particles is also mixed with the tool entry and exit effects, thus the force fluctuation magnitude is not adequately consistent during this test.

6.4 Micro-cutting of Nano-reinforced MMCs

In this section, a simulation case study is conducted to simulate the micro-cutting of nano-reinforced MMCs. The effect of nano-sized reinforcement particles is examined by using a FEA cutting simulation model with explicit material micro-structures. Cutting tool is modeled as an elastic deformable component and its properties are similar as shown in Table 5.2. Cutting conditions are chosen as below: tool rake angle $8^\circ$, clearance angle $8^\circ$, edge radius $0.1 \, \mu m$, depth of cut $100 \, nm$ and cutting speed $699.2 \, mm/s$. Plasticity and fracture property of the matrix material is shown in Table 6.6. The SiC particles are assumed to be elastic deformable body without failure definition. The diameter of the particles is $50 \, nm$. The physical properties of matrix pure Mg and SiC particles are listed in Table 6.7.

Figure 6.15 shows the chip initiation process during micro-cutting nano-reinforced Mg-MMCS. The initial crack appears underneath the first ceramic nanoparticle. As the cutting tool advances, the cracks above the nanoparticles begin to show up along the shear band direction. Eventually, a triangle shaped chip is formed and tends to fly up along the tool rake face as seen in Figure 6.15(d).
Figure 6.15: Chip initiation process of Mg-MMCs reinforced with nano-sized SiC particles

Figure 6.16 illustrates the chip formation mechanism in the steady state cutting process for nano-reinforced Mg-MMCs. Under the tested cutting condition for nano-reinforced Mg-MMCs, the chip formation is different from traditional homogeneous material. Due to the existing nanoparticles, continuous cutting chips cannot be generated. Instead, triangular intermittent chips form, which either fly out or stick on the machined surface. This indicates the nanoparticles greatly change the ductility of the material in micro-scale. A “double shear band” appears which forces a certain amount of matrix material and a single particle to form a triangular intermittent chip. This phenomenon is shown in detail in Figure 6.17.
Figure 6.16: Steady chip formation process of Mg-MMCs reinforced with nano-sized SiC particles

Figure 6.17 shows the PEEQ distribution of the steady state cutting process for nano-reinforced Mg-MMCs. The evolutions of the three nanoparticles marked as #1, #2 and #3 are clearly demonstrated. As the cutting tool interacts with particle #3, particle #3 moves forward as part of the cutting tool. Thus it enhances the formation of regular shear band towards the cutting direction. As the particle #2 is slightly sheared up with some matrix material, due to the symmetry position of particles #1 and #3 relative to particle #2, particle #1 can be viewed as a “tool tip” moving towards particle #3. Therefore, another shear band towards the cutting tool is
formed and the “double shear band” is shown in Figure 6.17(b) and (c). After the shear bands initiate, cracks are generated inside the shear bands and the triangular cutting chip with a single nanoparticle is formed until it releases from the workpiece. Similar observations can also be obtained by analyzing the particles #1~3 marked in Figure 6.16(a) ~ (d). Since there are no formed continuous chips, particles’ rotation is not noticeable for nano-reinforced Mg-MMCs.

Figure 6.17: PEEQ distribution of micro-cutting Mg-MMCs reinforced with nano-sized SiC particles

Figure 6.18 shows the cutting force responses of nano-reinforced Mg-MMCs. Due to the small depth of cut, tool edge radius effect and intermittent chip formation mechanism, very limited amount of workpiece material can slide onto the tool rake face. Therefore, the thrust cutting force is mainly ploughing force and pushing the cutting tool away from the workpiece. Therefore, the magnitude and profile of thrust force are different from its micro-reinforced counterparts as shown in section 6.3.
Moreover, the nanoparticles have significant influence on the cutting force behavior. As it can be seen in Figure 6.18, the cutting force has periodic fluctuations which correspond to the formation of triangular cutting chips. Each time when “double shear band” initially forms, the cutting force reaches its maximum magnitude. When the chips are released, the force value drops to a valley. The average cutting force value in the lateral cutting direction is 112.76 µN/µm and the corresponding cutting energy is 1.12 GPa.

Figure 6.18: Cutting forces of micro-cutting Mg-MMCs reinforced with nano-sized SiC particles
6.5 Summary

In this chapter, micro-cutting simulations are conducted by using FEA cutting simulation model for Mg-MMCs reinforced with SiC ceramic particles. Both homogenized Mg-MMCs material model and heterogeneous material model are evaluated. The following conclusions can be reached:

1). By using homogenized material properties based on Johnson-Cook plasticity and Johnson-Cook fracture model with damage evolution, the micro-cutting performance of nano-reinforced Mg-MMCs can be predicted. The overall micro-cutting performance has similar trend to the material’s mechanical properties. As long as accurate experimental data can be obtained for calibration, the proposed homogenization FEA micro-cutting model is capable of providing accurate trend prediction of micro-machining variables, including chip formation, stress-strain distributions, cutting forces and surface roughness.

2). Crack generation mechanism for Mg-MMCs reinforced with SiC particles is different from that of its homogeneous counterpart. Moreover, the behavior of the reinforcement particles varies with particle size. Under the tested cutting conditions in this simulation study, the effect of micro-sized particles is different from the one of nano-sized particles on micro-cutting performance.

3). When machining micro-reinforced Mg-MMCs, different from generating a single crack in the shear band for homogeneous materials, the fracture crack firstly initiates above the SiC particle and then immediately occurs underneath the particle. Particle rotation phenomenon is present, which is the fundamental reason of the “double-crack” mechanism.
4). When machining nano-reinforced Mg-MMCs with a depth of cut close to the tool edge radius, the fracture cracks also initiate beside the ceramic particles, either above or underneath the nanoparticle depending on whether it is in the initial transit cutting or the steady state cutting. Triangular shaped cutting chips are formed intermittently, which is the result of the “double shear band” mechanism due to the existence of nanoparticles.
CHAPTER 7 CONCLUSION AND FUTURE WORK

7.1 Summary and Conclusions

This research was motivated by increasing demands of miniaturized components in various industrial applications. Mg-MMCs become one of the best material candidates due to its light weight, high strength, and high creep/wear resistance. However, the improved mechanical properties have brought great challenges to the subsequent micro-machining process. The objective of this study was to develop analytical and numerical process models for mechanical micro-machining of heterogeneous materials such as Mg-MMCs. These models were constructed to assist in selecting process parameters for micro-machining of advanced materials as well as to gain better understanding of the unique cutting mechanism for particle reinforced heterogeneous materials.

Systematic experimental investigations on the machinability of Mg-MMCs reinforced with SiC nano-particles have been conducted by using the Design of Experiment (DOE) method on the nanocomposites containing 5 Vol.%, 10 Vol.% and 15 Vol.% reinforcements, and pure magnesium. Based on the Response Surface Methodology (RSM) design, experimental models and related contour plots were developed to predict cutting force, surface roughness, and to optimize micro-machining conditions. The varied parameters considered in the experiments are spindle speed, feedrate and volume fraction. Based on the measured cutting force signals and
machined surface roughness, the following conclusions can be reached: i). The normal force $F_x$, the feed force $F_y$ and the axial force $F_z$ all increase with the increasing of either the spindle speed or the feedrate. The increasing rate of the axial force $F_z$ and the normal force $F_x$ is larger, while that of the feed force $F_y$ is moderate for most cases. ii). The nano-particles’ volume fraction has a considerable effect on the cutting force. The cutting force increases accordingly with the increase of volume fraction. The largest increasing slope occurs at the transition from 5 to 10 Vol.%, which is agreeable with the rapid change of material mechanical property around 10 Vol.%.

However, when the spindle speed goes up to 60,000 rpm, the increase rate of the cutting forces is much larger than the ones when the spindle speeds are at 20,000 rpm and 40,000 rpm. The increasing slopes of the cutting force are maintained at the same level for both regions of from 5 to 10 Vol.% and from 10 to 15 Vol.%. iii). The influence of a single experimental variable (feedrate, spindle speed or volume fraction) on the machined surface roughness is not obvious. The results from SEM show a decent machined surface can be reached by micro-milling Mg-MMCs. iv). The experimental models derived by Response Surface Methodology Design of Experiment (RSM DOE) can be used to predict the cutting force and the surface roughness with different machining parameters. The related contour plots can be combined together to determine the most suitable cutting conditions for the required cutting force and surface roughness. This method builds the connection between material properties and machining performance successfully.

An analytical cutting force model has been developed to predict cutting forces of nano-reinforced Mg-MMCs in micro-milling process. This model is different from previous ones by encompassing the behaviors of nanoparticles in three cutting scenarios, i.e., shearing, ploughing
and elastic recovery. By using the enhanced yield strength, three major strengthening factors were incorporated including load-bearing effect, enhanced dislocation density strengthening effect and Orowan strengthening effect. To validate the model, various cutting conditions using two types of end mills (diameters as 100 µm and 1 mm) were conducted. The simulated cutting forces showed good agreements with the experimental data. The proposed model can predict major force amplitude variations and force profile changes with the nanoparticles’ volume fraction. The effects of the nano-sized reinforcements on the machinability of Mg-MMCs were studied through theoretical analysis and experimental validation. The comparison between the experimental and simulated cutting forces implies that the proposed model can effectively capture the major cutting force characteristics of nano-reinforced Mg-MMCs. According to the simulation and experimental results, some important findings are concluded: i) Cutting force magnitudes greatly increase as the nanoparticles’ volume fraction increases. This is attributed to the improved yield strength and fracture strength by adding SiC nanoparticles. The phenomenon is more obvious when using a larger diameter cutting tool. ii) Cutting force profiles of Mg-MMCs are not as smooth as those of pure Mg. The reason for that is the existence of ceramic nanoparticles influences the chip formation of Mg-MMCs. Mg-MMCs with different volume fractions of nanoparticles express different strengthened yield strengths and fracture strengths. Therefore, the cutting mechanisms and the SiC particles’ behaviors in three cutting regimes are different. Consequently, cutting force profiles behave differently among pure Mg and Mg-MMCs with different volume fractions. iii) When using 100 µm cutting tools, all the cutting forces under the investigated cutting conditions on Mg-MMCs do not exhibit crisp force profiles for each tooth. As the volume fraction increases, more disturbances show up and the feed
direction force displays more distinct trend to split into two teeth in a single revolution. Moreover, compared to 1 mm tool, the peak-to-peak cutting force increasing trend with the rising of volume fraction is not obvious. This is mainly due to the small size and low rigidity of the 100 μm tool. Consequently, the tool vibration/deflection plays more influential role in altering cutting force profiles rather than the strengthening effect of nanoparticles.

Furthermore, a comprehensive evaluation of ductile fracture models has been conducted to identify the most suitable fracture criterion for metal cutting processes. Six fracture models are evaluated in this study, including constant fracture strain, Johnson-Cook (J-C), J-C coupling criterion, Wilkins, modified Cockcroft-Latham, and Bao-Wierzbicki (B-W) fracture criterion. Results indicate that by coupling with the damage evolution, the capability of J-C and B-W can be further extended to predict accurate chip morphology. B-W based coupling model provides the best simulation results in this study. The major results are summarized as below: i). The constant fracture strain model fails to provide accurate chip morphology prediction in a wide range of failure strains. The Wilkins fracture model also cannot provide accurate continuous chip formation prediction. The experimental shear angle, cutting temperature, cutting force and surface roughness values are not satisfied from these two fracture criteria. ii). The Johnson-Cook fracture model and the empirical Bao-Wierzbicki fracture model formulated in the space of stress triaxiality and equivalent fracture strain are capable of predicting realistic stress/strain/temperature distributions, cutting forces and surface roughness. However, pure J-C model is not sufficient to predict chip formation and cutting forces, due to the ignorance of the “cut-off” value for ductile metal when triaxiality is less than -1/3 (chip formation becomes more intermittent and cutting force has excessive fluctuations). iii). By coupling with material damage
evolution and its fracture energy, the capability of Johnson-Cook and Bao-Wierzbicki can be further extended to predict accurate chip morphology. The fracture model with damage evolution has better performance than those without damage evolution. It is recommended to consider damage evolution in FEA cutting simulations. Otherwise, certain amount of energy will be lost and prediction results will be adversely affected. iv). The B-W fracture model with consideration of rate dependency, temperature effect and damage evolution is the most comprehensive model to describe the chip removal behavior of ductile materials. The only drawback is that this comprehensive fracture criterion requires numerous fracture parameters, some of which are difficult to be obtained from experiments directly.

A 2-D FEA micro-cutting model has been constructed to study the micro-cutting performance of Mg-MMCs materials. Firstly, homogenized material properties were employed to evaluate effect of the volume fraction. Secondly, micro-structures of the two-phase material were modeled explicitly in FEA cutting models. The effects of SiC particles were evaluated in two case studies. By using the homogenized material properties, the micro-cutting performance of nano-reinforced Mg-MMCs can be predicted. During micro-cutting process, crack generation mechanism of Mg-MMCs is different from its homogeneous counterparts. Both the homogenized Mg-MMCs material model and heterogeneous material model were evaluated. The following conclusions can be reached: i). By using homogenized material properties based on Johnson-Cook plasticity and Johnson-Cook fracture model with damage evolution, the micro-cutting performance of nano-reinforced Mg-MMCs can be predicted. The overall micro-cutting performance has similar trend to the material’s mechanical properties. As long as accurate experimental data can be obtained for calibration, the proposed homogenization FEA micro-
cutting model is capable of providing accurate trend prediction of micro-machining variables, including chip formation, stress-strain distributions, cutting forces and surface roughness. ii). Crack generation mechanism for Mg-MMCs reinforced with SiC particles is different from that of its homogeneous counterpart. Moreover, the behavior of the reinforcement particles varies with particle size. Under the tested cutting conditions in this simulation study, the effect of micro-sized particles is different from the one of nano-sized particles on micro-cutting performance. iii). When machining micro-reinforced Mg-MMCs, different from generating a single crack in the shear band for homogeneous materials, the fracture crack firstly initiates above the SiC particle and then immediately occurs underneath the particle. Particle rotation phenomenon is present, which is the fundamental reason of the “double-crack” mechanism. iv). When machining nano-reinforced Mg-MMCs with a depth of cut close to the tool edge radius, the fracture cracks also initiate beside the ceramic particles, either above or underneath the nanoparticle depending on whether it is in the initial transit cutting or the steady state cutting. Triangular shaped cutting chips are formed intermittently, which is the result of the “double shear band” mechanism due to the existence of nanoparticles.

Through this research, a better understanding of the unique cutting mechanism for particle reinforced heterogeneous materials has been obtained and the effect of reinforcements on micro-cutting performance is revealed. The proposed analytical and numerical models can be used to optimize process parameters for both preparing and micro-machining of the heterogeneous material. This will eventually facilitate the automation of MMCs’ micro-machining process.
7.2 Future Work

Micro-machining of particle reinforced heterogeneous materials is a new research area and shows promise of applying into various industries such as aerospace, energy, medical and transportation, which are demanding large amount of high performance mechanical components in small scales. However, one must answer many questions on materials science, micro-mechanics, fracture mechanics, and manufacturing engineering in order to fully understand and be able to control the process. Although this study has provided an initial investigation on Mg-MMCs, more work is still needed to be achieved to further understand the underlying phenomena and to improve the process conditions. With the purpose of enhancing prediction capability of the proposed process models, following research work is recommended for future research regarding MMCs’ mechanical micro-machining.

1). Calibration of mechanical properties of Mg-MMCs: Homogenized mechanical properties for Mg-MMCs should be calibrated in order to acquire accurate parameters for further constitutive modeling study and fracture mechanism study. Accurately calibrated elasticity, plasticity and fracture properties of pure Mg and SiC are also needed for FEA micro-cutting models and interface behavior study.

2). Modeling of reinforcement interface: Properties of the interface between matrix material and reinforcement material are important and influencing the behavior of the reinforcements during the micro-machining process. Therefore, the interface properties should be systematically studied through experimental and modeling approaches. Appropriate cohesive zone model and its parameters are desired to integrate into micro-cutting process models.
3). Tool wear study for Mg-MMCs: The improved strength and abrasive nature of the reinforcements bring great challenges for the subsequent inevitable machining process. Tool wear is one of the challenges. The tool wear of machining Mg-MMCs should be studied through experimental approach. The effects of the particle size, cutting conditions and tool coating on the tool wear should be systematically analyzed. Moreover, the machined surface quality and instantaneous cutting forces could be correlated with the tool wear by using advanced signal processing techniques. Based on the results, the tool wear mechanism for particle reinforced heterogeneous materials can be revealed. This will provide important guidelines for selecting cutting conditions in micro-machining ceramic particle reinforced MMCs, and also benefit the online monitoring and control the tool wear.

4). 3-D micro-cutting simulation: Based on properly calibrated constitutive models and fracture models for the matrix, the reinforcement and the bonding interface, a 3-D FEA micro-cutting process model could be constructed and used to predict machinability of MMCs accurately. The FEA modeling technique should be enhanced in order to tackle with high computational cost and computational noise. The proposed scheme can be applied in various micro-cutting processes including micro-turning, micro-milling, micro-drilling etc., and used to optimize machining conditions as well as reach deeper understanding of the micro-cutting mechanism.
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