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This dissertation focuses on an uncooled Mid-Wave Infra-Red (MWIR) detector was developed by doping an n-type 4H-SiC with Ga using the laser doping technique. 4H-SiC is one of the polytypes of crystalline silicon carbide, a wide bandgap semiconductor. The dopant creates an energy level of 0.30 eV, which was confirmed by optical spectroscopy of the doped sample. This energy level corresponds to the MWIR wavelength of 4.21 μm. The detection mechanism is based on the photoexcitation of electrons by the photons of this wavelength absorbed in the semiconductor.

This process modifies the electron density, which changes the refraction index and, therefore, the reflectance of the semiconductor is also changed. The change in the reflectance, which is the optical response of the detector, can be measured remotely with a laser beam such as a He-Ne laser. This capability of measuring the detector response remotely makes it a wireless optical detector. The variation of refraction index was calculated as a function of absorbed irradiance based on the reflectance data for the as-received and doped samples. A distinct change was observed for the refraction index of the doped sample, indicating that the detector is suitable for applications at 4.21 μm wavelength. The Ga dopant energy level in the substrate was confirmed by optical absorption spectroscopy. Secondary ion mass spectroscopy (SIMS) of the doped samples revealed an enhancement in the solid solubility of Ga in the substrate when doping is carried out by increasing the number of laser scans. Higher dopant concentration increases the
number of holes in the dopant energy level, enabling photoexcitation of more electrons from the valence band by the incident MWIR photons.

The detector performance improves as the dopant concentration increases from $1.15 \times 10^{19}$ to $6.25 \times 10^{20}$ cm$^{-3}$. The detectivity of the optical photodetector is found to be $1.07 \times 10^{10}$ cm$\cdot$Hz$^{1/2}$/W for the case of doping with 4 laser passes. The noise mechanisms in the probe laser, silicon carbide MWIR detector and laser power meter affect the performance of the detector such as the responsivity, noise equivalent temperature difference (NETD) and detectivity. For the MWIR wavelength 4.21 and 4.63 μm, the experimental detectivity of the optical photodetector of this study is found to be $1.07 \times 10^{10}$ cm$\cdot$Hz$^{1/2}$/W, while the theoretical value is $2.39 \times 10^{10}$ cm$\cdot$Hz$^{1/2}$/W. The values of NETD are found to be 404.03 and 15.48 mK based on experimental data for an MWIR radiation source of temperature 25°C and theoretical calculation respectively.

The doped SiC also has a capability of gas detection since gas emission spectra are in infrared range. Similarly, the sensor is based on the semiconductor optics principle, i.e., an energy gap is created in a semiconductor by doping it with an appropriate dopant to ensure that the energy gap matches with an emission spectral line of the gas of interest. Specifically four sensors have been fabricated by laser doping four quadrants of a 6H-SiC substrate with Ga, Al, Sc and P atoms to detect CO$_2$, NO, CO and NO$_2$ gases respectively. The photons, which are emitted by the gas, excite the electrons in the doped sample and consequently change the electron density in various energy states. This phenomenon affects the refraction index of the semiconductor and, therefore, the reflectivity of the semiconductor is altered by the gas. The optical response of this semiconductor sensor is the reflected power of a probe beam, which is a He-Ne laser beam in
this study. The CO₂, NO, CO and NO₂ gases change the refraction indices of Ga-, Al-, Sc- and Al-doped 6H-SiC, respectively, more prominently than the other gases tested in this study. Hence these doped 6H-SiC samples can be used as CO₂, NO, CO and NO₂ gas sensors respectively.
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CHAPTER 1: INTRODUCTION

1.1 Motivation

The jewel beetles are able to detect flames of a forest fire with supersensitive receptors approximately 50 miles away. The sensory organs located on their underside are pits containing a large number of receptors (sensilla) that are extremely responsive precisely to the infrared radiation that comes from a forest fire [1-3]. With this ability, jewel beetles are the first creatures to move into such an inhospitable environment. This insect needs burnt wood from a blazing forest fire to lay eggs to the still smoldering bark of a tree. As is known, this beetle, bed bugs, vampire bats and some snakes are the only creatures with this ability [4-6]. This capability to detect infrared radiation which is either from a fire or heat produced by an animal can be mounted around forests and ready to register and alert foresters of a fire. The military is also trying to mimic the features of the infrared detector on some applications which include thermal imaging, guidance, reconnaissance, surveillance, ranging and communication systems [7-9].

Infrared detectors are generally classified into photon detectors and thermal detectors. In the former detectors, the radiation is absorbed within the material by interaction with electrons, either bound to lattice atoms, or to impurity atoms or with free electrons. Photons are directly converted into free electrons by photoexcitation across the energy bandgap of the semiconductor. The output signal which results from the changed electronic energy distribution produces a current, voltage, resistance or refraction index change of the detectors as schematically shown in
Figure 1-1(a). Therefore, the photon detectors show a selective wavelength dependence of the response per unit incident radiation power. They have high sensitivity and fast response when compared to thermal detectors. However, the temperature of the detectors must be low enough to less significant of the photoexcited electrons across the bandgap (band-to-band transitions). That is particularly true of the extrinsic photodetectors such as doped germanium and silicon. To achieve this, the photon detectors require cryogenic cooling below 77 K for accurate measurements to eliminate thermally generated carriers [10]. The need for cooling is a considerable problem which inhibits the more widespread use of IR systems. The cooling requirements add considerably to the cost, bulk, weight, power consumption and inconvenience of infrared systems and it is highly desirable that they be eliminated or reduced. Therefore one of the main research goals is increase in working temperature of photodetectors. The need for cooling is a major limitation of IR photon detectors and a number of concepts to improve performance of the near room temperature IR photodetectors have been proposed. Silicon-based devices are limited to an operation temperature below 250°C because silicon does not keep its nature as a semiconductor in the region where a lot of electron-hole pairs are thermally generated, while silicon carbide-based infrared detectors can operate at high temperatures up to 800°C [11].
Figure 1-1: Construction of gas sensors with receptor and transducer.

A new approach is investigated in this study to fabricate MWIR detectors that can operate at room temperature. The detector operates on the principle of semiconductor optics involving both the semiconductor and optical properties. Crystalline silicon carbide, which is a wide bandgap (3.23 eV for 4H-SiC and 3.0 eV for 6H-SiC) semiconductor, offers a unique advantage for
tuning its photon detectibility to a desired wavelength by doping it with appropriate dopants. Specifically an n-type 4H-SiC substrate is doped with Ga to fabricate a MWIR detector for the wavelength 4.21 μm. The selection of the dopant is based on the energy level of 0.30 eV created by Ga in this substrate [12, 13], which corresponds to a quantum of energy at the wavelength 4.21 μm. Due to this photon energy-matched dopant energy level, the electron density in the impurity energy level of the 4H-SiC semiconductor can be altered by photoexcitation of electrons from the valence band to the dopant energy level. This change in the electron density modifies the refraction index of the semiconductor and therefore its reflectance changes, which represents the detector response. This response is probed with a He-Ne laser of wavelength 632.8 nm as schematically shown in Figure 1-1(b). The SiC-based infrared detector can be described as a device, which upon exposure to infrared radiations, alters one or more of its physical properties, e.g., optical property and electrical conductivity, in a way that can be measured and quantified directly or indirectly. The characteristics of the SiC-based infrared detector are compared in Table 1-1 with the classes of conventional infrared detector used to detect the changes of physical properties.
Table 1-1: Comparison of the optical infrared detector with a conventional infrared detector.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Electrical photodetector</th>
<th>Wireless optical photodetector</th>
</tr>
</thead>
<tbody>
<tr>
<td>Responsivity ($\mathcal{R}$)</td>
<td>Voltage (or current) produced by the detector per incident power [V/W].</td>
<td>Change in the reflectance of detector per incident power [W$^{-1}$].</td>
</tr>
<tr>
<td>Detectivity ($D^*$)</td>
<td>Responsivity of an active area of 1 cm$^2$ at 1 Hz noise-equivalent bandwidth.</td>
<td>Responsivity of an active area of 1 cm$^2$ at 1 Hz noise-equivalent bandwidth.</td>
</tr>
<tr>
<td>Response mechanism</td>
<td>Physical mobility (transport) of photo-generated electrons through an electrical circuits.</td>
<td>Quantum mobility (transition) of photo-generated electrons between two energy levels.</td>
</tr>
</tbody>
</table>

1.2 Outline

This dissertation is composed of 10 chapters, including this chapter.

Chapter 1 introduces the backgrounds of infrared detector, laser applications, laser doping and silicon carbide material. It also includes the research motivation of optical infrared detector and its objectives.

Chapter 2 explores the laser doping technique which was used for fabrication of doped silicon carbide as an infrared detector. A continuous wave laser heating model is examined to determine
the temperature distribution in the silicon carbide substrate during the laser doping process and
the diffusion model based on spatially-varied diffusion coefficient is presented. Through the
diffusion model, the pre-exponential factor and activation energy for the diffusion of Gallium
dopant are determined. The SIMS data and the prediction model are compared as well. The
substrate was scanned with different number of laser passes to control the dopant concentration
profile in order to study the effect of laser passes on the diffusion coefficient.

Chapter 3 deals with the modeling of reflectance of the doped silicon carbide at He-Ne laser
wavelength as a function of dopant concentration. Since the photons from the radiation source
excite electrons from the valence band to the dopant energy level in the doped SiC, infrared
radiometry about irradiance and infrared optics about absorbed irradiance in the detector material
are introduced. Consequently the electron densities are modified in these two energy levels,
which affect the refraction index of the semiconductor and, therefore, the reflectance of the
doped region changes. Therefore optical property of the detector, absorption mechanism and
reflectance, is characterized. The theoretical and experimental data of reflectance as a function of
dopant concentration which was obtained with different laser scan are shown.

Chapter 4 examines the theoretical approach of figure of merit, detectivity and NETD. The
theoretical detectivity is obtained with four-pass sample due to the highest internal quantum
efficiency and compared the detectivities of other samples with different dopant concentration.
Similarly, the theoretical NETD is obtained with the improved radiation collection capability and
the optimized dopant concentration.
Chapter 5 investigates the theoretical NETD and detectivity from the noise sources which includes noise mechanisms in doped SiC detector, inherent in the He-Ne laser, the interaction between the detector and He-Ne laser, and the noise of the He-Ne laser detector. From the noise sources within the SiC-Si optical photodetector system, the detector performances such as NETD and detectivity are evaluated. The detectivity equation which is effected by NETD is derived through this chapter. The NETD and detectivity data from each noise source are compared and the total theoretical data are obtained.

Chapter 6 characterizes the infrared detector through experimental setup to measure the optical response. The spectroscopic data of the opant energy level are analyzed and verified by comparing the as-received to doped SiC sample. Measurement of optical signal for testing the response of the Ga-doped sample was conducted. Finally it was analyzed the reflected power to determine the detectivity and the NETD of the doped sample. It concludes that significant changes in the reflectance and refraction index of the Ga-doped sample confirm that such samples can be used as MWIR detectors.

Chapter 7 demonstrates the capability of doped SiC detector as a gas sensor. Specifically four sensors have been fabricated by laser doping four quadrants of a 6H-SiC substrate with Ga, Al, Sc and P atoms to detect CO₂, NO, CO and NO₂ gases respectively. The optical response of this semiconductor sensor is the reflected power of a probe beam, which is a He-Ne laser beam. The CO₂, NO, CO and NO₂ gases change the refraction indices of Ga-, Al-, Sc- and Al-doped 6H-SiC, respectively, more prominently than the other gases tested. So these doped 6H-SiC samples can be used as CO₂, NO, CO and NO₂ gas sensors respectively.
Finally, the conclusion of this dissertation is presented and the future work is proposed in Chapter 8.

1.3 Literature Reviews

1.3.1 Infrared Detector

In 1800, Herschel studied the spectrum of sunlight with a prism by measuring temperature of each color [14-16]. He built a crude monochromator which consisted of liquid in a glass thermometer with a specially blackened bulb to absorb radiation and he discovered of the existence of thermal radiation in the invisible beyond the red, which is from the Latin ‘infra’ means below. After the most import steps in the development of infrared (IR) detectors by Seebeck (thermoelectric effect and the first thermocouple in 1821), Nobili (construction thermocouple series in 1829) and Melloni (modified thermocouple by using bismuth and antimony in 1833) in 19th century [14-16], the IR imaging systems had progressed steadily over 20th century. Until now, there has been considerable progress towards the development of optoelectronics related materials and device design innovations. Currently, third-generation IR systems are being developed which provide enhanced capabilities such as larger numbers of pixels, higher frame rates, better thermal resolution, multicolor functionality, and other on-chip signal processing functions after first-generation (linear arrays for scanning systems) and second-generation (2-dimensional arrays for staring systems which scanning electronically).
Based on limits of spectral bands of commonly used IR detectors, the infrared spectrum is segmented into near infrared (NIR, 0.8-1.1 μm), short wave infrared (SWIR, 0.9-2.5 μm), mid wave infrared (MWIR, 3-5 μm), long wave infrared (LWIR, 8-14 μm), very long wave infrared (VLWIR, 12-25 μm) and far infrared (FIR, > 25 μm) [17]. Especially radiation is either scattered or absorbed as it propagates through the atmosphere since there are three good infrared transmission windows at 1-3 μm, 3-5 μm and 8-12 μm. These IR wavelength windows dictate the choice of wavelengths used in infrared sensor design. Wavelength 1 μm is a sensitivity limit of popular Si detectors. Similarly wavelength of 3 μm is a long-wave sensitivity limit of PbS and InGaAs detectors; wavelength 6 μm is a sensitivity limit of InSb, PbSe, PtSi detectors and HgCdTe detectors optimized for 3-5 μm atmospheric window; and finally wavelength 15 μm is a long-wave sensitivity limit of HgCdTe detectors optimized for 8-12 μm atmospheric window. It is well shown in Figure 1-2 which is compared of the spectral detectivity of various available detectors when operated at the indicated temperature [16]. In this figure, theoretical curves for the back-ground-limited detectivity with dashed lines for ideal photovoltaic and photoconductive detectors and thermal detectors are also shown.
Figure 1-2: Comparison of the detectivity ($D^*$) of various available detectors when operated at the indicated temperature [16]. PC – photoconductive detector, PV – photovoltaic detector, PEM – photoelectromagnetic detector, and HEB – hot electron bolometer.

Moreover, the hotter object emits more of their energy at shorter wavelengths according to Wien’s law. A blackbody source at 300 K has a peak irradiance at a wavelength of about 9.7 µm, otherwise for a source at 1000 K the maximum irradiance occurs at 2.9 µm. Therefore, detectors operating in the LWIR band are well suited to image room temperature objects (people or buildings), while MWIR band imagers are sensitive for viewing objects at higher temperatures such as hot engines and exhaust gases. Even the LWIR band imagery may exhibit a higher sensitivity for room temperature objects, the MWIR band imagery presents a better resolution.
The primary spectral bands for infrared imaging are 3 to 5 and 8 to 12 μm because atmospheric transmission is highest in these bands.

The majority of IR detectors can be classified in two categories: photon detectors (quantum detectors) and thermal detectors. The IR radiation is absorbed with the material by interaction with electrons either bound to lattice atoms or to impurity atoms or with free electrons in photon detectors. There are two types of photon detectors: 1) photoconductive (PC) where the electrical conductivity of the semiconductor changes as a function of the photon intensity; 2) photovoltaic (PV) where a voltage is generated across a PN junction as photons impinge the semiconductor. The PC detectors again divided by intrinsic and extrinsic.

The most popular PC detector is doped extrinsic silicon such as Si:x; where x is Ga, As, In and Germanium such as Ge:Hg. Among these Si:As and Si:Ga are the advanced detector due to the higher dopant levels which reduce recombination noise and have longer spectral response than standard extrinsic devices. Silicon has several advantages over Germanium such as a lower dielectric constant giving shorter dielectric relaxation time and lower capacitance, higher dopant solubility and larger photoionization cross section for higher quantum efficiency and lower refraction index for lower reflectance. However, these were not sufficient to warrant the necessary development efforts needed to bring it to the level of the highly developed Germanium detectors [14-16].

At an earlier date, the first high performance extrinsic detectors were based on germanium which based on the techniques for controlled impurity introduction in it. Its response from copper, zinc and gold impurity levels in germanium gave rise to devices using in the 8-14 μm long
wavelength IR spectral window and further beyond to the 14-30 μm very long wavelength range. These detectors were widely used at wavelengths beyond 10 μm prior to the development of the intrinsic detectors and they must be operated at lower temperatures to achieve performance similar to that of intrinsic detectors.

On the other hand, the most popular intrinsic PC is HgCdTe due to its producibility, cost and low detector impedance. And also these narrow bandgap semiconductors have extended wavelength capabilities and improved sensitivity. An intrinsic PC detector includes InSb, InGaAs/InP and Ge. These alloys have advantages of customized detection response and bandgap engineering for specific applications. HgCdTe is also used as an intrinsic photovoltaic (PV) detector like as InSb and PbSnTe materials. Although these narrow bandgap semiconductors have higher capabilities such as high optical absorption coefficient, high electron mobility and low thermal generation rate, the difficulties in growing HgCdTe material due to the high vapor pressure of Hg encouraged the development of alternative detector technologies. PbSnTe was an alternative candidate [14-16]. However, its drawbacks, i.e., high dielectric constant and large temperature coefficient of expansion mismatch with silicon that cause smearing image and failure of the indium bonds in hybrid structure between silicon readout and the detector array, make it hard to use as a IR detector. PtSi material uses an internal photoemission mechanism which is included in PV detector.

HgCdTe is the most widely used for IR photodectors over the past years and at present. And extrinsic silicon and PbSnTe have been developed as alternative IR detectors. At the same time, Schottky barriers on silicon, SiGe heterojunctions, AlGaAs multiple quantum wells, GaInSb
strain layer superlattices, high temperature superconductors become competitors [14-16]. A considerable progress towards the detector materials and designs used to fabricate focal plane arrays (FPAs) improve the detectivity and enable to have infrared products. In particular, the band-gap engineering of various compound semiconductors has led to new and emerging detector architectures. Advances in optoelectronics related materials science such as metamaterials and nanostructures enhanced performance and low cost products in a wide range of applications. Even photon detector exhibits both a good signal-to-noise performance and a very fast response, it needs cryogenic cooling to prevent the thermal generation of charge carriers because the thermal transitions compete with the optical ones and making non-cooled devices very noisy.

Moreover, two types of thermal detectors such as pyroelectric detectors and silicon bolometers show interesting capabilities as a IR detector [14-16]. The incident radiation is absorbed to change the material temperature and the resultant change in some physical property is used to generate an electrical output in thermal detectors which include electrical resistance in a bolometer, thermal gas expansion of Golay cell and polarization in pyroelectric materials. Photon detectors convert photons directly into charge carriers and no intermediate process is involved such as the heating in a thermal detector to produce a change of a measurable electrical property. Thus, thermal effects on the detector material are not depending on wavelength but on radiation power. Although a response time of thermal detector is slower than photon detector, it has been shown that extremely good imagery can be obtained from large thermal detector arrays operating uncooled condition. The response speed and the moderate sensitivity can be compensated by a large number of elements in 2-dimensional electronically scanned arrays which shows the best
values of noise-equivalent-temperature-difference (NETD) below 0.05 K due to achievement of less effective noise bandwidths as 100 Hz.

1.3.2 Laser Applications

After inventing of the Nd:YAG and CO\textsubscript{2} lasers, these were applied in materials processing in manufacturing environments. Currently all kind of lasers are used to process of variety of materials in many interesting ways. Since the electro-magnetic energy is absorbed in materials, most laser material processing has been concerned with the interactions of laser and materials. When laser beam irradiates on material surface, absorption of electromagnetic energy occurs by photon-electron interactions in solids. The laser induced material is heated by this laser energy that results in phase transition which may be hardening or annealing, melting or rapid solidification to form new phases and vaporization to remove material.

When laser induced excitation rates are slow compared to the thermalization time, then the absorbed laser energy is directly transformed into heat. Otherwise, if the excitation time is shorter than the thermalization time in the material, non-thermal and ablation mechanisms can occur. For more details, the laser-material interaction can be simplified by three steps: the initial generation of a free electron plasma followed by energy relaxation and modification of the material. The laser-excited electrons transfer their energy to the lattice, leading to a permanent material modification. In the thermal regime, melting and ablation occur after the excited
electrons redistribute energy to the lattice and the electrons and the lattice remain in equilibrium within the duration of the laser pulse. The time scale for the material to reach a common temperature is determined by the electron-phonon coupling constant. Heat diffusion from the electrons to the lattice (electron-phonon-relaxation-time) is a material property that has a typical value on the order of 1 to 10 picoseconds [18].

Depending on the laser fluence, the resulting temperature of the material may exceed the melting point and melting begins at the surface and then move inward within approximately the same timescale. At a higher fluence as energy densities around $1 \text{ J/cm}^2$ with pico- and femtosecond pulses, these lasers are called ultrafast lasers, the boiling point is exceeded and the gas phase will nucleate homogeneously in the superheated liquid [19]. If the rate of gas bubble formation is high in comparison to the cooling rate of the liquid, material will be explosively ejected from the surface resulting in a phase explosion, i.e., ablation. With the conventional lasers (nanosecond pulse duration), material is removed by thermal ablation wherein the material is locally heated to near the boiling temperature.

However, with ultrafast pulses, the pulse is short enough that very little energy from laser couples into the material as heat (the electron-lattice coupling can be neglected). The short pulse energy goes into exciting electrons which then causes a small section of the material to ablate, and leaves behind a very limited heat-affected zone (HAZ) typically much less than a micron, i.e., low thermal penetration depth. The material disorders non-thermally before the lattice has equilibrated with the carriers for pulses of sub-picosecond duration even below the damage threshold. The energy from laser can be deposited in a localized region through non-linear
absorption such as multiple-photon processes in the form of multi-photon ionization and avalanche ionization that lead to the formation of a plasma which is a quasi-free charge carriers in the material consisting of a mixture of electrons and ions [20].

Therefore, it will be removed resulting in extremely fine control of the position of material removal throughout the laser beam profile. And since the plasma formation rate above a threshold that depends on the material and laser parameters increases extremely strong, optical breakdown occurs in this parameter range. A high degree of precision during machining material by non-linear absorption requires that spatially localized reproducible small amounts of energy which can be introduced into the thin material. This cold ablation avoids unwanted heat transfer almost completely, thus making the ultrafast laser an extremely promising tool especially for high-precision procedures that require machining accuracy down to a few micro- and nano-meter regimes.

In recent years, precision micromachining and its improvement of process development meet customer demand to reduce the size, weight and material cost of leading-edge devices. Fast pace high-tech industries in flat panel displays for touch screens, tablets, smartphones and TVs has led to ultrafast industrial lasers that are becoming important tools for applications requiring high precision. Ultrafast lasers can achieve very high peak power usually a several giga-watt that is powerful enough for full ionization of almost any materials for high precision micro-machining. This non-linear effect of ionization including multiphoton and tunnel ionizations induces cold ablation of materials, not limited of deep UV wavelength range. It avoids unwanted heat transfer
almost completely which allows micromaching of several materials of thin, fragile and wide bandgap semiconductor.

Many industries currently use lasers for cutting fragile materials. There are various known ways to cut these materials. In conventional cutting process by lasers the separation of fragile materials relies on laser scribing and separation by mechanical force or thermal stress induced crack propagation. Nearly all current laser cutting techniques exhibit one or more shortcomings: (1) they are limited in their ability to perform a cutting of thin materials due to a large heat-affected zone associated with long pulse laser (nanosecond scale), (2) they produce a thermal stress often results in cracking of the surface near the laser illuminated region due to a shock wave and uncontrolled material removal and finally (3) they can easily cause damage to the other layer of materials by undesired laser interaction.

Even ultrafast lasers have a low throughput and unreliability in industrial environment, it has a lot of benefits which include no crack creation near ablation region, reduce process step by single-step direct-write method, high quality of cut, micro-machining of any type of material and capability of machining of hard materials. It is critical that edge cracking and residual edge stress are avoided in thin fragile substrates that is almost always break from the edge, even when stress is applied to the center. Moreover, the lack of available precision laser cutting methods has been particularly troublesome in thin materials process since unwanted direction cracking can occur. Thin layer materials cutting by ultrafast lasers produces essentially no residual stress in the material resulting in higher edge strength as well as high-quality processing in micro-machining. Ultrafast lasers also provide greater control of depth and selectivity with respect to the bottom
layer because more materials are removed as vapor which there is less thermal diffusion in the vertical direction.

1.3.3 Laser Doping

The use of laser to dope silicon semiconductor began during the 1960s. A high-efficiency solar cell through which single-junction photovoltaic cells have theoretical efficiency limits greater than 50% by laser photochemical doping [21]. To dope semiconductor, many possible methods are available. It includes ingot doping, ion implantation, alloying using impurity metals, dopant diffusion (liquid or solid phase) using gases or doped materials deposited by epitaxy. However, for building up pn-junctions is challenging on development of highly effective and robust low-cost doping techniques. Epitaxial dopant diffusion requires high temperatures and ion implantation needs a heating step to heal substrate damage and to activate the implanted dopants. Moreover, oxygen contamination in these techniques also is carefully considered [22]. Therefore, there is great interest in the further development of laser doping of semiconductor materials.

Since high temperatures are necessary for diffusion, strong optical absorption is required in a substrate. The laser energy is absorbed in semiconductor materials on a timescale of the electron-phonon scattering events which is about $10^{-13}$ second, starts to be redistributed into vibrational modes of the atomic system. Therefore, heating rates approaching $10^{15}$ K/s are achievable with femto- and pico-second pulses in the heated zone. For nano-second pulses regime, thermal energy delivered during the initial portion of the pulse can diffuse a distance during the
remainder of the pulse. Thus, the temperature profile induced is influenced by heat diffusion during in this time regime.

By using laser doping technique, concentrations orders of magnitude beyond the equilibrium solubility limit which results in a drastic increase in both the visible and infrared absorptance of silicon, increased gain and extended photoresponse in silicon-based photodetectors can be obtained. Defects such as vacancies, dislocations and micro-cracks can be generated by laser-induced heating, stresses and shock waves that may significantly enhance diffusion due to thermal diffusion and stress effects. The real concentration of vacancies can be much higher than their equilibrium concentration. Also laser-induced heating can significantly reduce the heating up and cooling down times by providing fast heating and cooling rates associated with traditional furnace processing.

Laser doping for solar cells was developed at the University of New South Wales as laser-doped selective emitter (LDSE) for improvement of cell efficiency [23]. Through laser doping, openings in the dielectric layer are created and heavily doped simultaneously as the laser beam passes in a single process step can be obtained. Therefore, it imposes localized heating on the wafer to form heavily doped selective emitters, while sparing the remaining area from high temperature processes. Local confinement of chemical and physical reactions up to several nanometer ranges can be obtained through laser doping technique. The precise depth of diffusion as well as the shape of the dopant profile can be accurately controlled by adjusting the amount of laser radiation entering the sample. This ability to fabricate ultra-shallow source and drain
junctions is critically important to the continued scaling of deep submicron in semiconductor industry.

Laser doping can be achieved by introducing the dopants as a gas, a liquid, a thin film, or by ion. Laser doping techniques can be categorized into three processing types: 1) gas immersed laser doping (GILD), 2) wet laser doping with liquids and 3) dry laser doping with solid films which is also known as laser induced melting of pre-deposited impurity doping (LIMPID). GILD technique by using a XeCl laser to simultaneously dissociate adsorbed species and drive them into the n- and p-type silicon developed for As$^+$ doping for a depth of 600 Å by Carey et al. [24]. In gas phase precursors, the atomic species for doping by absorption, and dissociation of, can be liberated by direct photon absorption or by vibrational energy transfer of laser radiation. The precursors can decompose upon random collision with the laser excited surface. Furthermore, annealing by laser involves heating the substrate sufficiently to re-distribute and activate the atoms, while simultaneously recrystallizing the damaged semiconductor surface. Landi et al. [25] modeled one-dimensional laser doping of silicon with arsenic by GILD technique. Their model showed that the role of multiple pulses in producing an abrupt box-like doping profile.

In gaseous dopant precursor, the effectively infinite dopant source present in the ambient atmosphere during doping enables the formation of a continuous doped surface layer in parallel with surface texturing. The vast majority of precursors used for laser doping have been specifically designed for more established thin film technologies such as vapor- and liquid-phase epitaxy (VPE and LPE) or chemical vapor deposition (CVD).
Another laser process pioneered by the Fraunhofer, liquid chemical processing (LCP) creates a selective emitter in a manner similar to that of LDSE, in that it uses a laser to simultaneously pattern the SiNx layer while inducing localized dopant diffusion with different delivery mechanism for the phosphorous-containing liquid rather than being applied to the entire wafer surface. The liquid is directed at the wafer in the form of a jet that also serves as a light guide to deliver the laser beam. They presented a theoretical consideration to be able to simulate laser heating, phase changes, evaporation and dopant diffusion for pulse lengths down to a few nanoseconds. Comprehensive modeling of laser doping has been performed in case of liquid-phase diffusion by Fogarassy et al. [26]. The model shows that the agreement for gradual increase in doped depth with the higher laser flunces as expected by the increased melting depth. Good agreed models and experimental results obtained for a ruby laser irradiation of thin films of various dopants such as Sb, Ga, Bi and In which are deposited on silicon substrates.

Since GILD and wet laser doping tend to impose challenges associated with complexity of the laser system, costs and throughput in a production environment, the dry laser processing (LIMPID) is currently seen as the most viable option for laser doping. This enhances the cell’s response to solar energy and can significantly increase overall performance.

1.3.4 Silicon Carbide

Silicon carbide (SiC) is an attractive wide bandgap semiconductor material for gas sensor applications in harsh environments due to high melting temperature, high thermal conductivity,
high breakdown field, and good oxidation-resistant properties at elevated temperatures. The properties of SiC are summarized in Table 1-1. Since SiC is a semiconductor material, integration of microsensors, microactuators, and integrated circuits on a common substrate using microfabrication techniques are possible.

Table 1-2: Properties of silicon carbide [27, 28].

<table>
<thead>
<tr>
<th></th>
<th>3C</th>
<th>4H</th>
<th>6H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity (W/cm²°C)</td>
<td>3.6</td>
<td>3.7</td>
<td>4.9</td>
</tr>
<tr>
<td>Thermal diffusivity (cm²/s)</td>
<td>1.6</td>
<td>1.7</td>
<td>2.2</td>
</tr>
<tr>
<td>Bulk modulus (GPa)</td>
<td>250</td>
<td>220</td>
<td>97</td>
</tr>
<tr>
<td>Dielectric constant (static)</td>
<td>9.72</td>
<td>9.66 (⊥c axis)</td>
<td>10.03 (∥c axis)</td>
</tr>
<tr>
<td>Energy gap (eV)</td>
<td>2.36</td>
<td>3.23</td>
<td>3.0</td>
</tr>
<tr>
<td>Effective electron mass (in units of m₀)</td>
<td>0.68</td>
<td>0.29</td>
<td>2.0</td>
</tr>
<tr>
<td>longitudinal mₑ/m₀</td>
<td>0.25</td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td>transverse mₜ/m₀</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effective hole masses (in units of m₀)</td>
<td>0.6</td>
<td>~1</td>
<td>~1</td>
</tr>
<tr>
<td>Breakdown field (V/cm)</td>
<td>~10⁶</td>
<td>3-5×10⁶</td>
<td>3-5×10⁶</td>
</tr>
<tr>
<td>Mobility (cm²/V·s) Electrons</td>
<td>≤800</td>
<td>≤900</td>
<td>≤400</td>
</tr>
<tr>
<td>Holes</td>
<td>≤320</td>
<td>≤120</td>
<td>≤90</td>
</tr>
<tr>
<td>Diffusion coefficient (cm²/s)</td>
<td>≤20</td>
<td>≤22</td>
<td>≤10</td>
</tr>
<tr>
<td>Electrons</td>
<td>≤8</td>
<td>≤3</td>
<td>≤2</td>
</tr>
<tr>
<td>Holes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Refraction index (Infrared)</td>
<td>2.55</td>
<td>2.55 (⊥c axis)</td>
<td>2.55 (∥c axis)</td>
</tr>
<tr>
<td></td>
<td>2.59 (∥/c axis)</td>
<td>2.59 (∥/c axis)</td>
<td></td>
</tr>
</tbody>
</table>
In fact, SiC showing polytypes of various stacking sequences with the same Si-C sub-unit. There are more than 170 of these polytypes known, but technologically important ones are 3C-, 4H-, and 6H-SiC (Ramsdell notation). In all main polytypes of SiC, some atoms have been observed in association with cubic (symbol C) and with hexagonal (symbol H) lattice sites. SiC is composed of carbon and silicon in a stoichiometric ratio of 1:1 in the diamond unit cell. Each atom is bonded to four atoms of the respective other element in tetrahedral configuration. The stacking sequence is shown for the three most common polytypes, 3C, 4H and 6H in Table 1-2. The basic building block of SiC is a hexagonal bilayer with alternating site occupation in which each element is exclusively positioned in one of the two upper or lower sublayers. Imagine a layer of Si atoms stacked hexagonal patterns as A position on the first layer and the next layer that can placed according to a closed packed structure will be placed on the B position or the C position. The different polytypes will be constructed by permutations of these three positions. For instance will the 6H-SiC polytype have a stacking sequence ABCACB… The number thus denotes the periodicity and the letter the resulting structure which in this case is hexagonal. The 3C-SiC polytype is the only cubic polytype and it has a stacking sequence ABCABC… or ACBACB… A common crystalline defect is the so called double positioning boundary (DPB), which is a commonly seen possible stacking sequence ABCABC and ACBACB meet. The growth of 3C-SiC on on-axis 6H-SiC substrates and the consequent evolution and control of the DPB defect has been studied in detail by Powell et al. [29].
Table 1-3: Crystallographic properties of silicon carbide [27, 28].

<table>
<thead>
<tr>
<th></th>
<th>3C</th>
<th>4H</th>
<th>6H</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stacking sequence viewed in the [1120] plane</strong></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td><strong>Crystal structure</strong></td>
<td>Zinc blende</td>
<td>Hexagonal</td>
<td>Hexagonal</td>
</tr>
<tr>
<td><strong>Stacking sequence</strong></td>
<td>ABC</td>
<td>ABAC</td>
<td>ABCACB</td>
</tr>
<tr>
<td><strong>Space group</strong></td>
<td>F-43m</td>
<td>P6₃mc</td>
<td>P6₃mc</td>
</tr>
<tr>
<td><strong>Atomic base</strong></td>
<td>Si 0, 0, 0 C 1/4, 1/4, 1/4</td>
<td>Si 0, 0, 0 Si 2/3, 1/3, 1/2 C 0, 0, 3/16 C 2/3, 1/3, 11/16</td>
<td>Si 0, 0, 0 Si 2/3, 1/3, 1/6 Si 1/3, 2/3, 1/3 C 0, 0, 1/8 C 2/3, 1/3, 7/24 C 1/3, 2/3, 11/24</td>
</tr>
<tr>
<td><strong>Lattice parameter (nm)</strong></td>
<td>a = 0.43596 (\approx a_{\text{hex}} = 0.30828)</td>
<td>a = 0.308051 c = 1.008481</td>
<td>a = 0.308129 c = 1.51198</td>
</tr>
<tr>
<td><strong>Stacking fault energy</strong></td>
<td>0.1 mJ/m²</td>
<td>14.7 mJ/m²</td>
<td>2.5-2.9 mJ/m²</td>
</tr>
<tr>
<td><strong>Hexagonality</strong></td>
<td>0%</td>
<td>33%</td>
<td>50%</td>
</tr>
</tbody>
</table>

Due to the stacking sequence, it is likely that the surface energy of different sites differs. This energy would be a superposition of energies ranging far down in the crystal, which would be acting as a sort of memory. In the sequence, the A position has a different surrounding lattice than the B and C positions. We call this position the hexagonal site, \(h\). It is simply characterized as the turning point of the zig zag pattern. The other two positions (B and C) are called cubic, \(k_1\) and \(k_2\). An impurity replacing a host atom at one of the three sites will obtain a different binding
energy depending on the site it replaces. Thus, 4H-SiC has two binding energies for the nitrogen donor, which has consequences when designing devices. 6H-SiC has three energy levels for nitrogen and 3C-SiC has only one [30].

With similar crystallographic characteristics, the structures fall into two categories referred to as alpha (α) and beta (β) silicon carbide (Thibault notation). The α category contains primarily hexagonal, rhombohedral and trigonal structures while the β category contains one cubic or zinc blende structure. The cubic or zinc blende structure, referred to as β-SiC, 3C-SiC, is expected to have the high electron mobility (≤800 cm²/V·s). The beta form is also a potential substrate for important cubic structured materials such as α-GaN and diamond. The beta polytype, although having the most favorable electrical characteristics, is difficult to grow in a monocrystalline form due to its apparent metastability resulting in a solid state transformation into an alpha structure [30]. Due to the difficulty in the growth of β-SiC, most commercial efforts for producing bulk monocrystalline growth have concentrated on the more easily prepared α polytype, referred to as 4H- and 6H-SiC. In the area of epitaxial growth of thin films, though, both 3C and 6H-SiC are of considerable commercial interest with both n- and p-type conductivity possible with the addition of the appropriate impurities. Early experiments were often made on 3C-SiC, which had been grown on Si wafers, but this material is not as good as the bulk crystal growth using a seeded sublimation method now available [30].

The electronic bandgap of different polytypes varies from 2.4 to 3.3 eV. With these different bandgaps of different polytypes and their lattice parameters parallel to the hexagonal bilayers being practically equal, the development of strain free heterostructures composed from different
polytypes appears feasible. A different, yet similarly important aspect for the successful use of SiC in device production is the generation of oxide films. In particular, for metal-oxide-semiconductor field-effect-transistor (MOSFET) devices and passivation layers a low defect density is essential both in the oxide layer itself and at the SiC/SiO$_2$ interface [31].

Due to reduction of the number of electron-hole pairs formed from thermal activation across the bandgap, the 4H polytype is the most common for electronic devices at high temperature operation. The 3C-SiC polytype is more common for MEMS-based sensors due to its high electron mobility and ability to be epitaxially grown on Si (thus greatly decreasing the cost of wafers) [27, 28].

However, SiC has several advantages over other wide-bandgap semiconductors at the present time including commercial availability of substrates, known device processing techniques, and the ability to grow a thermal oxide for use as masks in processing, device passivation layers, and gate dielectrics. SiC device crystals have traditionally had orders of magnitude fewer crystal dislocation defects than GaN [31]. Thus, it is not surprising that more wide bandgap research aimed at high ambient temperature devices has been carried out on SiC than GaN. As a result, SiC is more advanced in some important technology areas than the III-Ns, such as better control of crystal impurities needed to realize electronic devices. Dopant impurity diffusion is practically nonexistent in the wide bandgaps for envisioned operating temperatures (< 600°C), but elements that interfere with electrical properties (such as hydrogen) can undesirably be activated at this temperature in the III-N crystals. Crystal dislocation defects present in both SiC and GaN adversely affect the I-V properties of p-n junctions, causing leakage currents larger than those
predicted [31]. Therefore, commercialization of these devices cannot be expected until the technology has matured somewhat. The high quality of the SiC material available today and the maturity of the processing technology has allowed commercialization of SiC devices to begin.

Difficult crystal growth and material quality challenges remain to be surmounted in these materials. Mass-produced single-crystal SiC wafers have been commercially available for more than a decade, while III-nitride (III-N) device crystals have mostly been grown by heteroepitaxy on foreign substrates like sapphire and SiC. Therefore, more wide bandgap research at high temperature devices focused on SiC. This includes Schottky diodes and UV photo-detectors [32, 33]. It has also permitted the demonstration of high quality prototypes of other devices, such as large-area (>1 mm$^2$) SiC X-ray detectors based on Schottky diodes which function in a wide range of operating temperature up to 150°C [34]. Therefore, if commercialization is to be realized in the near future, SiC is the preferred material for the development of gas sensors that can function in extreme environments.

In this study, the infrared optical photon detector based on SiC is described with uncooled condition. The detection principle and infrared response is explained, and the various devices that have been developed are described together with a number of applications in which they have been tested.
1.4 Objectives

The purpose of this research was to characterize the optical infrared detector which was fabricated in silicon carbide using laser doping technique. This dissertation consists of largely two parts. The first part is for laser doing and the second part is for characterizing performances of the doped infrared detector. The infrared detector is based on the semiconductor optics principle, i.e., an energy gap is created in a semiconductor by doping it with an appropriate dopant to ensure that the energy gap matches an emission spectral line for infrared wavelength of interest. The application of this infrared detection was applied for gas detection as well. Modeling work and experimental work for each part are included in this research. To achieve this objective following research accomplishments were attained:

Laser doping in silicon carbide

a) Development of thermal and diffusion model in order to obtain the dopant concentration profile by considering spatially-varying temperature-dependent diffusion coefficient in a diffusion model.

b) Experimental work of laser doping with the process parameters which was optimized in the model.

c) Analyze the doped sample to verify whether the incorporation of dopant into silicon carbide modifies the absorption characteristics of the as-received sample by examining the optical properties of the doped sample.
Characterization of performance as optical infrared detector

a) Modeling of optical property for doped silicon carbide which was tested of optical response with the probe beam.

b) Development of theoretical values of noise equivalent temperature difference (NETD) and detectivity.

c) Experimental test of optical response on the doped sample.

d) Obtaining experimental values of NETD and detectivity.

Gas sensor application

a) Experimental work of laser doping in silicon carbide with dopants.

b) Optical response test of the doped samples to verify the capability of gas detection.
CHAPTER 2: LASER DOPING

2.1 Introduction

Silicon carbide (SiC) has numerous polytypes and the most commonly available phases are the cubic (3C-SiC) and hexagonal (6H-SiC and 4H-SiC) crystal structures. Crystalline SiC is an attractive material for modern electronics involving high temperature, high frequency, and high power device applications due to its high thermal conductivity (4.9 W/cm·K), high melting temperature (3100 K peritectic temperature), high breakdown field (3-5 MV/cm), and very good radiation- and oxidation-resistant properties [35, 36]. However some of the thermochemical properties of SiC, such as high melting point, very good thermal and chemical stability and very low diffusion coefficient of impurities, cause the incorporation and activation of dopants in SiC by the conventional thermal diffusion process extremely difficult. Many dopant atoms occupy the interstitial positions in the lattice during the diffusion process and they must be transferred to the substitutional sites to create electrically active doped sites. The conventional solid state diffusion process, which occurs under an isothermal condition in a furnace to form diffused layers of impurities, is inappropriate for diffusion at high activation energies (1.29-2.69 eV) in SiC [36]. The laser doping technique is a nonisothermal solid state diffusion process in which the substrate is not melted and the diffusion can be carried out at much higher temperatures than in the conventional diffusion process. This nonisothermal, high temperature diffusion mechanism enhances the dopant diffusion coefficient.
Usually the dopant diffusion coefficients are very low in ion-implanted substrates. The diffusion coefficient of B in SiC was found to be $4.38 \times 10^{-14}$ cm$^2$/s for which transient and field-enhanced diffusion of implanted B was proposed for the migration of B within 4H-SiC [37-39]. A lower limit was determined to be $7.0 \times 10^{-12}$ cm$^2$/s for the effective diffusion coefficient of B at 1600°C. Usov et al. [40] reported very low diffusion coefficient of Al in SiC as $2.0 \times 10^{-15}$ cm$^2$/s at 1700°C, pointed out that the structure of the implanted layer may have a strong effect on the redistribution of Al and proposed a dissociative diffusion mechanism during the high-temperature implantation.

The ion implantation process causes significant lattice damage. In spite of annealing the implanted samples at extremely high temperatures (1400-1700°C) for redistributing and activating the dopants, a large fraction of the implanted ions remains at the interstitial sites, resulting in poor electrical activity. Laser doping was examined as a promising alternative technique because of its several advantages [41-46]. It can be carried out at room temperature ambient, unlike the large volume heating in furnace-based doping, by heating only the doped region to a high temperature with a laser beam. This localized heating was utilized to demonstrate doping from gas or solid precursor [47-49] and annealing of ion-implanted SiC [50].

Forming shallow junctions, particularly p+ shallow junctions, is difficult by the conventional ion implantation technique due to the lack of controlling low energy ion beams precisely. Doping techniques were developed using excimer lasers to form very shallow junctions in silicon wafers [51-53]. Silicon absorbs excimer lasers strongly in the near-surface region due to its large absorption coefficient. So the pulsed laser can heat up a very thin surface layer to high temperatures and produce a shallow doped region with solid phase dopant solubility much higher than those obtained by the conventional isothermal diffusion process.
Polytype phase transitions were observed in ion-implanted SiC crystals annealed at high temperatures [54-56]. Such phase transitions are not desirable for electronic devices. At high temperatures, most common metals or metal silicides used in modern device fabrication melt and the properties of most common dielectrics such as SiO$_2$ change. Laser annealing is considered to prevent the polytype phase transition since the implanted layer is heated to the annealing temperature within a very short (50 – 150 ns) laser pulse, inducing rapid heating and cooling of the layer [55].

Tian et al. [57, 58] studied the diffusion of nitrogen and aluminum in SiC using pulsed excimer and Nd:YAG lasers. They presented a diffusion model based on temperature-averaged diffusion coefficient by dividing the dopant concentration profile into two distinct regions, near-surface and far-surface regions. For these two regions, they determined the effective diffusion coefficients as 2.4×10$^{-5}$ and 9.2×10$^{-6}$ cm$^2$/s for nitrogen and 1.2×10$^{-5}$ and 1.3×10$^{-6}$ cm$^2$/s for aluminum, respectively, which are six orders of magnitude higher than the typical values for these two dopants in SiC. Bet et al. [59] examined the effects of the laser electromagnetic field and thermal stresses on the dopant diffusion during laser doping. They doped SiC with Cr and reported its effective diffusion coefficients as 4.61×10$^{-10}$ cm$^2$/s at 2898 K and 6.92×10$^{-12}$ cm$^2$/s at 3046 K for 6H-SiC and 4H-SiC, respectively, and demonstrated that almost all of the Cr atoms were in their electrically activated state. They also analyzed the surface roughness and crystalline quality of the laser-doped sample by atomic force microscopy and high resolution transmission electron microscopy, respectively, and demonstrated that the laser-doping process did not damage the substrate surface and crystalline order of the sample.
In this study, Ga atoms are incorporated into n-type 4H-SiC using a continuous wave (CW) Nd:YAG laser of wavelength 1064 nm and the dopant concentration profiles were measured using secondary ion mass spectrometry (SIMS). A CW laser heating model is presented to determine the temperature distribution in the SiC substrate during the laser doping process, whereas the previous studies [57-61] considered pulsed laser heating. The dopant concentration profile is determined theoretically by considering spatially-varying temperature-dependent diffusion coefficient in a diffusion model, which differs from the previous models [57-61] where the dopant profiles were divided into two regions and the temperature was considered constant in each region. Therefore the present model enables fitting the experimental dopant profile with a single theoretical curve. Comparing the SIMS data to the model predictions, the pre-exponential factor and activation energy for the diffusion of Ga are determined. The substrate was scanned with different number of laser passes to control the dopant concentration profile in order to study the effect of laser passes on the diffusion coefficient, which was not investigated in previous studies.

### 2.2 Experimental Procedure

An n-type 4H-SiC substrate of length, width and thickness 10, 10 and 0.375 mm, respectively, was cleaned by soaking it in H$_2$O$_2$:H$_2$SO$_4$ (1:1 by volume) solution for 15 minutes. It was then rinsed with de-ionized water and dipped into buffered oxide etchant. The clean substrate was
placed in a chamber of 1 mTorr vacuum. The experimental laser doping setup is shown in Figure 2-1.

Figure 2-1: Experimental setup for laser doping of n-type 4H-SiC with Ga.

A bubbler containing triethylgallium \((\text{C}_2\text{H}_5)_3\text{Ga}\) was used to dope the substrate. The precursor vapor was produced by placing the bubbler in a water bath of temperature 100°C and the vapor was carried to the vacuum chamber with a carrier gas Ar. The substrate was simultaneously heated with a CW Nd:YAG laser to produce Ga atoms by thermal decomposition of the precursor vapor at the laser-heated spot and to induce the diffusion of Ga atoms into the substrate. A laser beam of power 10.5 W was delivered to the substrate with a lens of focal length 150 mm
to create a laser spot of diameter 200 μm on the substrate surface. The laser beam scanning was achieved by moving the substrate at the speed of 0.8 mm/s in the $x$ direction with an $x$-$y$ translation stage (Figure 2-2).

Figure 2-2: Doped quadrants of dimensions 3 mm × 3 mm each for different number of laser scans.

After scanning a distance of 3 mm, the substrate was moved in the $y$ direction and the scanning was repeated in the $x$ direction. This cycle was continued to produce a doped region of length 3 mm and width 3 mm in one quadrant at the top surface of the substrate. Similarly the other three quadrants were doped by varying the number of laser passes. The substrate was at room temperature at the starting moment of each scan in the $x$ direction.
After the doping experiment, the sample was cleaned with a KOH (45 wt. %) solution and then rinsed with acetone, methanol and de-ionized water to carry out SIMS studies. The dopant depth and concentration distribution were measured using a PHI Adept 1010 Dynamic SIMS system with $O_2^+$ sources forming the primary ion beam of current 200 nA and voltage 5 kV. All measurements were performed under the following conditions, raster size 200 µm, depth resolution 1 nm, mass resolution 100 amu, mass range 0 - 340 amu, quadrupole mass analyzer, and the detection area was 5% of the raster area. With these conditions, the analyzed area is estimated to be 200 µm × 200 µm.

2.3 Mathematical Models

2.3.1 Thermal Model for Temperature Distribution

The density of phonons, i.e., the random vibrational motions of the Si, C and Ga atoms, depends on the temperature of the substrate. Thus the temperature affects the diffusion of dopant atoms in the substrate. The laser-induced temperature distribution can be estimated by solving the heat conduction equation for a given doping condition. In the present case, the optical properties of the n-type SiC substrate at the wavelength of the laser are such that the substrate reflects the incident laser beam partially and absorbs it partially as the laser beam propagates through the substrate. The absorption occurs due to the interaction between the laser beam and the free carriers of the n-type substrate, resulting in a volumetric source of thermal energy for heating the
substrate. Since the laser beam moves relative to the substrate, the heating process involves three-dimensional, transient heat conduction with advection. To simplify the thermal analysis in this study, the following one-dimensional, transient heat conduction equation is considered because most of the heat conducts in one direction along the thickness of the substrate:

\[
k \frac{\partial^2 T(z,t)}{\partial z^2} + S(z) = \rho_D C_p \frac{\partial T(z,t)}{\partial t},
\]

(2-1)

where \(k\), \(\rho_D\) and \(C_p\) are the thermal conductivity, density and specific heat capacity at constant pressure of the 4H-SiC substrate, respectively, and \(T(z,t)\) represents the temperature of the substrate at any depth \(z\) (Figure 2-2) and time \(t\). \(S(z)\) is the volumetric heat source given by [62, 63] \(S(z) = I_0 \mu (1 - R) e^{-\mu z}\) for a laser beam propagating in the \(z\) direction, where \(I_0\) is the laser irradiance at the substrate surface, \(\mu\) is the absorption coefficient of the substrate and \(R\) is its reflectivity. The boundary and initial conditions for Equation (2-1) are given by

\[
\frac{\partial T}{\partial z} = 0 \quad \text{at} \quad z = 0, \tag{2-2}
\]

\[
-k \frac{\partial T}{\partial z} = h_{\text{air}} (T - T_{\infty}) \quad \text{at} \quad z = d, \tag{2-3}
\]

\[
T(z,0) = T_i \quad \text{at} \quad t = 0, \tag{2-4}
\]
where $h_H$ is the heat transfer coefficient, $T_o$ is the ambient temperature inside the vacuum chamber far away from the bottom surface of the substrate, $d$ is the substrate thickness and $T_i$ is its initial temperature. Defining a set of dimensionless variables as $T_i(z_1, t_1) = \frac{T(z, t) - T_o}{\left[(1 - R)I_0 \mu d^2\right]^{\frac{1}{k}}}$,

$z_1 = \frac{z}{d}$ and $t_1 = \frac{t}{\tau_i}$, where $\tau_i$ is the laser-substrate interaction time given by the ratio of the laser beam diameter to the laser scanning speed relative to the substrate, and letting

$T_i(z_1, t_1) = \theta(z_1, t_1) + \frac{1}{(\mu_i)^2} e^{-\mu_i z_1} - \frac{z_1}{\mu_i} \frac{1}{\mu_i} \left[1 + Bi\right] - \frac{1}{\mu_i} \left\{\frac{1}{\mu_i} - Bi\right\}$ where $\mu_i = \mu d$ and $Bi$ is the Biot number given by $Bi = \frac{hd}{k}$. Equation (2-1) and the boundary and initial conditions (Equations. (2-2)-(2-4)) can be written as follows

$$\frac{\partial^2 \theta(z_1, t_1)}{\partial z_1^2} = \frac{1}{Fo} \frac{\partial \theta(z_1, t_1)}{\partial t_1},$$

(2-5)

where $Fo$ is the Fourier number, $Fo = \frac{\alpha \tau}{d^2}$, and $\alpha$ is the thermal conductivity, $\alpha = \frac{k}{\rho C_p}$,

$$\frac{\partial \theta(z_1, t_1)}{\partial z_1} = 0 \text{ at } z_1 = 0,$$

(2-6)
\[-\frac{\partial \theta(z_1,t_1)}{\partial z_1} = (Bi) \theta(z_1,t_1) \text{ at } z_1 = 1, \tag{2-7}\]

and

\[\theta(z_1,0) = \frac{T_i - T_\infty}{I_0 \mu d^2 (1-R) \frac{1}{k}} - \frac{1}{(\mu_1)^2} e^{-\mu_1 z_1} + \frac{z_1}{\mu_1} - \frac{1}{\mu_1} \{1 + Bi\} + \frac{e^{-\mu_1}}{\mu_1} \left\{ \frac{1}{\mu_1} - Bi \right\}. \tag{2-8}\]

Equation (2-3) can be solved by the method of separation of variables to obtain the temperature distribution as

\[
T(z,t) = T_\infty + \frac{1}{k} \left\{ (1-R) I_0 \mu d^2 \right\} \left[ \sum_{n=1}^{\infty} \left( \frac{(T_i - A_1)f_2 - A_1 f_3 - \frac{1}{(\mu_1)^2} f_4}{f_1} \right) \cos(\lambda_n z_1) B_4 e^{-\lambda_n^2 \rho_0 t} \right.
\]

\[
+ \left. \frac{1}{(\mu_1)^2} e^{-\mu_1 z_1} - \frac{z_1}{\mu_1} + \frac{1}{\mu_1} \{1 + Bi\} - \frac{e^{-\mu_1}}{\mu_1} \left\{ \frac{1}{\mu_1} - Bi \right\} \right] \tag{2-9}
\]

where the eigenvalues, \(\lambda_m\), are obtained by solving the transcendental equation \(\lambda_m \tan(\lambda_m) = Bi\), and \(f_1, f_2, f_3\) and \(f_4\) are given by

\[
f_1 = \frac{Bi + \lambda_m^2 + Bi^2}{2(\lambda_m^2 + Bi^2)}, \quad f_2 = \frac{\sin(\lambda_m)}{\lambda_m}, \quad f_3 = -\frac{1}{\lambda_m^2} + \frac{\cos(\lambda_m)}{\lambda_m^2} (1 + Bi)
\]

and

\[
f_4 = \mu_1 + e^{-\mu_1} \frac{\cos(\lambda_m z_1) (Bi - \mu_1)}{(\mu_1)^2 - \lambda_m^2}. \tag{2-9}\]

The temperature distribution, \(T(z,t)\), is obtained from
Equation (2-9) and used in the following diffusion model to determine the temperature-dependent diffusion coefficient of Ga in SiC during laser doping.

2.3.2 Diffusion Model with Temperature-Dependent Diffusion Coefficient

Due to the localized heating capability of lasers with precise control on energy delivery, the substrate can be heated to very high temperatures for doping different regions selectively without any melting. The temperature varies along the depth of the substrate, providing a nonisothermal mechanism for the diffusion of dopant atoms. Also high temperatures represent high energy states for the random vibrational motions of the atoms, which can facilitate the migration of dopants. The dopant concentration distribution is modeled using the following one-dimensional, transient diffusion equation [64]:

$$\frac{\partial}{\partial z} \left[ D_0 e^{\left( \frac{Q}{k_B T(z,t)} \right)} \frac{\partial C(z,t)}{\partial z} \right] = \frac{\partial C(z,t)}{\partial t} ,$$  \hspace{1cm} (2-10)

where $D_0$, $Q$ and $k_B$ are the pre-exponential factor, activation energy per atom and the Boltzmann constant, respectively. $D_0 e^{\left( \frac{Q}{k_B T(z,t)} \right)}$ is the temperature-dependent diffusion coefficient of Ga in 4H-SiC, where $T(z, \tau)$ is used instead of $T(z,t)$ because the substrate is expected to attain a quasi-steady state temperature distribution within the laser-substrate interaction time $\tau$, as the laser beam passes over the substrate. The boundary and initial conditions for Equation (2-10) are
\( C(0,t) = C_0 \) at \( z = 0 \),  
\( (2-11) \)

\( C(\infty,t) = 0 \) as \( z \to \infty \),  
\( (2-12) \)

and

\( C(z,0) = C_i(z) \), \( (2-13) \)

where \( C_0 \) and \( C_i(z) \) are the dopant concentration at the substrate surface and the initial dopant concentration distribution in the substrate, respectively, which are obtained from the SIMS data for the doped samples. For different number of laser passes, \( C_i(z) \) is given by

\( C_i(z) = 0 \) for the first pass, \( (2-14) \)

\( C_i(z) = C_i(z,0) \) for the second pass, \( (2-15) \)

\( C_i(z) = C_i(z,0) \) for the third pass, \( (2-16) \)

and
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\( C_i(z) = C_j(z,0) \) for the fourth pass. \((2-17)\)

The Laplace transform of Equation (2-10) yields

\[
D_T(T(z,\tau)) \frac{d^2 \overline{C}(z,s)}{dz^2} + D_T'(T(z,\tau)) \frac{d \overline{C}(z,s)}{dz} - \frac{s}{D_0} \overline{C}(z,s) = \frac{-C_j(z)}{D_0},
\]

\((2-18)\)

where \( D_T(T(z,\tau)) = e^{\left(\frac{q}{4\pi \rho_T(z,\tau)}\right)} \) and \( D_T'(T(z,\tau)) = \frac{dD_T(T(z,\tau))}{dz} \). Equation (2-18) can be simplified (see Appendix A) to obtain the following expression for the dopant concentration distribution.

\[
C(z,t) = \frac{1}{(D_T(T(z,\tau)))^{1/4}} \left[ C_0(D_T(T(0,\tau)))^{1/4} \text{erf} \left( \frac{L(z)}{2 \sqrt{D_t}} \right) + \int_{0}^{L(z)} F(z') \left[ \exp \left( -\frac{(L(z') + L(z))^2}{4D_t} \right) - \exp \left( -\frac{(L(z) - L(z'))^2}{4D_t} \right) \right] \frac{dz'}{\sqrt\pi} \right] \\
+ \int_{0}^{L(z)} F(z') I_{G_0} dz' - \int_{0}^{L(z)} F(z') I_{G_0} dz',
\]

\((2-19)\)

where
Equation (2-19) is used to calculate the dopant concentrations at various depths by varying the values of $D_0$ and $Q$, and these two parameters are determined by reducing the error between the theoretical results and the SIMS data.
2.4 Results and Discussion

2.4.1 Temperature Distribution in SiC during Laser Doping

The temperature distribution in the substrate is calculated using Equation (2-9) for various thermophysical properties listed in Table 2-1.

Table 2-1: Properties of n-type 4H-SiC substrate with the optical properties at the wavelength of 1064 nm.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absorption coefficient, $\mu$ (cm$^{-1}$)</td>
<td>45.73</td>
</tr>
<tr>
<td>Absorptance of SiC substrate, $A$</td>
<td>0.67</td>
</tr>
<tr>
<td>Reflectance of SiC substrate, $R$</td>
<td>0.15</td>
</tr>
<tr>
<td>Heat transfer coefficient, $h_H$ (W/cm$^2$·K)</td>
<td>5</td>
</tr>
<tr>
<td>Thermal conductivity, $k$ (W/cm·K)</td>
<td>3.7</td>
</tr>
<tr>
<td>Thermal diffusivity, $\alpha$ (cm$^2$/s)</td>
<td>1.7</td>
</tr>
<tr>
<td>Thickness of substrate, $d$ (μm)</td>
<td>375</td>
</tr>
</tbody>
</table>

The laser irradiance was varied to calculate the optimum temperature for laser doping by maintaining the substrate temperature below its melting temperature, which is the peritectic temperature of 3100 K for SiC, in this study. These calculations enable selecting the laser doping
parameters to prevent any thermal damage and crystalline phase transformation of the substrate. Figure 2-3 shows the temperature distribution at time $t = \tau = 0.25\ s$ over the entire thickness (375 $\mu$m) of the substrate.

![Temperature Distribution](image)

**Figure 2-3:** Temperature distribution along the depth of the substrate during laser doping for 4 laser passes.

The maximum temperature is 2172 K at the surface for the case of doping with 4 laser passes and it gradually decreases due to cooling through heat dissipation along the thickness. Based on these calculations, the laser parameters were selected for carrying out the doping experiments as discussed in section 2.2. The laser irradiance at the substrate surface was 334.23 kW/cm$^2$. 
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2.4.2 Current-Voltage (I-V) Characteristics of the Doped Sample

The current-voltage characteristics of the sample were measured with a Tektronix 577 I-V curve tracer equipped with tungsten probes. Since the parent as-received sample was an n-type 4H-SiC substrate, which was doped with a p-type dopant Ga, a p-n junction is expected to form in the sample. The I-V characteristics of both the sample surface and p-n junction are presented in Figures 2-4(a) and (b) respectively. The surface I-V characteristics are symmetric for the forward and reverse biases, indicating no p-n junction formed at the sample surface. Figure 2-4(b), on the other hand, shows the typical p-n diode characteristics with large breakdown voltage in the reverse bias, while rapid increase in current for the forward bias.
Figure 2-4: Current-voltage plots for as-received n-type 4H-SiC sample and after the sample was doped with Ga (p-type dopant) under different numbers of laser passes: (a) measured on the same surface of the sample and (b) measured across the thickness of the sample with one probe on the p-doped side and the other probe on the parent n-type side.

The surface $I$-$V$ characteristics were measured with the probes placed 1 mm apart on the silver contacts at the surface of each sample. While the symmetric $I$-$V$ curves are due to the measurements of the surface characteristics, the nonlinear current responses could be due to Schottky contacts between the probes and sample. In the nonlinear regime where diffusion current dominates, the curves are parallel within the scope of experimental error, indicating that all of the samples have the same resistance. In the linear regime, however, the resistances for the as-received, one-pass, two-pass, three-pass, and four-pass samples are found to be 282, 31.3, 20.8, 8.33 and 4.55 k$\Omega$, respectively, indicating that higher dopant concentration reduces the
surface resistance. This trend could be due to the effect of the p-n junction beneath the surface with higher built-in potential at higher dopant concentrations, which may affect the flow of electrons from one probe to the other probe. Also higher dopant concentrations may affect the work function at the surface of the doped region, which can reduce the contact resistance between the sample surface and metal contact. For Figure 2-4(b), the I-V characteristics were measured across the sample thickness with one probe in contact to the p-doped side and the other probe contacting the as-received n-type side. The results in this figure indicate that the laser-doped Ga atoms were effective in forming p-n diodes of different I-V characteristics corresponding to different dopant concentrations. The I-V trend of the parent as-received sample indicates that the probes might form Schottky contacts with the sample.

2.4.3 Dopant Profiles in SiC

Typical values of the Ga dopant concentration, which are obtained from the SIMS analysis, are presented in Figure 2-5 for 4 laser passes. The original SIMS data of arbitrary units are converted to cm$^{-3}$ using an ion-implanted n-type 4H-SiC standard, which was prepared by implanting Ga ions into the substrate with a dose of $10^{16}$ cm$^{-2}$ at 150 keV.
The concentration profile of the ion-implanted sample exhibits an increasing and then decreasing trends in the near- and far-surface regions, respectively, which differ from the monotonically decreasing trend of the profile obtained by laser doping. The concentration of Ga is found to be $6.25 \times 10^{20}$ cm$^{-3}$ at the substrate surface, which exceeds its solid solubility limit ($1.8 \times 10^{19}$ cm$^{-3}$) in SiC [65].

The ability to predict and control the dopant concentration profiles is important for the design and development of semiconductor and optoelectronic devices. Equation (2-19) can be used to calculate the dopant profiles provided the temperature-dependent diffusion coefficient, particularly the values of $Q$ and $D_0$, are known. These two diffusion parameters are determined...
in this study by comparing the experimental dopant profiles, i.e., the SIMS data, to the theoretical profiles obtained from Equation (2-19) for different values of $Q$ and $D_0$. The experimental dopant concentrations, $C_{ex}(z, \tau)$ for $i = 1, 2, 3, \ldots, N$, are obtained from the SIMS data at $N$ different points along the depth of the substrate. The theoretical dopant concentrations, $C_{th}(z, \tau)$ for $i = 1, 2, 3, \ldots, N$, are calculated from Equation (2-18) by substituting the temperature, $T(z, \tau)$, obtained from the thermal model of Equation (2-9) and by selecting certain representative values of $Q$ and $D_0$. The absolute percentage error between the experimental and theoretical results are calculated as $\varepsilon_i(Q, D_0) = \left\{ \frac{C_{ex}(z, \tau) - C_{th}(z, \tau)}{C_{ex}(z, \tau)} \right\} \times 100$ for each selected depth $z$ and for different values of $N$ such as $N = 10, 15, 20$. From these values of $\varepsilon_i(Q, D_0)$, the largest value is selected as the maximum percentage error $\varepsilon_m(Q, D_0)$ for a given set of $Q$ and $D_0$ used for calculating $\varepsilon_i(Q, D_0)$. Then another set of $Q$ and $D_0$ is selected to determine $\varepsilon_m(Q, D_0)$. The maximum percentage errors are plotted in Figures 2-6(a-d) as a function of $Q$ with $D_0$ as the parameter for each doped quadrant corresponding to a specific number of laser pass.
Figure 2-6: Maximum error for different number of laser passes; (a) one-pass, (b) two-pass, (c) three-pass and (d) four-pass, showing $\varepsilon_m$ for determining the values of $Q$ and $D_0$. 
Good fitting can be obtained between the theoretical curves and the experimental dopant profiles by changing these two parameters. For $D_0 = 7.8 \times 10^{-3}$ cm$^2$/s, the least value of the maximum error, $\varepsilon_m$, is found to be 50.73% for the one-pass doped quadrant with corresponding $Q = 1.9$ eV as shown in Figure 2-6(a) and listed in Table 2-2.

Table 2-2: Diffusion parameters of Ga in n-type 4H-SiC during laser doping.

<table>
<thead>
<tr>
<th>Number of laser passes</th>
<th>Activation energy $Q$ (eV)</th>
<th>Pre-exponential factor $D_0$ (cm$^2$/s)</th>
<th>Maximum error $\varepsilon_m$ (%)</th>
<th>Surface temperature $T(0, \tau)$ (K)</th>
<th>Diffusion coefficient $D$ (cm$^2$/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.9</td>
<td>$7.8 \times 10^{-3}$</td>
<td>50.73</td>
<td>2168</td>
<td>$2.99 \times 10^{-7}$</td>
</tr>
<tr>
<td></td>
<td>1.91</td>
<td>$7.83 \times 10^{-3}$</td>
<td>42.9</td>
<td>2168</td>
<td>$2.87 \times 10^{-7}$</td>
</tr>
<tr>
<td>2</td>
<td>1.9</td>
<td>$8.4 \times 10^{-3}$</td>
<td>48.35</td>
<td>2169</td>
<td>$3.63 \times 10^{-7}$</td>
</tr>
<tr>
<td></td>
<td>1.89</td>
<td>$8.41 \times 10^{-3}$</td>
<td>40.65</td>
<td>2169</td>
<td>$3.3 \times 10^{-7}$</td>
</tr>
<tr>
<td>3</td>
<td>1.9</td>
<td>$9.4 \times 10^{-3}$</td>
<td>44.25</td>
<td>2171</td>
<td>$3.23 \times 10^{-7}$</td>
</tr>
<tr>
<td></td>
<td>1.88</td>
<td>$9.43 \times 10^{-3}$</td>
<td>38.99</td>
<td>2171</td>
<td>$4.25 \times 10^{-7}$</td>
</tr>
<tr>
<td>4</td>
<td>1.8</td>
<td>$1.1 \times 10^{-2}$</td>
<td>46.98</td>
<td>2172</td>
<td>$7.32 \times 10^{-7}$</td>
</tr>
<tr>
<td></td>
<td>1.84</td>
<td>$1.05 \times 10^{-2}$</td>
<td>36.81</td>
<td>2172</td>
<td>$5.53 \times 10^{-7}$</td>
</tr>
</tbody>
</table>
It can be seen in Table 2-2 that the values of $Q$ and $D_0$ vary in the second decimal point onwards for reducing the value of $\varepsilon_m$ from 50.73% to 42.9%, which do not affect the value of the diffusion coefficient significantly. For the cases of two-, three- and four-pass, the diffusion parameters $Q$ and $D_0$ are obtained by determining the least value of the maximum error, $\varepsilon_m$, from Figures 2-6(b-d), respectively, and listed in Table 2-2 with the corresponding diffusion coefficients. The surface temperature, $T(0,\tau)$, which is calculated from Equation (2-9), is slightly higher for the case of four-pass than for one-pass. The temperature depends on two optical properties of the substrate, absorption coefficient and reflectance, which are affected by the dopant concentration in the substrate. To determine the optical properties such as the reflectance, transmittance, absorbance and absorption coefficient of the doped samples at the wavelength 1064 nm, a Nd:YAG laser of this wavelength was incident on the sample at a small incident angle. The incident, reflected and transmitted powers of the laser beam were measured with a power meter, which are denoted by $P_i$, $P_r$ and $P_t$ respectively. The reflectance, transmittance and absorbance are given by $P_r / P_i$, $P_t / P_i$ and $(P_t - P_r - P_i) / P_i$ respectively. The absorption coefficient ($\mu_a$) was calculated using the relation $\mu_a = \frac{1}{d} \ln \left( \frac{P_i - P_r}{P_t} \right)$ based on the Beer-Lambert law.

Since the dopant concentration increases as the number of laser passes increases, these two properties are different for the four samples. The absorption coefficients are 45.73, 52.74, 53.01 and 53.2 cm$^{-1}$ for the as-received, one-, two- and three-pass samples, respectively, and the corresponding reflectances are 0.15, 0.14, 0.14 and 0.13 at 1064 nm wavelength. $T(0,\tau)$ is
calculated using these optical properties assuming that the thermophysical properties of the substrate are not affected by the dopant concentration. The surface temperature and, consequently, the diffusion coefficient, increase due to the decrease in reflectance as the number of laser passes increases.

The values of $Q$ and $D_0$ are listed in Table 2-2 for the maximum errors, i.e., $\varepsilon_m(Q, D_0) = 42.9\%, 40.65\%, 38.99\%$ and $36.81\%$ for one-, two-, three- and four-pass cases respectively. The maximum error is less for the case of four-pass than for one-pass. The activation energy, pre-exponential factor and diffusion coefficient are $1.84$ eV, $1.05\times10^{-2}$ cm$^2$/s and $5.53\times10^{-7}$ cm$^2$/s at the substrate surface, respectively, for four-pass and the corresponding values are $1.91$ eV, $7.83\times10^{-3}$ cm$^2$/s and $2.87\times10^{-7}$ cm$^2$/s for one-pass. The variation of diffusion coefficients is shown in Figure 2-7 as a function of the substrate temperature for different laser passes.
Figure 2-7: Diffusion coefficients as a function of temperature for different number of laser passes.

The diffusion coefficient has the highest value at the substrate surface and then it decreases linearly along the depth as the substrate temperature decreases, which may be due to more random vibrational motions of the Si, C and Ga atoms at high temperatures than at low temperatures. Another reason could be that the dopant atoms can diffuse by occupying the vacancies and interstitial sites created by laser irradiation and that the vacancy density decreases as the distance from the hottest point increases. It should be noted that the diffusion coefficient is higher for 4 laser passes than for 1 pass. This result may be explained by considering that a certain number of vacant and interstitial sites are created in each laser pass and a fraction of these sites is occupied by the dopant atoms during the pass. In the subsequent pass, the left-over sites from the previous pass and the newly created sites during the current pass contribute to the
migration of the dopant atoms, causing enhanced diffusion coefficient as the number of laser passes increases.

Based on the values of $Q$ and $D_0$ obtained above, the theoretical Ga concentration distributions are calculated using Equation (2-18) for different laser passes and compared to the experimental concentrations in Figure 2-8.

Figure 2-8: Comparison of experimental (SIMS data) and calculated Ga concentration profiles for different number of laser passes.

Although the theoretical results predict the same trend as the experimental data, the difference between the theory and experiment is small in the case of doping with 4 laser scans for which the maximum error, $e_m(z_i, \tau)$, has the least value as indicated in Table 2.2. The surface concentrations
and the diffusion lengths of Ga are listed in Table 2.3 for four different laser passes showing that the concentrations and the lengths increase as the number of passes increases.

Table 2-3: Surface concentration and diffusion lengths of Ga in n-type 4H-SiC substrate.

<table>
<thead>
<tr>
<th>Number of laser passes</th>
<th>Surface concentration $C(z,t)$ (cm$^3$)</th>
<th>Diffusion length $z$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$1.15 \times 10^{19}$</td>
<td>42</td>
</tr>
<tr>
<td>2</td>
<td>$1.19 \times 10^{20}$</td>
<td>128</td>
</tr>
<tr>
<td>3</td>
<td>$3.22 \times 10^{20}$</td>
<td>210</td>
</tr>
<tr>
<td>4</td>
<td>$6.25 \times 10^{20}$</td>
<td>360</td>
</tr>
</tbody>
</table>

The concentration of Ga is about 1000 times higher at the substrate surface than at the end of the diffusion length inside the substrate, which may be due to the following effects. The presence of a surface partially relieves the stress caused by the mismatch in the atomic size of the dopant and matrix atoms, since the atoms are surrounded by certain types of atoms (Si, C and Ga) on one side of the surface and are exposed to different atoms of the ambient medium on the other side of the surface. Also there is a stress field near the surface due to atomic reconstruction and rapid cooling inherent in laser processing. These effects enhance the impurity solubility and diffusion causing high dopant concentrations near the surface [66].
The dopant atoms dissolve substitutionally in the SiC lattice by interacting with native point defects of interstitials or vacancies [67]. The vacancy concentration can be much higher during laser heating than when the substrate is at room temperature because of thermal diffusion in the steep temperature gradient (Soret effect) at the laser-heated surface, thermal stresses due to nonisothermal heating, laser-induced shock waves, electronic excitations and random vibrational motions of the atoms. Therefore the dopant concentration is generally high in the near-surface region. The enhanced diffusion coefficient and the increase in the surface concentration of Ga indicate that excess point defects of vacancies and interstitials are produced during laser doping.

### 2.5 Conclusions

Gallium was incorporated into n-type 4H-SiC substrate using a CW Nd:YAG laser for different number of laser scans. The laser parameters were selected using a thermal model to incorporate dopants without melting the substrate. Particularly solid-phase diffusion of Ga was achieved below the peritectic temperature of SiC. The surface $I-V$ curves show that higher dopant concentrations reduce the resistance at the sample surface, while the bulk $I-V$ characteristics across the sample thickness indicate the doped samples as p-n diodes. The surface concentration and the diffusion length of Ga are $6.25 \times 10^{20}$ cm$^{-3}$ and 360 nm respectively for the case of four laser passes, which are higher than the cases of fewer laser passes. Using the experimental Ga concentration, the activation energy, pre-exponential factor and diffusion coefficient were calculated by a method of parameter fitting based on a diffusion model involving temperature-
dependent diffusion coefficient. The values of these diffusion parameters are 1.84 eV, $1.05 \times 10^{-2}$ cm$^2$/s and $5.53 \times 10^{-7}$ cm$^2$/s, respectively, for the case of four laser passes. The diffusion coefficient is five orders of magnitude higher than the typical diffusion coefficient of Ga in SiC, which indicates that the laser doping process enhances the dopant diffusion coefficient significantly. Comparison of experimental and calculated dopant concentration profiles shows that they exhibit similar trends along the depth of the substrate.
CHAPTER 3: MODELING OF REFLECTANCE AS A FUNCTION OF DOPANT CONCENTRATION

3.1 Introduction

The operating principle of the SiC optical photodetector is that the photons of this wavelength excite electrons from the valence band to the dopant energy level. Consequently the electron densities are modified in these two energy levels, which affect the refraction index of the semiconductor and, therefore, the reflectance of the doped region changes. Since the Ga atoms form a deep energy level in 4H-SiC, the electron density in this acceptor level is expected to be small at room temperature in the absence of MWIR irradiance. In the presence of MWIR irradiance, however, this acceptor level will be populated by electrons. Considering the electron densities in these three levels, the refraction index of the doped sample at the He-Ne laser wavelength in the presence of MWIR irradiance can be obtained by the classical multi-oscillator Lorentz model for non-absorbing dense media. This change in the reflectance, which constitutes the optical response of the detector, is probed with a helium-neon (He-Ne) laser. Both the He-Ne laser beam and the MWIR waves can undergo multiple reflections in the 4H-SiC sample, increasing the absorption of photons in the detector.

The dopant concentration is one of the most important parameters for controlling the performance of detectors because it affects the density of states and, therefore, the population of photoexcited carriers. However, it affects the dark current as well, increasing the detector noise at high dopant concentrations. The dopant concentration also affects the photon absorption
quantum efficiency, detectivity and the background-limited infrared performance temperature [68]. It has been shown that high absorption quantum efficiency corresponds to high absorption coefficient as a function of dopant concentration but such detectors also exhibit substantially high dark current. Yang et al. [69] investigated the optimal dopant concentration ($10^{18}$ cm$^{-3}$) to increase the quantum efficiency and decrease the dark current of a quantum-well infrared photodetector.

### 3.2 Infrared Radiometry

Radiometry concerns collection of electromagnetic energy from an arbitrary extended source. In general, it is necessary to take into account the geometry of the source-detector system to calculate the signal incident on the detector. The detector intercepts a small fraction of the radiated signal among all of the emitted radiations. To compute radiation exchange between any two surfaces, it is needed to calculate the view factor which is defined as the fraction of the radiation leaving the surface of a radiation source that is intercepted by surface of the detector as shown in Figure 3-1.
Figure 3-1: View factor associated with radiation exchange between differential surfaces of area \(dA_i\) and \(dA_j\) [70].

The subscripts \(i\) and \(j\) are substituted by \(s\) and \(S\) for the source and lens, respectively, in the analysis below.

Infrared radiations are electromagnetic waves in the wavelength range longer than the visible wavelengths, lying from 0.75 \(\mu\)m (1.65 eV) to 1000 \(\mu\)m (1.2 meV). A typical infrared radiation source is a blackbody, which is an idealized cavity with emissivity approaching unity. The radiant energy it emits at a particular wavelength is a function of the wavelength and its temperature. Planck’s blackbody radiation theory provides the following formula for the spectral radiance of a blackbody at any temperature \(T\) [71]:

\[
L_{\lambda,b}(\lambda, T) = \frac{C_1}{\lambda^5} \left[ \exp\left(\frac{C_2}{\lambda T}\right) - 1 \right], \tag{3-1}
\]
which represents the amount of energy emitted per unit time per unit area of a blackbody surface per unit solid angle per unit wavelength interval $\Delta \lambda$ about the wavelength $\lambda$, i.e., $L_{\lambda,b}(\lambda, T)$ is in units of W/m$^2$·sr·μm, where the wavelength $\lambda$ is in units of micrometer (μm). Here the first and second radiation constants are $C_1 = 2hc^2 = 1.191 \times 10^8$ W·μm$^4$/m$^2$·sr and $C_2 = hc/k_B = 1.439 \times 10^4$ μm·K, where $h$, $c$ and $k_B$ are the Planck constant, speed of light in vacuum and Boltzmann constant respectively. To obtain the spectral radiance in terms of photon, Equation (3-1) can be divided by $hc/\lambda$ (energy per photon) $L_{\lambda,\lambda} = L_{\lambda,b}(\lambda, T)\lambda / hc$.

Equation (3-1) can be used to determine the spectral radiance of a real body such as a stainless steel (S. S.) surface, which is given by $L_{\lambda,s}(\lambda, T) = \varepsilon_{\lambda,s}(\lambda, T)\times L_{\lambda,b}(\lambda, T)$, where $L_{\lambda,s}(\lambda, T)$ and $\varepsilon_{\lambda,s}(\lambda, T)$ are the spectral radiance and spectral emissivity of the S. S. surface, respectively, at any temperature $T$. The emissivity of heavily oxidized S. S. has been reported to be 0.7 at the wavelengths 4.21 and 4.63 μm [70]. The reason for considering the MWIR wavelength 4.63 μm at this point will become clear when the optical properties of the detector are discussed in the section on results and discussion. $L_{\lambda,b}(\lambda, T)$ is plotted in Figure 3-2 as a function of wavelength to show the changes in the radiance and the dominant spectral range as the temperature increases.
Spectral radiance, \( L_{\lambda,T} \) (mW/mm\(^2\)-sr-\( \mu \)m) at different wavelengths. 
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Figure 3-2: Spectral radiance of blackbody as a function of wavelength at different temperatures.

At 100°C, the spectral radiances of the S. S. surface are 6.61 and 9.43 \( \mu \)W/mm\(^2\)-sr-\( \mu \)m at 4.21 and 4.63 \( \mu \)m respectively. At 200°C, the spectral radiances of the S. S. surface are 45.87 and 54.96 \( \mu \)W/mm\(^2\)-sr-\( \mu \)m at 4.21 and 4.63 \( \mu \)m respectively. Since the results in Figure 3-2 show that the radiances of a blackbody are negligibly small at lower temperatures for these two wavelengths, the detector response has been examined in this study at higher temperatures starting at 200°C.

From spectral radiance vs. wavelength plot, we see that the blackbody spectral distribution has a maximum and that the corresponding wavelength \( \lambda_{max} \) depends on temperature. The plot of \( \lambda_{max} \) versus source temperature is a hyperbola. The analytic relationship can be derived from the condition for the peak of Equation (3-1) by setting the partial derivative with respect to \( \lambda \) equal...
to zero. In so doing, we obtain $\lambda_{max}T = C_3$, where the third radiation constant is $C_3 = 2897.8 \mu m K$. It is known as Wien’s displacement law, which the decrease in the wavelength of peak radiance as the temperature increases is quantified by the law. For example, a blackbody source at $T = 120, 200$ and $400^\circ C$ have its maximum spectral radiance at approximately 7.37, 6.13 and 4.31 $\mu m$, respectively. According to this result, the maximum spectral radiance is displaced to shorter wavelengths with increasing temperature. The temperature of $\lambda_{max}$ in MWIR ranges from 89.25-693°C. With second partial derivative of the Wien’s displacement law in terms of temperature we can consider of how much the radiance changes with temperature, which is also important to the sensitivity of an infrared system. At a source temperature of $T = 200$ and $400^\circ C$, we have maximum contrast $\partial L_{\lambda,b}(\lambda, T)/\partial T$ occurring at wavelength of about 6.13, 5.09 and 3.58 $\mu m$ from Equation (3-2), which is not the wavelength for maximum radiance.

$$\lambda_{max} = \frac{2410 \mu m K}{T}$$ \hspace{1cm} (3-2)

At the wavelength of 4.21 $\mu m$, the maximum contrast occurring at a source temperature of 572.447 K.

The amount of energy that reaches the lens of area $A_S$ from the source of area $A_s$ per unit time is given by

$$q_{s \rightarrow S} = \int_{\lambda_0 - \Delta \lambda / 2}^{\lambda_0 + \Delta \lambda / 2} \int_{\lambda_0 - \Delta \lambda / 2}^{\lambda_0 + \Delta \lambda / 2} e_{\lambda,s}(\lambda, T) L_{\lambda,b}(\lambda, T) \cos \theta_s \cos \theta_d dA_s \frac{dA_S}{r^2} d\lambda,$$ \hspace{1cm} (3-3)
where

\[ dA_s = \text{Differential surface area of the source.} \]

\[ dA_S = \text{Differential surface area of the source lens.} \]

\[ r = \text{Radius vector joining the differential areas } dA_s \text{ and } dA_S. \]

\[ \theta_s = \text{Angle subtended by } r \text{ with the normal to the area } dA_s. \]

\[ \theta_S = \text{Angle subtended by } r \text{ with the normal to the area } dA_S. \]

\[ \lambda_0 = \text{Central wavelength of the detector response.} \]

\[ \Delta\lambda_0 = \text{Full width at half maximum around } \lambda_0. \]

Generally, the emissivity, \( \varepsilon_{\lambda,s}(\lambda, T) \), and the blackbody radiance, \( L_{\lambda,b}(\lambda, T) \), depend on the direction in which the radiation is emitted. It is assumed that the stainless steel surface is a diffuse emitter and, therefore, \( \varepsilon_{\lambda,s}(\lambda, T) \) and \( L_{\lambda,b}(\lambda, T) \) will be independent of direction. So the irradiance on the lens, \( (I_s(T)) \), can be written as follows using Equation (3-4):

\[
I_s(T) = \frac{q_{s \rightarrow S}}{A_S} = \pi \left[ 1 \int \frac{\cos \theta_s \cos \theta_S}{\pi r^2} dA_s dA_S \right]_{\lambda_0 + \Delta\lambda_0/2}^{\lambda_0 - \Delta\lambda_0/2} \int_{\lambda_0 - \Delta\lambda_0/2}^{\lambda_0 + \Delta\lambda_0/2} \varepsilon_{\lambda,s}(\lambda, T) L_{\lambda,b}(\lambda, T) d\lambda \tag{3-4}
\]

\[
= \pi F_{Ss} \int_{\lambda_0 - \Delta\lambda_0/2}^{\lambda_0 + \Delta\lambda_0/2} \varepsilon_{\lambda,s}(\lambda, T) L_{\lambda,b}(\lambda, T) d\lambda
\]
where $F_{Ss}$ is the view factor as the source is viewed by the source lens and it is given by

$$F_{Ss} = \frac{1}{A_S} \int \int \frac{\cos \theta_s \cos \theta_s}{\pi r^2} dA_r dA_s. \quad (3-5)$$

By the reciprocity relation,

$$A_s F_{Ss} = A_s F_{sS}. \quad (3-6)$$

Applying Equation (3-6) into Equation (3-5), the irradiance on the source lens is given by

$$I_s(T) = \pi \frac{A_s}{A_S} F_{sS} \int_{\lambda_0 - \Delta \lambda}^{\lambda_0 + \Delta \lambda} \varepsilon_{\lambda, s}(\lambda, T) L_{\lambda, b}(\lambda, T) d\lambda. \quad (3-7)$$

The absorbed irradiance on the detector (Ga-doped 4H-SiC) is given by $I_d(T) = \alpha_d I_s(T)$, where $\alpha_d$ is the absorptivity of the detector.

The view factors are tabulated in Ref. [71] for different geometries and arrangements of the source and viewing surfaces. For this study, which involves the geometry of coaxial parallel disks (radii of the disks are $\tilde{r}_i$ and $\tilde{r}_j$), the view factor is calculated using the equation shown in Figure 3-3.
3.3 Infrared Optics

Optical design in the infrared is similar in principle to its in the visible range. Thus many of the design principles of visible optics are directly applicable to the infrared. However, there are some differences; for example, ordinary glass is opaque to IR beyond 3 \( \mu \text{m} \), whereas germanium, which is opaque in the visible range, is transparent from 1.8 \( \mu \text{m} \) to 25 \( \mu \text{m} \). In the infrared range a convenient way to visualize the radiant flux from the radiation source is as a series of wave front that passes through an optical system.
Figure 3-4: Ray geometry of the irradiance to the detector with one focusing lens.

The symbols of geometrical optics in Figure 3-4 are,

\[ \theta_{i1} = \text{Angle on the interface of an incident beam with the optical axis.} \]

\[ \theta_{t1} = \text{Angle on the interface of a transmitted beam with the optical axis.} \]

\[ \theta_1 = \text{Supplement of apex angle of the beam with } \theta_{i1}. \]

\[ C = \text{Center of the lens surface curvature.} \]

\[ n_{i1} = \text{Refraction index of the first incident medium.} \]

\[ n_{i2} = \text{Refraction index of the second incident medium.} \]

\[ n_{i3} = \text{Refraction index of the third incident medium.} \]

\[ n_{t1} = \text{Refraction index of the first transmitted medium.} \]
$n_{i2}$ = Refraction index of the second transmitted medium.

$p_1$ = Maximum point of the ray on the first medium.

$p_2$ = Maximum point of the ray on the second medium.

$p_o$ = Maximum point of the object.

$p_I$ = Maximum point of the image.

$R_l$ = Radius of the lens sphere.

$y_1$ = Height of an incident point on the first interface from the optical axis.

$y_2$ = Height of a transmitted point on the second interface from the optical axis.

$y_o$ = Height of the object (radiation source) from the optical axis.

$y_I$ = Height of the image (detector) from the optical axis.

Applying Snell’s law in Figure 3-4 at point $p_1$ yields $n_{ii}sin(\theta_{ii} + \theta_i) = n_{ii}sin(\theta_{ii} + \theta_i)$. For small $(\theta_{ii} + \theta_i), sin(\theta_{ii} + \theta_i) = (\theta_{ii} + \theta_i)$. It becomes $n_{ii}(\theta_{ii} + y_i/R_l) = n_{ii}(\theta_{ii} + y_i/R_l)$ because $\theta_i = y_i/R_l$.

This expression can be rewritten as $n_{ii}\theta_{ii} = n_{ii}\theta_{ii} - ((n_{ii} - n_{ii})/R_l)y_i$ by rearranging the terms. The power of a single refracting surface is $P_1 = (n_{ii} - n_{ii})/R_l$. Therefore, the refraction equation for the first interface is [72]

$$n_{ii}\theta_{ii} = n_{ii}\theta_{ii} - P_1y_i.$$  (3-8)
The ray advances through the source lens and the height of the transmitted beam at \( p_2, y_{tl} \), can be related to the height of the incident beam, \( y_{il} \), as \( y_{tl} = y_{il} + d_{21} \theta_{tl} \) on the basis that \( \tan(\theta_{tl}) \approx \theta_{tl} \).

This is known as the transfer equation. Assuming \( \theta_{tl} \) to be negligible, \( y_{tl} \) can be expressed as

\[
y_{tl} = 0 + y_{il}.
\]  \hspace{1cm} (3-9)

Equations (3-8) and (3-9) can be rewritten in the following matrix form:

\[
\begin{bmatrix}
1 & -P_1 \\
n_{il} \theta_{il} & 0 & 1
\end{bmatrix}
\begin{bmatrix}
n_{il} \theta_{il} \\
y_{il}
\end{bmatrix}.
\]  \hspace{1cm} (3-10)

Equation (3-10) is the refraction matrix. Similarly, we have \( n_{i2} \theta_{i2} = n_{il} \theta_{i} \) and \( y_{i2} = d_{21} \theta_{i1} + y_{i1} \).

This could be written as

\[
\begin{bmatrix}
n_{i2} \theta_{i2} \\
y_{i2}
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & n_{il} \theta_{il} \\
d_{21} / n_{i1} & 1
\end{bmatrix}
\begin{bmatrix}
n_{il} \theta_{il} \\
y_{il}
\end{bmatrix}.
\]  \hspace{1cm} (3-11)

Equation (3-11) is the transfer matrix. Equations (3-10) and (3-11) yield the following refraction and transfer matrices, respectively.

\[
M_R = \begin{bmatrix}
1 & -P_1 \\
0 & 1
\end{bmatrix},
\]  \hspace{1cm} (3-12)
The optical system matrix is then defined by the product of the refraction and transfer matrices:

\[ M_s = M_{R,2}M_{T,21}M_{R,1}, \quad (3-14) \]

where \( M_{R,2} \) is the refraction matrix of the second interface and it can be expressed as

\[ M_{R,2} = \begin{bmatrix} 1 & -P_2 \\ 0 & 1 \end{bmatrix} \quad \text{and} \quad M_{T,21} = \begin{bmatrix} 1 & 0 \\ d_{21}/n_{11} & 1 \end{bmatrix}, \quad M_{R,1} = \begin{bmatrix} 1 & -P_1 \\ 0 & 1 \end{bmatrix}. \]

Therefore, the system matrix is written as

\[ M_s = \begin{bmatrix} 1 & \frac{P_2d_{21}}{n_{11}} & -P_1 & -P_2 + \frac{P_2P_1d_{21}}{n_{11}} \\ d_{21}/n_{11} & 1 & \frac{P_1d_{21}}{n_{11}} \end{bmatrix}. \quad (3-15) \]

The concept of image formation enters directly from the object (radiation source) to the image planes (detector area). Consequently, the first operator \( M_{T,10} \) transfers the reference point from the object. The next operator \( M_5 \) then carries the ray through the source lens, and a final transfer \( M_{T,12} \) bring it to the image plane. Thus the ray at the image point \( p_I \) is given by
Equation (3-16) was derived for height of the object \((y_0)\) which is the radius of the radiation source. \(y_I\) is height of the detector and it is 4.2 \(\mu m\) in the experimental setup.

### 3.4 Optical Property of the Detector

#### 3.4.1 Absorption Mechanism

Three absorption mechanisms are of interest for infrared detector applications of photodetector devices: (1) bandgap or intrinsic absorption where the photon energy must be higher than the bandgap, (2) impurity level-to-band absorption, used in extrinsic infrared photodetectors, and (3) free carrier absorption, in which the photon energy is absorbed by free carriers in either conduction or valence band.

The intrinsic semiconductors have a fundamental absorption edge, which is caused by the onset of optical transitions across the fundamental bandgap of the material. This is the physical processes that occur when electrons are excited between the bands of a solid by making optical transitions. This process is called interband absorption and it gives rise to sharp lines in the
absorption and emission spectra. During the transition an electron jumps from the band at lower energy to the one above it by absorbing a photon. The Pauli exclusion principle demands that there is an electron in the initial state in the lower band and the final state in the upper band must be empty, equivalent to the creation of an electron-hole pair. It is apparent that the minimum energy is bandgap of the material \( E_g \) and interband transitions will not be possible unless \( h\nu > E_g \). The mutual Coulomb attraction between an electron in the conduction band a hole in the valence band, which is called excitons, is negligibly small in this direct semiconductors (e.g., free excitons in silicon and germanium have 14 meV and 4 meV respectively).

Extrinsic semiconductor of infrared detector is the controlled doping of semiconductors with impurities such as donors and acceptors. Impurities added to a semiconductor can usually be categorized as “donors” or “acceptors”. Donors are atoms that have one extra valence electron compared to the atoms in the surrounding lattice. The extra electron does not participate in bonding orbitals and hence is only weakly bound to the impurity by the Coulomb force. At low temperature, the electron orbits around the impurity in a way that can be modeled by the Bohr model of the atom.

The binding energy \( (E_b) \) is typically of the order of \( kT \) at room temperature so at room temperature the electron is ionized into the conduction band and is free to move around as a conduction electron. Acceptors have one valence electron less than the host material such as a group III element in Si or Ge. In this case, the acceptor provides an empty state or a “hole” where a valence electron could sit. If this hole moves away from the acceptor (i.e. if a neighboring valence electron occupies this available state), the acceptor becomes negatively
charged and the positive hole may end up being bound by Coulomb interactions, just like the donor electrons. Again, though, the binding energy is small and at room temperature, the holes may move freely around as positive charge-carriers. Because these are so weakly bound, the valence-band-acceptor and donor-conduction-band transitions are not seen at room temperature. They can, however, be observed at low temperatures, such as the example of valence-band-to-acceptor absorption in Boron-doped Si at low temperature. These absorption resonances occur in the far infrared (here at least ~30 meV).

The impurity levels give rise to two new absorption mechanisms, in addition to any of the free carrier effects when the acceptor states are occupied. If the acceptor states are empty, then it will be possible to absorb light by exciting electrons from the valence band to the acceptor states as discussed before. The other absorption mechanism is free carrier absorption which results from the excitation of a free carrier into an available state higher in its respective band. The carrier density is the density of free electrons or holes generated by the doping process. The only difference between electrons and holes in free carriers is in the effective mass that is used. The presence of free carriers leads to the absorption of light which is called free carrier absorption and can be observed below the fundamental absorption edge at the bandgap where the semiconductor would normally be transparent.

Optical transitions can take place in which an electron is promoted from an occupied state below the Fermi energy level ($E_F$) in the light hole (lh) band to an empty one in the heavy hole (hh) band above $E_F$. It is known as intervalence band absorption in p-type semiconductors. Other intervalence band transitions are possible in which an electron is promoted from the split-off (SO)
band to either the lh or hh band, which is denoted as the energy $E$ of the holes in the different bands against the hole wave vector $k$.

### 3.4.2 Reflectance of the SiC Detector at He-Ne Laser Wavelength

Both the He-Ne laser beam and the MWIR waves can undergo multiple reflections in the 4H-SiC sample, increasing the absorption of photons in the detector. This will improve the quantum efficiency and, therefore, the detector response. The undoped as-received sample offers two air–SiC interfaces at the top and bottom surfaces of the sample as shown in Figure 3-5(a). On the other hand, the Ga-doped sample has three interfaces between the air and doped region, doped region and silicon carbide, and silicon carbide and air as shown in Figure 3-5(b).
Figure 3-5: Multiple reflection in (a) as-received and (b) as-received and Ga-doped 4H-SiC layers.

When the He-Ne beam is incident on the top surface of the as-received 4H-SiC sample, a fraction of this beam is reflected, absorbed and transmitted in the sample. These fragmented beams undergo further reflection and transmission at the bottom surface of the sample. Summing powers of all the rays at various points on the top (reflectance) surface such as $A_r$, $B_r$ and $C_r$ and on the bottom (transmittance) surface such as $A_t$, $B_t$ and $C_t$ in Figure 3-5(a), the reflectance ($\rho_{u,j}$) and transmittance ($\tau_{u,j}$) of the undoped sample can be written as follows for $j$-th wavelength [73]:

$$\rho_{u,j} = R_{as,j} + \frac{R_{as,j}(1-R_{as,j})^2 e^{-2n_e \rho_e}}{1-R_{as,j}^2 e^{-2n_e \rho_e}},$$

(3-17)
\[
\tau_{u,j} = \frac{(1 - R_{as,j})^2 e^{-\mu_u d_u}}{1 - R_{as,j}^2 e^{-2\mu_u d_u}},
\]

(3-18)

where the subscripts \( j = l \) and \( j = \lambda \) represent the optical properties for the He-Ne laser and MWIR wavelengths respectively. For example, \( \rho_{as,l} \) and \( \tau_{as,l} \) would be the reflectivity and transmissivity at the interface of air and silicon carbide based on Fresnel formula, respectively, and \( \mu_{u,l} \) is the absorption coefficient of the undoped sample for the He-Ne laser wavelength. \( d_u \) is the thickness of the as-received undoped sample and it is \( d_u = 0.375 \) mm.

In the case of the doped sample, the interface between the doped region and silicon carbide, which is embedded in the sample as shown in Figure 3-5(b), will cause additional reflection and transmission of the beam. Summing the powers of the first reflected and transmitted beams at \( A_r, B_r \) and \( C_r \) and at \( A_t, B_t \) and \( C_t \), and the second reflected and transmitted beams at \( A_r', B_r' \) and \( C_r' \) and at \( A_t', B_t' \) and \( C_t' \), respectively, the reflectance (\( \rho_{d,j} \)) and transmittance (\( \tau_{d,j} \)) of the doped sample can be written as follows for \( j \)-th wavelength [73]:

\[
\rho_d = R_{am} + R_{du} (1 - R_{mu})^2 e^{-2\mu_u d_u} + \frac{R_{du} R_{mu} (1 - R_{mu})^2 e^{-4\mu_u d_u}}{1 - R_{du} R_{mu} e^{-2\mu_u d_u}}
\]

\[
+ (1 - R_{mu})^2 (1 - R_{du})^2 R_{du} e^{-2\mu_u d_u} e^{-2\mu_u d_d} + \frac{(1 - R_{mu})^2 (1 - R_{du})^2 R_{du} R_{dd} e^{-4\mu_u d_u} e^{-2\mu_u d_d}}{1 - R_{mu} R_{dd} e^{-2\mu_u d_u}}
\]

(3-19)
\[
\tau_d = (1 - R_{uu})(1 - R_{ud}) \left( 1 - \frac{R_{du} R_{ad} e^{-3\mu_d d_d} e^{-3\mu_u d_d} + (1 - R_{uu})(1 - R_{ad}) e^{-5\mu_d d_d} e^{-5\mu_u d_d}}{1 - R_{dd} e^{-2\mu_d d_d}} \right) \\
+ \frac{(1 - R_{uu})(1 - R_{ad}) R_{du} R_{dd} e^{-3\mu_d d_d} e^{-5\mu_u d_d}}{1 - R_{dd} e^{-2\mu_d d_d}}
\]

(3-20)

where \( \rho_d \) is the reflectance of the doped sample at the He-Ne laser wavelength in the presence of MWIR irradiance on the sample. The subscript \( ad \) in the reflectivity term represents the interface between the air and doped region, and \( du \) the interface between the doped region and undoped silicon carbide. \( R_{uu}, R_{du} \) and \( R_{ad} \) are the reflectivities at the interfaces between the air and undoped region, the doped and undoped regions, and the air and doped region, respectively. The absorption coefficients and thicknesses of the doped and undoped regions are denoted by \( \mu_d \) and \( \mu_u \), and \( d_d \) and \( d_u \), respectively.

Equation (3-19) is used to calculate the reflectance of the SiC detector at the He-Ne laser wavelength in the presence of MWIR irradiance. It is also used to determine the refraction and absorption indices of the Ga-doped region at the MWIR wavelength. The thickness of the doped region was taken to be the depth up to which the Ga atoms diffuse in the 4H-SiC substrate during the doping experiment, which was found to be 360 nm from the SIMS data for the sample doped with 4 laser-passes. The reflectivities \( R_{ad} \) and \( R_{du} \) can be determined from the Fresnel equation for normal incidence as follows:

\[
R_{ad} = \frac{(n_d - 1)^2 + (k_d)^2}{(n_d + 1)^2 + (k_d)^2}
\]

(3-21)
where \( n_d \) and \( \kappa_d \) are the refraction and absorption indices of the doped sample at the He-Ne laser wavelength in the presence of MWIR irradiance on the sample respectively. Similarly \( n_u \) and \( \kappa_u \) are the refraction and absorption indices of the undoped sample at the He-Ne laser wavelength in the presence of MWIR irradiance respectively. Since the absorption indices of the doped and undoped samples are negligibly small at the He-Ne laser wavelength and the changes in the refraction index of the undoped sample in the presence of MWIR irradiance are also negligibly small [31], only the refraction index of the doped sample will be considered to examine the reflectance change of the detector at the probe beam wavelength.

The electron densities in the conduction and valence bands and in the dopant energy level affect the refraction index. Since the Ga atoms form a deep energy level in 4H-SiC, the electron density in this acceptor level is expected to be small at room temperature in the absence of MWIR irradiance. In the presence of MWIR irradiance, however, this acceptor level will be populated by electrons. Considering the electron densities in these three levels, the refraction index of the doped sample at the He-Ne laser wavelength in the presence of MWIR irradiance \((n_d)\) can be obtained by the classical multi-oscillator Lorentz model for non-absorbing dense media, which yields the following dispersion equation [72]:

\[
R_{du} = \frac{(n_d - n_u)^2 + (\kappa_d - \kappa_u)^2}{(n_d + n_u)^2 + (\kappa_d + \kappa_u)^2}, \tag{3-22}
\]
\[
\frac{n_d^2(\omega) - 1}{n_d^2(\omega) + 2} = \frac{e^2}{3\varepsilon_0 m_e} \sum_{i=3}^{N_{e,j}} \frac{N_{e,j}}{\omega_{0i}^2 - \omega^2},
\]

(3-23)

where \(\varepsilon_0\) is the permittivity of free space and \(m_e\) is the mass of an electron. \(\omega_{0i}\) is the resonant frequency of the electrons in the \(i\)-th energy level in the presence of MWIR irradiance and \(\omega\) is the angular frequency of the He-Ne laser. \(N_{e,j}\) is the electron density corresponding to the resonant frequency \(\omega_{0i}\) \cite{74}, which represents the contributing number of electrons per unit volume in the conduction and valence bands and in the Ga dopant energy levels for \(i = 1, 2\) and \(3\), respectively, in the presence of MWIR irradiance. So \(N_{e,2}\) can be expressed as

\[N_{e,2} = N_{e,V} - N_{e,3},\]

where \(N_{e,V}\) is the initial free electron density in the valence band. \(N_{e,V}\) is given by \cite{75}

\[N_{e,V} = \frac{N_d - N_a}{2} + \sqrt{\left(\frac{N_d - N_a}{2}\right)^2 + n_i^2},\]

where \(N_d\) and \(N_a\) are the donor and acceptor concentrations, respectively, and \(n_i\) is the intrinsic electron concentration in a \(p\)-type semiconductor. This expression yields the free electron density for compensated semiconductor assuming that all donors and acceptors are ionized. \(N_{e,1}\), which is the free electron density in the conduction band, can be written as \cite{75}

\[N_{e,1} = \left(\frac{N_d - N_a}{2N_a}\right)N_C \exp\left(-\frac{E_g}{k_B T}\right),\]

where \(N_C\) is the effective density of states in the conduction band, which is written as \(N_C = 2\left(\frac{2\pi m_e k_B T}{\hbar^2}\right)^{3/2}\), and \(E_g, k_B\) and \(h\) are the energy bandgap of the semiconductor, and the Boltzmann and Planck constants respectively.
In the presence of MWIR irradiance, some of the electrons will jump from the valence band to the dopant level, which will change the electron densities in these two levels. The electron density, \( N_{e,3} \), in the dopant energy level due to the MWIR irradiance can be obtained by noting that 

\[
N_{e,3} = \frac{\tilde{N}_e}{A_d d_d},
\]

where the number of photoexcited electrons is 

\[
\tilde{N}_e = \eta_e \tilde{N}_p
\]

based on the definition of external quantum efficiency, and 

\[
\tilde{N}_p = I_p A_d t_e.
\]

Here \( \tilde{N}_p \) is the number of MWIR photons incident on the SiC detector, \( \eta_e \) is the external quantum efficiency, \( A_d d_d \) is the volume of the He-Ne probe beam inside the SiC detector, \( I_p \) is the photon flux incident on the detector surface from the MWIR source and \( t_e \) is taken as the time to reach the equilibrium population of electrons in the dopant energy level during the MWIR irradiance. \( I_p \) is related to the absorbed irradiance \( I_a(T) \) at a given radiation source temperature \( T \) by the expression 

\[
I_p = \frac{\lambda}{hc} \frac{I_a(T)}{\alpha},
\]

where \( c \) is the speed of light in vacuum and \( \alpha \) is the absorbance of the doped sample based on multiple reflections at the MWIR wavelength (\( \lambda \)). Therefore, \( N_{e,3} \) can be expressed as 

\[
N_{e,3} = \frac{\eta_e}{d_d} \frac{\lambda}{hc} \frac{I_a(T)}{\alpha} t_e.
\]

The equilibrium electron population time, \( t_e \), can be related to the acceptor concentration, \( N_a \), by noting that more holes are produced in the acceptor level as the acceptor concentration increases and that longer time would be required for a given absorbed photon flux to fill up the holes as the
number of holes increases. So \( t_e \propto N_a \), i.e., \( t_e = KN_a \), where \( K \) is the proportionality constant. Now Equation (3-24) can be written as

\[
N_{e,3} = \frac{\eta_e}{d_d} \frac{\lambda}{hc} \frac{I_a(T)}{\alpha} KN_a, \tag{3-25}
\]

In Equation (3-25), \( \eta_e K / d_d \) can be identified as the Einstein transition probability for the transition of electrons from a lower energy level to a higher energy level [76]. Substituting Equations (3-22), (3-23) and (3-25) into Equation (3-19), the reflectance can be shown to vary with the dopant concentration.

### 3.5 Effect of Dopant Concentration on the Low Signal Detectibility of the Doped Samples

Usually the overall quantum efficiency determines the maximum achievable device sensitivity. Large absorption coefficient enables high quantum efficiency and the control of dopant concentration improves the quantum efficiency. The internal quantum efficiency (ratio of the number of photoexcited electrons to the number of MWIR photons entering into the detector) and the external quantum efficiency (ratio of the number of photoexcited electrons to the number of MWIR photons incident on the detector), which depend on the optical properties of the detector, are found to increase with increasing dopant concentration as listed in Table 3-1.
Table 3-1: Optical properties of as-received n-type 4H-SiC and Ga-doped samples with different numbers of laser scans at the MWIR wavelength 4.21 μm.

<table>
<thead>
<tr>
<th>Number of laser passes</th>
<th>Doped layer thickness, ( d ) (nm)</th>
<th>Average dopant concentration (atoms/cm(^3))</th>
<th>Absorbance</th>
<th>Reflectance</th>
<th>Transmittance</th>
<th>Absorption index, ( \kappa )</th>
<th>Absorption coefficient, ( \mu ) (mm(^{-1}))</th>
<th>Quantum efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>As-received</td>
<td>-</td>
<td>-</td>
<td>0.12</td>
<td>0.41</td>
<td>0.47</td>
<td>1.21×10(^{-4})</td>
<td>0.36</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>42</td>
<td>3.97×10(^{17})</td>
<td>0.25</td>
<td>0.33</td>
<td>0.42</td>
<td>4.17×10(^{-4})</td>
<td>1.24</td>
<td>17.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.97×10(^{18})</td>
<td>0.32</td>
<td>0.32</td>
<td>0.36</td>
<td>5.36×10(^{-4})</td>
<td>1.6</td>
<td>17.8</td>
</tr>
<tr>
<td>2</td>
<td>128</td>
<td>3.03×10(^{19})</td>
<td>0.39</td>
<td>0.30</td>
<td>0.31</td>
<td>7.24×10(^{-4})</td>
<td>2.16</td>
<td>18.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.25×10(^{19})</td>
<td>0.45</td>
<td>0.28</td>
<td>0.28</td>
<td>8.59×10(^{-4})</td>
<td>2.56</td>
<td>19.9</td>
</tr>
</tbody>
</table>

To determine the internal quantum efficiency in the Ga doped regions, the expression given by Dhar [77], which is applicable to multiple reflections in a single medium, is modified in this study to include multiple reflections of the MWIR radiations in the doped and undoped regions. The resulting expression is

\[
\eta_i = \left( I + R_{id} R_{iu} e^{-2\mu d_i} \right) \left( I + R_{iu} e^{-\mu d_i} \right) \left( \frac{1 - e^{-\mu d_i}}{1 - R_{id} R_{iu} e^{-2\mu d_i}} \right) \left( I - R_{ad} R_{du} e^{-2\mu d_u} \right),
\]

\[
\times \left[ \left( I - R_{id} \right) + R_{uu} \left( I - R_{ad} \right) \left( I - R_{du} \right)^2 e^{-\mu d_u} e^{-2\mu d_u} \right].
\]

(3-26)
The first and second terms within the square brackets in Equation (3-26) are due to the multiple reflections at MWIR radiation in the doped and undoped regions, respectively. The reflectance and transmittance data, which are obtained from the spectroscopic results in Figure 3-6, are substituted into Equation (3-21) and Equations (3-22) and (3-23) are applied to Equation (3-19) for determining the refraction and absorption indices as listed in Table 3-1.
Figure 3-6: Spectroscopic data showing the optical properties of as-received n-type 4H-SiC and Ga-doped samples with different numbers of laser scans: (a) absorbance, (b) reflectance, and (c) transmittance in the wavelength range 4-5 μm.
This table also lists other parameters required in Equation (3-26) to determine $\eta$. The four-pass Ga-doped sample exhibits the highest internal quantum efficiency of 20.4% among the samples considered in this study, while without consideration of the right term the $\eta_i$ is 16.8%. Several imaging device parameters can be optimized for high sensitivity. These include quantum efficiency, charge-transfer efficiency (moving the charge from the pixel to the output port without loss or added spurious charge), and the noise to read out this charge. The purpose is to convert all or most of the photons, which incident on the device, to photoexcited electrons and then to read out these photoelectrons without losing any and without adding any read-out noise [78].

For infrared imaging systems, which detect the thermal radiation from objects in the field of view, an important measure of performance is its ability to detect small changes in the temperature of the radiation source. To determine the minimum temperature of the radiation source for which the SiC detector (doped sample) produces a detectable optical signal, the resolution of measuring the reflected He-Ne laser power by a silicon-based power meter was examined for a given set of radiation collection optics. Two plano-convex lenses were placed between the source and the SiC detector as shown in Figure 3-7 and the power meter was operated in the sub-nanowatt (0.63 nW) resolution scale.
Figure 3-7: Experimental setup for testing the optical response of the as-received and Ga-doped samples at the MWIR wavelengths 4.21 and 4.63 μm.

Figures 3-8(a) and (b) show the total radiance of the source in 4.21 and 4.63 μm bands and the absorbed irradiance ($I_a$) in the SiC detector for detectable response with one-, two-, three- and four-pass samples as a function of the source temperature. At low powers of the reflected He-Ne beam, the power meter exhibited an error of 0.3% as shown in Figure 3-8(b).
Figure 3-8: Effects of the source temperature and the dopant concentration on the MWIR detectibility with the SiC detector being at room temperature (25°C): (a) total radiance in the wavelength bands ranging from 4.2 to 4.29 μm around the peak wavelength 4.21 μm and from 4.54 to 4.66 μm around the peak wavelength 4.63 μm in the MWIR emission spectrum of the source, and absorbed irradiance in the doped samples with two CaF₂ lenses, (b) effects of the dopant concentration on the change in the reflected power of the He-Ne laser, showing that high dopant concentration (as in the case of four-pass sample) is more sensitive for detecting
MWIR photons emitted by a source maintained at room temperature, and (c) comparison of the theoretical and experimental reflectances at the He-Ne laser wavelength in the presence of the MWIR irradiance.

The dopant concentration also affects the capability of the SiC detector to detect radiations from a source that is at room temperature (25°C). It can be seen in Figure 3-8(b) that the detector response begins at the source temperature 70°C for the one-pass sample with dopant concentration $1.15 \times 10^{19} \text{ cm}^{-3}$, while a detectable signal is obtained when the source is at room temperature for the two-pass sample with dopant concentration $1.19 \times 10^{20} \text{ cm}^{-3}$. The change in the reflected power of the He-Ne beam increases further as the dopant concentration increases in the three- and four-pass samples. These results indicate that although the SiC MWIR detector can operate at room temperature, the dopant concentration is important in detecting objects that are at room temperature. Its overall detection capability depends on the characteristics of various subsystems such as the radiation collection optics, resolution of the He-Ne laser power meter, stability of the He-Ne laser output power and dopant concentration.

The effect of the dopant concentration on the reflectance of the SiC detector at the He-Ne laser wavelength was investigated theoretically using Equations. (3-19) and (3-25). Considering multiple reflections of the MWIR radiation in the doped region of thickness $d_d = 360 \text{ nm}$ for the four-pass sample, its external quantum efficiency ($\eta_e$) and absorbance at the MWIR wavelength are found to be 19.9% and 45% respectively. For this sample, the dopant concentration $N_a = 6.25 \times 10^{20} \text{ cm}^{-3}$ and the absorbed irradiance is $I_a = 1.1 \text{ nW/mm}^2$ when the radiation source is at room temperature (25°C). Considering $\omega_{\eta} = 5.09 \times 10^{13}$, $2.9 \times 10^{13}$, $4.47 \times 10^{14} \text{ Hz}$ for $i = 1, 2$ and 3
and $t_e = 0.6 \, \mu s$ since strong absorption occurs at the resonance frequency [79, 80], the theoretical reflectances are determined as 25.9%, 26.8%, 27.7%, and 28.7% for the one-, two-, three- and four-pass samples respectively. These results are compared with experimental data in Figure 3-8(c), showing good agreement in the trends between theory and experiment.
CHAPTER 4: THEORETICAL APPROACH OF FIGURES OF MERIT

4.1 Introduction

It is essential to characterize and compare performance of different types of IR detectors. Figures of merit are used to compare the measured performance of one detector against the measured performance of other detectors to perform a given task. Basic parameters on figure of merit when evaluating the performance of various IR detectors are 1) response time, 2) responsivity, 3) noise equivalent power \((NEP)\), 4) normalized detectivity, \(D^*\), 5) noise equivalent temperature difference \((NETD)\), and 6) minimum resolvable temperature difference \((MRTD)\). The definitions of these parameters are their fundamental limits in the uncooled thermal IR detectors. Moreover, these parameters can be predicted with theoretical calculation. In this chapter, the theoretical figures of merit are discussed and the parameters will be compared with the experimental results in the next two chapters as well.

4.2 Theoretical Detectivity

The specific detectivity of the system has been determined using the data (manufacturer’s specifications) for the Si detector and theoretical result for SiC as discussed in this chapter since
experimental data are not available for SiC. The specific detectivity of the system ($D_{Th}^*$) can be related to the specific detectivities of the component detector of the system by noting that [81]

$$D_{Th}^* = \frac{\sqrt{A_d}}{NEP_{System}},$$  \hspace{1cm} (4-1)$$

where the noise equivalent power of the system ($NEP_{System}$) is given by [82, 83]

$$NEP_{System} = \sqrt{(NEP_{Si})^2 + (NEP_{SiC})^2}$$

which can be substituted into Equation (4-1) to write

$$\frac{1}{D_{Th}^*} = \sqrt{\left(\frac{1}{D_{Si}^*}\right)^2 + \left(\frac{1}{D_{SiC}^*}\right)^2},$$  \hspace{1cm} (4-2)$$

where the relation $NEP_i = \sqrt{A_d / D_i^*}$ is used for $i = \text{Si and SiC}$ and the detector area $A_d$ is considered to be the same for both the Si and SiC detectors since the He-Ne laser beam diameter defines the effective area for the optical response measurement. The value of $NEP_{Si}$ for Si detector is 0.2 pW/Hz$^{1/2}$. From this value, the specific detectivity of Si detector ($D_{Si}^*$) is calculated as $1.33 \times 10^{12}$ cm·Hz$^{1/2}$/W based on $A_d = 1.13 \text{ mm}^2$. The detectivity of the SiC detector can be obtained from the following expression [75]
\[
D_{\text{SiC}}^* = \frac{c\sqrt{\eta_i} \exp\left(\frac{hc}{2\lambda k_B T}\right)}{\sqrt{4\pi hc^3 k_B T / \lambda^4}}\left[1 + \frac{2\lambda k_B T}{hc} + 2\left(\frac{\lambda k_B T}{hc}\right)^2\right]^{1/2},
\]

where, \(\eta_i\) is the internal quantum efficiency of the SiC detector. The detectivity value from Equation (4-3) is \(1.29 \times 10^{11}\) cm·Hz\(^{1/2}\)/W with four-pass sample due to the highest internal quantum efficiency and the detectivities of other doped samples.

**4.3 Theoretical NETD**

The theoretical value of \(\text{NETD}_{\text{th}}\) can be obtained using the relationship between \(\text{NETD}\) and detectivity as \([84]\),

\[
\text{NETD}_{\text{th}} = \frac{4F^2}{D_{\text{th}}^* \tau_0 \left(\frac{dT}{dA}\right)} \sqrt{\frac{\Delta f}{A_j}}\text{, where the } f\text{-number of the detector lens is } F = 0.866 \text{ and the transmissivity of the lens and filter is } \tau_0 = 0.93.
\]

The theoretical and experimental values of \(\text{NETD}\) are plotted in Figure 8(b), showing that the theoretical \(\text{NETD}_{\text{th}}\) is 11 mK based on the two MWIR emission bands of the source and it does not vary with the dopant concentration. The experimental \(\text{NETD}_{\text{Exp}}\), however, varies from 2.818 K to 404 mK as the dopant concentration increases from \(1.15 \times 10^{19}\) to \(6.25 \times 10^{20}\) cm\(^{-3}\) respectively. This discrepancy between the theoretical and experimental results might be due to the quality of the as-received
sample that was an n-type 4H-SiC substrate, the diffusive loss of photoexcited electrons from the Ga-doped region, and the imperfection and misalignment of the radiation collection optics. As-received epitaxial SiC sample with low diffusivity of electrons, improved radiation collection capability and optimized dopant concentration are expected to lower the $NETD_{Exp}$ of Ga-doped SiC detectors.

4.4 Effect of Photogenerated Electrons on the Reflectance of the Doped Region

Absorption of the incident photon energy by the doped sample causes photoexcited electrons due to the jumping of electrons from the valence band to the Ga dopant energy level. The change in the number density of electrons due to photoexcited electrons can be obtained from the following equation (see Appendix B):

$$\frac{d(\Delta N_e)}{dt} = \frac{I_c\eta_{i,Slc}}{h\nu_M V} - \left(\frac{\Delta N_e}{\tau_c} - \frac{\Delta N_e A_d}{V} \sqrt{\frac{D}{2\tau_d}}\right), \quad (4-4)$$

where the first term on the right hand side is the rate of photogeneration of electrons per unit volume, $V$, of the doped region, and the second and third terms are the rates of electron density loss due to recombination and diffusion of electrons from the photoexcited region, respectively. Here $\Delta N_e$ is the rate of change in the number of electrons in the photoexcited state per unit
volume of the doped region. $\eta_{SiC}$ and $h$ are the internal quantum efficiency of the SiC detector and Planck’s constant, respectively, and $\nu_M$ is the frequency of the MWIR radiation. $\tau_e$ is the recombination time, i.e., the lifetime of the electrons in the photoexcited state, and $A_d$ is the surface area of the SiC detector region. $D$ is the diffusivity of the photoexcited electrons and $\tau_d$ is the characteristic diffusion time. $I_a$ is the absorbed irradiance of the MWIR radiation, which can be expressed as [75], $I_a = \alpha_a \varepsilon_s \tau_0 \frac{A_d}{4F^2} T_s \left( \frac{dI_a}{dT_s} \right)_{\lambda_2}$, where $\alpha_a$ is the absorbance of the doped sample for the MWIR wavelength $\lambda$. The absorbance is determined by considering multiple reflections inside the sample. $\varepsilon_s$ and $\tau_0$ are the emissivity of the radiation source and the transmissivity of the radiation collection optics (e.g., lens and filter), respectively. $F$ is the $f$-number of the detector lens, respectively. \( \left( \frac{dI_a}{dT_s} \right)_{\lambda_2} = \left( \frac{dI_a}{dT_s} \right)_{\lambda_1} + \left( \frac{dI_a}{dT_s} \right)_{\lambda_2} \), where \( \left( \frac{dI_a}{dT_s} \right)_{\lambda_1} \) and \( \left( \frac{dI_a}{dT_s} \right)_{\lambda_2} \) are the changes in absorbed irradiance with respect to the source temperature ($T_s$) due to the emission bands centered around two MWIR wavelengths $\lambda_1 = 4.21$ $\mu$m and $\lambda_2 = 4.63$ $\mu$m, respectively. These two wavelengths are considered because they represent two absorbance peaks of the detector (Figure (2a)) and the filter of this study transmits them from the radiation source to the detector.

Equation (4-3) yields the following expression for the change in the photoexcited electron density at steady state:

\( \frac{dI_a}{dT_s} \)
Another optical effect is the interference due to multiple reflections of the MWIR radiation in the
doped and undoped regions of the detector. The Ga-doped sample has three interfaces between
the air and doped region, the doped region and undoped silicon carbide, and the undoped silicon
carbide and air. The reflectance due to multiple reflections at these interfaces can be expressed in
Equations (3-18)-(3-20). The reflectance is a function of the reflectivity, \( R \), and the absorption
coefficient, \( \mu \). Noting that \( R \) depends on the free electron density, \( N_e \), through the refraction and
absorption indices, \( n(N_e) \) and \( \kappa(N_e) \), and the absorption coefficient depends on the absorption
index, \( \mu(\kappa(N_e)) \), the functional dependence of reflectance on these variables can be expressed as
\[
\rho_d = f[R[n(N_e),\kappa(N_e)],\mu(\kappa(N_e))],
\]
which yields the following expression for changes in the
reflectance:
\[
\Delta \rho_d = \Delta N_e \left[ \frac{\partial \rho_d}{\partial R} \left( \frac{\partial R}{\partial n_d} \frac{dn_d}{dN_e} + \frac{\partial R}{\partial \kappa} \frac{d\kappa}{dN_e} \right) + \frac{\partial \rho_d}{\partial \mu_d} \left( \frac{\partial \mu_d}{\partial \kappa} \frac{d\kappa}{dN_e} \right) \right],
\]  \quad (4-6)

where \( R \) refers to the reflectivities of the doped region in SiC at two interfaces, i.e., \( R_{ad} \) and \( R_{du} \).
Since the absorption indices are found to be \( 1.42 \times 10^{-4} \) and \( 1.53 \times 10^{-4} \) for the undoped and doped
samples, respectively, at the He-Ne laser wavelength of 632.8 nm, the variation in \( \kappa \) is ignored in
Equation (4-6), resulting in the following expression for \( \Delta \rho_d \):
\[ \Delta \rho_d = \Delta N_c \left[ \frac{\partial \rho_d}{\partial R} \left( \frac{\partial R}{\partial n_d} \frac{d n_d}{dN_c} \right) \right], \]  

\[ (4-7) \]

The changes in the reflectance of the detector can be determined by Equation (4-7).
5.1 Introduction

The response of any detector system is severely affected by the noise of its different components. In the SiC optical photodetector, the noise may arise due to a variety of effects such as the interaction of the SiC detector with the incident photons from the source, noise mechanisms inherent in the He-Ne laser, the interaction between the detector and He-Ne laser, and the noise of the He-Ne laser detector.

5.2 Noises in the SiC Detector

The noises in the Ga-doped 4H-SiC detector are the photon shot noise, Johnson noise and the electron generation-recombination noise. When photons strike a detector, the photon-detector interactions immediately produce a signal variance or noise due to the fluctuations in the number of photons emitted by the source and due to the randomness in the production of photoexcited electrons. The mean square noise of the photoexcited electron density can be written as [85]

$$\left\langle \delta N_e \right\rangle^{1/2} = \frac{l_c}{D N A_d} \left[ \frac{2e \alpha_d \eta_{SiC} \tau_0 T_d \lambda f}{4F^2 h \nu_M} \left( \frac{dI_A}{dT} \right)_{\lambda/2} \right]^{1/2},$$  \hspace{1cm} (5-1)
where $l_c$ is the characteristic diffusion length of the electron in the detector and $\Delta f_d$ is the noise bandwidth of the Ga-doped 4H-SiC detector.

The Johnson noise is the fluctuation of the photoexcited electrons due to their thermal motions, and the mean square of this noise can be written as [86]

$$
\left\langle \delta N_{e,J} \right\rangle^{1/2} = \frac{l_c}{A_d D q} \sqrt{\frac{4 k_B T_d \Delta f_d}{R_{e,d}}},
$$

(5-2)

where $k_B$ and $T_d$ are the Boltzmann constant and the temperature of Ga-doped SiC detector. $q$ is the charge of an electron and $R_{e,d}$ is the electrical resistivity of the detector.

The electron generation-recombination noise arises from the statistical fluctuation in the rate of photoexcitation of electrons from the valence band to the dopant energy level and the rate of relaxation of these photoexcited electrons from the dopant energy level to the valence band. The mean square of this noise can be written as [86]

$$
\left\langle \delta N_{e,GR} \right\rangle^{1/2} = \frac{2 l_c^3}{\tau_e D^2} \sqrt{\frac{A_d}{4 F^2 h v_M}} \left[ \frac{\epsilon_e \alpha_0 \eta_{SiC} \tau_s \Delta f_d}{4 F^2 h v_M} \left( \frac{d l_a}{dT_s} \right)_{\lambda_{1/2}} \right]^{1/2},
$$

(5-3)

### 5.3 Noises in He-Ne Laser Probe Beam

The phase noise fluctuations of a laser can produce intensity noise fluctuations [73]. The noises of a He-Ne laser are power noises due to the frequency and output fluctuations. Additionally the
interaction between the He-Ne laser and detector produces a noise in the reflected He-Ne laser power due to the fluctuations in the reflectance of the detector. The main noise mechanism for the laser is the spontaneous emission noise, yielding fluctuations in the emitted optical power and the emission frequency. Relative intensity noise (RIN) represents the amount of noise relative to the magnitude of signal, which is given by $\frac{\sigma^2}{\langle P \rangle^2}$, where $\sigma$ is the standard deviation of the noise distribution, i.e., $\sigma^2$ is the noise variance and $\langle P \rangle$ is the average power of the signal.

The total RIN is expressed in terms of power as

$$RIN_{\text{total}} = \frac{\langle \delta P^2 \rangle}{\langle P \rangle^2},$$

where $\delta P$ is the power fluctuation of laser. Based on the spectral density of RIN in the optical frequency domain ($v_L$), which is denoted by RIN ($v_L$), the total RIN over all frequencies can also be written as

$$RIN_{\text{total}} = \int \text{RIN}(v_L)dv_L,$$

where $v_L$ is the frequency of the He-Ne laser. In terms of the reflected power fluctuations, $\delta P(t)$, in the oscillator cavity of the He-Ne laser, the Fourier transform of the autocorrelation function of $\delta P(t)$ leads to a spectral density of the square of the power fluctuations in units of $W^2/\text{Hz}$, which is denoted by $W_{\Delta P}(v_L)$. The corresponding spectral density of RIN is given by

$$RIN(v_L) = \frac{W_{\Delta P}(v_L)}{\langle P \rangle^2} \quad \text{with} \quad W_{\Delta P}(v_L) = \left( \frac{I}{\pi} \right) \frac{h \omega_p \eta_t P_L \Delta \rho _{d,L}}{t_p^2} \left( \frac{1}{v_L^2 + \omega_p^2} \right),$$

where $h$ is the reduced...
Planck constant, $\omega_m$ is the modulated angular frequency of the laser, i.e., the bandwidth of the He-Ne laser around its nominal angular frequency $\omega_l$. $\eta_e$ is the external quantum efficiency, $P_L$ is the average power of the laser beam, $\Delta \rho_{d,L}$ is the reflectance change of the doped SiC detector at HeNe laser wavelength, and $t_p$ is the pulse width at the half-intensity points of the laser [87, 88]. Similarly, in terms of frequency fluctuations, the spectral density of RIN is given by

$$RIN(\nu_L) = 4\pi^2 \tau^2 W_{\Delta \omega}(\nu_L)$$

corresponding to the spectral density of frequency noise

$$W_{\Delta \omega}(\nu_L) = \frac{\eta_e}{4\pi^2} \left( \frac{\hbar \omega_m}{P_L \Delta \rho_{d,L}} \right) \left( \frac{\beta^2}{1 + \left( \frac{\nu_L}{\omega_l} \right)^2} \right),$$

where $\tau$ is the delay time for the arrival of the laser wavefronts to the interfaces of the SiC detector. $\beta$ is the phase-amplitude coupling constant, i.e., the variation of the carrier density results in the random field amplitude fluctuation which involves an additional, delayed phase change, which enhances the laser linewidth [87]. Using these expressions and Equations (5-4) and (5-5), the reflected He-Ne laser power noises due to the power and frequency fluctuations, respectively, can be written as

$$\left\langle \delta P_{L,P} \right\rangle^{1/2} = \frac{\pi \eta_e L \hbar \nu_L}{t_p^2 \omega_l},$$

(5-6)

and

$$\left\langle \delta P_{L,F} \right\rangle^{1/2} = \frac{\pi \eta_e L \hbar \nu_L \alpha_{SiC,L}^2 \tau^2 \omega_l}{2t_p^2},$$

(5-7)
where $\alpha_{SiC,L}$ is the absorbance of the SiC detector at He-Ne laser wavelength. Equations (5-6) and (5-7) are used in section 5.6 to calculate theoretical $NETD_{Th}$.

### 5.4 Interferometric Noise due to Interaction between the He-Ne Laser and the SiC Detector

Interference occurs due to multiple reflections of the He-Ne laser beam as it propagates inside the SiC detector. So the reflected power of the He-Ne laser can have interferometric noise, representing the phase of the laser varying randomly as a function of time. The laser has random phase fluctuations at the exit of the laser system. These phases are modified further as the laser beam travels through different optical paths inside the SiC detector, causing fluctuations in the power of the He-Ne laser reflected by the detector, i.e., a random signal is produced by the detector. The characteristics of the interferometer, which is the detector itself in the present case, are determined by the reflectivities at different interfaces inside the detector and the delay time $\tau$.

The spectral density of the interferometric noise due to multiple reflections can be expressed as [89]

$$RIN(v_L) = \frac{4r^2}{\pi} \left[ \frac{\Delta v}{v_L^2 + (\Delta v)^2} \right] \left[ \sin^2(\omega_0 \tau) \left( 1 + e^{-4\pi v_L \tau} - 2e^{-2\pi v_L \tau} \cos(2\pi v_L \tau) \right) \right] + \cos^2(\omega_0 \tau) \left[ 1 - e^{-4\pi v_L \tau} - 2e^{-2\pi v_L \tau} \frac{\Delta v}{v_L} \sin(2\pi v_L \tau) \right], \quad (5-8)$$
where \( r \) is an effective reflection coefficient, which depends on the reflection coefficients of various interfaces of the detector. \( \Delta \nu \) and \( \omega_0 \) are the linewidth in frequency units and the center angular frequency of the He-Ne laser, respectively. It can be shown from Equation (5-8) that \( RIN(v_L) \) is maximum, i.e., the conversion of the incident laser phase noise into the reflected laser intensity (signal) noise is maximum, when \( \omega_0\tau = (n + 1/2)\pi \) for \( n = 1, 2, 3, ... \). However, for the longer delay path and linewidth and in the limit of small phase fluctuations, i.e., \( 2\pi \Delta \nu >> 1 \), which holds good in the present case of the He-Ne laser for \( \Delta \nu = 310 \) MHz and \( \tau = 13.3 \) ns, Equation (5-8) simplifies to the following expression for \( RIN(v_L) \):

\[
RIN(v_L) = \frac{16}{\pi} r^2 \Delta \nu \tau^2 \text{sinc}^2(v_L \tau), \tag{5-9}
\]

where the sinc function is defined by \( \text{sinc}(x) = \frac{\sin x}{x} \). Small phase fluctuations occur in lasers with very narrow linewidth, resulting in less interferometric intensity noise. Based on the reflectivities \( R_{uu}, R_{du} \) and \( R_{ad} \) and by considering that the polarizations the interfering fields are aligned, the effective reflection coefficient, \( r \), is determined from the following expression [89]:

\[
r(t, \tau) = 2\left(1 - \sqrt{R_{uu}}\right)^4 \frac{R_{uu}}{R_{ad}} R_{uu} \frac{R_{du}}{R_{ad}} \left\{ e^{-2\pi \nu t} \left[ 1 + \cos(2\omega_0 \tau_1) e^{-4\pi \nu (\tau - |t|)} \right] \right\} |t| < \tau_1 \\
+ 2\left(1 - \sqrt{R_{uu}}\right)^4 \left(1 - \sqrt{R_{du}}\right)^4 \frac{R_{uu}}{R_{ad}} R_{ad} \left\{ e^{-2\pi \nu t} \left[ 1 + \cos(2\omega_0 \tau_2) e^{-4\pi \nu (\tau - |t|)} \right] \right\} |t| > \tau_2, \tag{5-10}
\]

where \( \tau_1 \) and \( \tau_2 \) are the delay times given by \( \tau_1 = \frac{2d_u n_u}{c \cos(\theta_i)} \) and
\[ \tau_2 = \frac{2d_u n_d}{c \cos(\theta_{r2})} + \frac{d_u n_u}{c \cos(\theta_{r1})}. \]

Using Equations (5-9), and (5-10), the reflected He-Ne laser power noise due to intensity fluctuations can be written as

\[ \left\langle \delta P_{r,l}^2 \right\rangle^{1/2} = P_L \Delta \rho_{d,l} \sqrt{16 \pi (1 - \sqrt{R_{uv}})^4 R_{uv} \Delta v \left( R_{uv} \tau_f + (1 - \sqrt{R_{uv}})^4 R_{uv} \tau_2 \right)}. \] (5-11)

Equation (5-11) is used in section 5.6 to calculate \( \text{NETD}_{Th} \).

5.5 Noise due to He-Ne Laser Detector (Si-based Photodetector)

The noise mechanisms in the Si detector are the photon shot noise caused by the He-Ne laser photons that are incident on the Si detector after being reflected by the SiC detector, and the Johnson, shot and generation-recombination noises due to the He-Ne laser photon-induced electrons in the Si detector. The photon shot noise due to the He-Ne laser is [85]

\[ \left\langle \delta i_{Si,\delta}^2 \right\rangle^{1/2} = q \sqrt{\eta_{e,\delta} P_L \rho_{d,l} \Delta f_{Si}} / h \nu_L, \] (5-12)

where \( \eta_{e,\delta} \) is the external quantum efficiency of the Si detector and \( \Delta f_{Si} \) is the noise bandwidth of the Si detector.

The Johnson or Nyquist noise describes the fluctuations in the voltage across a dissipative circuit element, caused by the thermal motion of the charge carriers. The charge neutrality is satisfied in
an electrical element (e.g., resistor) when considering the whole volume, but locally the random thermal motion of the carriers sets up fluctuating charge gradients and, therefore, a fluctuating voltage. The noise due to this thermal motion can be expressed as [85]

$$\langle \delta i_{Si,j}^2 \rangle^{1/2} = \sqrt{\frac{4k_B T_{Si} A f_{Si}}{R_{e, Si}}}, \quad (5-13)$$

where $T_{Si}$ and $R_{e, Si}$ are the temperature and the electrical resistivity of the Si detector, respectively.

The current arising from random generation and flow of mobile charge carriers is identified with the shot noise. This shot noise is caused by the fluctuations in the current due to the discreteness of the charge carriers, and the random electronic emission for which the number of electrons emitted per unit time obey the Poisson statistics, yielding the following expression for the shot noise [85].

$$\langle \delta i_{Si,S}^2 \rangle^{1/2} = \sqrt{2q \langle \delta i_{L,Q}^2 \rangle^{1/2} A f_{Si}}. \quad (5-14)$$

The generation-recombination noise, which addresses the population of charge carriers in an excited state and the transition of electrons from the excited state to their ground state, is given by [85]

$$\langle \delta i_{Si,GR}^2 \rangle^{1/2} = 2qG \sqrt{\eta_{e, Si} \frac{P_L \rho_{d, L}}{h \nu_L} A f_{Si} + g_{th} A_{Si} A f_{Si}^{1/2}}, \quad (5-15)$$

where $G$ is the photoconductive gain. $g_{th}$, $A_{Si}$ and $l_t$ are the thermal generation of carriers, the area of Si detector, and the detector thickness, respectively.
5.6 Noise Equivalent Temperature Difference (NETD) due to Various Noise Mechanisms

From the above noise sources in the SiC optical photodetector, the detector performance can be evaluated. *NETD* is an important performance parameter of infrared imaging systems and it is defined as the temperature difference between two adjacent points on the target source for which the difference in the detector signals is equal to the noise of the detector. For the *NETD* calculation of SiC detector, the signal term is denoted by $\Delta N_e(T_s)$, which is the difference in the free electron density of the doped sample in the presence of the MWIR irradiation at a given temperature of the source $T_s$. When the source temperature varies from $T_{s1}$ to $T_{s2}$, the detector signal is $\Delta N_e(T_s) = N_e(T_{s2}) - N_e(T_{s1})$. The noise equivalent power (*NEP*) is the incident infrared power on an infrared detector that generates a signal output that is equal to the root-mean-square (RMS) noise output (i.e., resulting in a signal to noise ratio, $S/N$, of 1). The signal-to-noise ratio can be calculated using the following expression

$$\frac{\Delta N_e}{\langle \delta N_e^2 \rangle^{1/2}} = \frac{\Delta T_s \eta_{SiC}^2 \tau_s \left[ \alpha_{SiC} C_s^2 \frac{dI_b}{dT_s} \right]}{4 \nu_M \left( \frac{4 \alpha_s^2}{3} + \tau_s \sqrt{D} \right) \left( \langle \delta N_{e,Q}^2 \rangle^{1/2} + \langle \delta N_{e,f}^2 \rangle^{1/2} + \langle \delta N_{e,GR}^2 \rangle^{1/2} \right)}$$

(5-16)

where $\langle \delta N_e^2 \rangle^{1/2}$ represent the noise for a given noise mechanism which consists of photon shot noise from the radiation source, Johnson noise and generation-recombination noise. Since $\Delta T_{s \ at \ S/N = 1} = NETD$ by definition of *NETD* as the temperature of the target for which the signal to noise ratio equals unity, the generalized expression for *NETD* of the doped SiC detector is
The signal-to-noise ratio for He-Ne laser beam and doped SiC detector due to interferometric noise caused by multiple reflection and interference can be calculated by

\[
\frac{\Delta P_{L,SiC}}{\langle \delta P_{L,SiC}^2 \rangle^{1/2}} = \frac{\Delta P_{r,L}}{\langle \delta P_{r,L}^2 \rangle^{1/2}}.
\]

Since \( \Delta T_{SiC} \) at \( S/N = 1 \) = NETD, the generalized expression for NETD of the interaction between the He-Ne laser and SiC detector is [see Appendix C]

\[
NETD_{L,SiC} = \left( \frac{\delta P_{r,L}^2}{\langle \delta P_{r,L}^2 \rangle} \right)^{1/2} \left( \frac{dP_{r,L}}{dT_{SiC}} \right),
\]

where \( P_{r,L} \) is the reflected power of He-Ne laser and \( T_{SiC} \) is the temperature of SiC detector.

The NETD for He-Ne laser and Si detector is determined from the power noise due to intensity and frequency fluctuation in the reflected He-Ne laser beam arriving at the Si detector

\[
\left( \sqrt{\langle \delta P_{r,P}^2 \rangle} + \langle \delta P_{r,F}^2 \rangle \right).
\]

Since the He-Ne laser power noise can be measured as current in Si detector, the signal-to-noise ratio can be calculated by

\[
\frac{\Delta i_{Si}}{\langle \delta i_{Si}^2 \rangle^{1/2}}.
\]

Since \( \Delta T_{L} \) at \( S/N = 1 \) = NETD, the generalized expression for NETD of the fluctuation in the reflected power of the He-Ne beam arriving at the Si detector is
\[
NETD_{L,\text{Si}} = \frac{\left(\langle \delta P_{r,L}^2 \rangle \right)^{1/2} + \left(\delta P_{r,L}^2 \right)^{1/2}}{\left(\frac{dP_L}{dT_L}\right)},
\]

(5-19)

where \( T_L \) is the temperature of the He-Ne laser.

The signal-to-noise ratio for He-Ne laser power meter (Si detector) can be calculated by \( \frac{\Delta \tilde{I}_{\text{Si}}}{\left(\delta \tilde{I}_{\text{Si}}^2\right)^{1/2}} \).

The noise sources are photon shot noise from He-Ne laser, Johnson, shot and generation-recombination. Since \( \Delta T_{\text{SiC at S/N = 1}} = NETD \), the generalized expression for \( NETD \) of Si detector itself is

\[
NETD_{\text{Si}} = \frac{h\nu_L}{q\eta_{i,\text{Si}}\alpha_{\text{Si}}} \left(\delta \tilde{I}_{\text{Si}}^2\right)^{1/2} \left(\frac{dP_{r,L}}{dT_{\text{SiC}}}\right),
\]

(5-20)

where \( \eta_{i,\text{Si}} \) and \( \alpha_{\text{Si}} \) are the internal quantum efficiency and absorbance of Si detector at He-Ne laser wavelength. Therefore, taking into account all the fundamental noise sources described above, the total theoretical \( NETD \) can be obtained by [82]

\[
NETD_{\text{th}} = \sqrt{NETD_{\text{SiC}}^2 + NETD_{L,\text{SiC}}^2 + NETD_{L,\text{Si}}^2 + NETD_{\text{Si}}^2}.
\]
5.7 Effect of NETD on Detectivity ($D^*$)

$NETDs$ are determined from the noise sources in the above section. The $NETD$ affects the
detectivity as given by $D^* = \frac{4F^2}{NETD \cdot \tau_0 \left( \frac{dL_B}{dT_s} \right) A_d}$, where $A_d$ is the detector area [85]. This
expression of detectivity is applicable for radiations emitted by a blackbody ($\varepsilon = 1$) and for
d Detectors of 100% absorbance. $dL_B / dT_s$ is the derivative of the integrated blackbody radiance
with respect to source temperature. The overall theoretical detectivity, $D^*_{Th}$, of the detector
system of this study constitutes of four components: (i) the detectivity of SiC detector ($D^*_{SiC}$), (ii)
the detectivity due to the interaction between the He-Ne laser and SiC detector ($D^*_{SiCL}$), (iii) the
detectivity due to the fluctuation in the reflected power of the He-Ne beam arriving at the Si
detector ($D^*_{L,si}$) and (iv) the detectivity due to the Si detector itself ($D^*_{Si}$).

The detectivity of SiC detector, $D^*_{SiC}$, can be obtained by modifying the above general
detectivity expression to account for the absorbance of SiC detector ($\alpha_{SiC}$) and the emissivity of
stainless steel radiation source ($\varepsilon_s$):

$$D^*_{SiC} = \frac{4F^2}{NETD_{SiC} \alpha_{SiC} \varepsilon_s \tau_0 \left( \frac{dL_B}{dT_s} \right) A_{SiC}} \sqrt{\frac{\Delta f}{A_d}}, \quad (5-21)$$
The $NETD_{L, SiC}$ has been obtained in Equation (5-18) due to the noise from He-Ne laser and SiC detector. $NETD_{L, SiC}$ and detectivity, $D^*_{L, SiC}$, account for the noise mechanism arising due to changes in the temperature of SiC detector while the temperature of MWIR radiation source and He-Ne laser are kept constant. For this noise mechanism, section 5.2, the detectivity is given by (see Appendix C)

$$D^*_{L, SiC} = \frac{\sqrt{A_{Si} \Delta f_{Si}}}{NETD_{L, SiC} \alpha_{Si}, \rho_{SiC, L}, P_L \frac{dP_{SiC, L}}{dT_{SiC}}}.$$  \hspace{1cm} (5-22)

The $NETD_{L, Si}$ has been obtained in Equation (5-19) due to the noise from fluctuation on the reflected power of the He-Ne laser beam arriving at the Si detector. $NETD_{L, Si}$ and detectivity, $D^*_{L, Si}$, account for the noise mechanism arising due to changes in the temperature of He-Ne laser while the temperature of MWIR radiation source and SiC detector are kept constant. For this noise mechanism, section 5.7, the detectivity is given by

$$D^*_{L, Si} = \frac{\sqrt{A_{Si} \Delta f_{Si}}}{NETD_{L, Si} \frac{dP_L}{dT_{L}}}.$$ \hspace{1cm} (5-23)

The $NETD_{Si}$ has been obtained in Equation (5-20) due to the noise from the He-Ne laser power meter (Si detector). $NETD_{Si}$ and detectivity, $D^*_{Si}$, account for the noise mechanism arising due to changes in the temperature of SiC detector while the temperature of MWIR radiation source...
and He-Ne laser are kept constant. For this noise mechanism, section 5.2, the detectivity is given by

$$D_{Si}^* = \frac{\sqrt{A_{Si} A_{f_{Si}}}}{NETD_{Si} \frac{dP_{r,L}}{dT_{SiC}}}.$$  (5-24)

Therefore, the total theoretical detectivity can be obtained by the following expression [82]:

$$\frac{1}{D_{th}^*} = \sqrt{\left(\frac{1}{D_d^*}\right)^2 + \left(\frac{1}{D_{r,PF}^*}\right)^2 + \left(\frac{1}{D_{r,1}^*}\right)^2 + \left(\frac{1}{D_{Si}^*}\right)^2}.$$  

The theoretical detectivities and NETDs of the SiC-Si detector system were obtained using above Equations through (5-17) to (5-24) were calculated as listed in Table 5-1.
Table 5-1: Theoretical values of $NETD_{Th}$ and detectivity of Ga-doped 4H-SiC IR detector in 4.21 μm.

<table>
<thead>
<tr>
<th>Detector components</th>
<th>Noise sources</th>
<th>Related equations</th>
<th>$NETD_{Th}$ (mK)</th>
<th>Detectivity, $D_{Th}^*$ (cm·Hz$^{1/2}$/W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiC detector + He-Ne laser probe beam</td>
<td>1. interferometric noise due to multiple reflection and interference of He-Ne beam in SiC</td>
<td>(5-4)-(5-7), (5-18), (5-22)</td>
<td>14.88</td>
<td>2.31×10$^{10}$</td>
</tr>
<tr>
<td>He-Ne laser probe beam + Si detector</td>
<td>1. power noise due to intensity fluctuation 2. power noise due to frequency fluctuation</td>
<td>(5-8)-(5-11), (5-19), (5-23)</td>
<td>16.72</td>
<td>2.05×10$^{10}$</td>
</tr>
<tr>
<td>He-Ne laser power meter (Si detector)</td>
<td>1. photon shot noise from He-Ne laser 2. Johnson noise 3. shot noise 4. Generation-recombination</td>
<td>(5-12)-(5-15), (5-20), (5-24)</td>
<td>19.84</td>
<td>1.73×10$^{10}$</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>32.28</td>
<td>1.11×10$^{10}$</td>
</tr>
</tbody>
</table>
CHAPTER 6: CHARACTERIZATION OF INFRARED DETECTOR

6.1 Introduction

Although infrared (IR) focal-plane arrays (FPAs) have been widely used in many imaging systems, the demand for cameras and linear arrays sensitive to the MWIR (3-5 μm) and LWIR (8-12 μm) spectral bands is growing continually. These remote sensors are used in a variety of applications including the detection and monitoring of chemicals in atmospheric and other environments, telecommunications and semiconductor manufacturing systems [90-92]. These two wave bands exhibit excellent atmospheric transmission (>50%) compared to very low (<0.1%) transmission in the visible range. Also the wave band 5-8 μm is not very good for atmospheric transmission mostly due to water vapor in air. Therefore the MWIR and LWIR bands are suitable for detecting and monitoring pollution, relative humidity profiles and the distribution of different gases such as carbon monoxide, nitrous oxide in the atmosphere [93, 94]. This is because most of the principal absorption lines of gas molecules lie in the MWIR spectral range.

Infrared (IR) detectors are made of narrow bandgap semiconductors because of the low energy (0.05-1.3 eV) of infrared photons. Various materials are used for specific spectral ranges, which include indium gallium arsenide (InGaAs) for 0.7-2.6 μm range, indium arsenide (InAs) for 1-3.8 μm, indium antimonide (InSb) for 1-6.7 μm, lead sulfide (PbS) for 1-3.2 μm, lead selenide (PbSe) for 1.5-5.2 μm, mercury-cadmium-telluride (Hg1-xCd,xTe) for 0.8-25 μm, and vanadium...
oxide (VO_x) for 2-16 μm. HgCdTe (MCT) is a variable-gap semiconductor depending on the composition of Hg and Cd, which is used as a crystalline intrinsic detector cell to produce IR detectors. The MCT detectors exhibit very high signal-to-noise ratio and very short response time [95-97]. To achieve this excellent performance, the MCT detectors require cryogenic cooling at 77 K, resulting in a costly and bulky detector system. The weak Hg-Te bond, which induces bulk, surface and interface instability, and the toxicity of Hg led to the development of detectors with other materials. Some of these detectors include Schottky barriers on silicon, SiGe heterojunctions, AlGaAs multiple quantum wells, GaInSb strain layer superlattices, high-temperature superconductors, pyroelectric and silicon bolometers [95]. In spite of considerable efforts, operating these devices at room temperature has been very difficult with the exception of thermal detectors.

Cooling is a major limitation of IR detectors and a number of devices has been investigated to overcome this problem. Photoconductors, photoelectromagnetic detectors, Dember effect detectors and MCT photodiodes [96] were some of the devices studied for room temperature operation. Different types of uncooled thermal IR detectors such as thermocouples, pyroelectric and ferroelectric detectors are currently available [98-100], which are based on different properties of materials. Microbolometer detectors are made of either vanadium oxide or amorphous silicon, while the ferroelectric detectors are made of barium strontium titanate. There are also bolometers that are optimized for broadband detection in the 3-5 μm and 8-12 μm wavelength regions simultaneously [101]. Much attention has been paid to uncooled IR detectors of other operating mechanism such as the optomechanical IR imaging system with bimaterial microcantilever array [102].
Recently crystalline silicon carbide, which is a wide bandgap (3.0-3.23 eV) semiconductor with excellent rad-hard property, high thermal conductivity (490 W/m·K) and high melting temperature (3100 K peritectic temperature), has been used to fabricate a variety of radiation detectors. High quality large-area X-ray detector based on SiC Schottky diodes, and high-energy particle (alpha and beta particles) detectors have been demonstrated. The particle detectors are based on the interaction between the charges of the incident particles and the orbital electrons of the absorber atoms (e.g., SiC) [103-105]. The operation of conventional radiation detectors, which are generally based on Ge or Si as the absorber atoms, is limited by the radiation damage threshold and thermal stability of the absorber material.

In this research, we have demonstrated a silicon carbide-based optical detector for the MWIR range, which produces optical signals. The simplicity of our detector is that a doped SiC can be used directly as the photon detector without any further microelectronics device fabrication steps and any electrical connection to the doped sample. Also the detector operates at room temperature. The wide bandgap of SiC offers a unique advantage for tuning its photon detectibility to a desired wavelength by doping it with an appropriate dopant. Ga has an acceptor energy level of 0.30 eV in 4H-SiC [12, 13] corresponding to 4.21 μm wavelength. The operating principle of the optical detector is that the electromagnetic (EM) waves of this wavelength excite electrons from the valence band to the dopant energy level. Consequently the electron density changes in these two energy levels, which affects the refraction index of the semiconductor and, therefore, modifies the reflectance of the doped region. This change in the reflectance represents the optical response of the detector, which is probed with a He-Ne laser.
6.2 Spectroscopic Analysis of the Dopant Energy Level

Two physical phenomena, laser heating of the substrate and diffusion of Ga atoms into the substrate, occur simultaneously during the above-mentioned laser doping process. To understand their effects, the optical properties of three types of samples, as-received 4H-SiC substrate, laser heat-treated sample prepared by heating an as-received substrate under the same laser processing conditions as in the doping process but without the Ga precursor inside the vacuum chamber, and Ga-doped sample, were measured using a Bruker Vertex 70 FTIR spectrometer equipped with a Helios infrared micro-sampling accessory. The Helios combines a rapid scan speed of 100 spectra per second with an infrared microscope of resolution 250 \( \mu \text{m} \). The absorption spectra of the doped sample revealed a peak at 4.21 \( \mu \text{m} \) (0.30 eV) with 32\% absorbance, which is higher than 16\% and 12\% absorbance of the laser heat-treated and as-received samples, respectively, as shown in Figure 6-1(a).
Figure 6-1: Spectroscopic data showing the optical properties of Ga-doped, laser heat treated and as-received 4H-SiC (a) absorbance, (b) reflectance, and (c) transmittance in the wavelength range 4-5 μm.
The optical properties of the laser heat-treated sample indicate that laser heating does not modify the substrate significantly compared to the as-received sample. However, the doped sample exhibits additional absorption peaks at the wavelengths 4.63 μm (0.27 eV) and 4.95 μm (0.25 eV) in Figure 6-1(a), which could be due to several reasons. Some of the Ga atoms might be at the interstitial sites of the silicon carbide lattice, which can modify the electronic structure and thereby affect the Ga acceptor energy level. Even when the Ga atoms are at the substitutional sites, they can occupy the Si or C lattice sites to form a p-type semiconductor with multiple acceptor levels. Also the Ga atoms can cause mechanical stresses in the lattice due to their atomic size being different from the sizes of the Si and C atoms, which can affect the acceptor energy levels.

Out of these two additional peaks, the peak at 4.63 μm will also contribute to the detector response since a narrow band pass filter of transmission range 4.08-4.81 μm is used in this study to extract the MWIR wavelengths from a broadband source of EM waves. The doped sample has higher absorption coefficient than the as-received sample as listed in Table 6-1, indicating that the Ga dopant has increased the absorption characteristics of the substrate. These spectroscopic data, therefore, show that the Ga dopant atoms have modified the optical properties of the as-received sample.
Table 6-1: Optical properties for as-received and doped 4H-SiC.

<table>
<thead>
<tr>
<th>Wavelength, $\lambda$</th>
<th>At 0.6328 $\mu$m</th>
<th>At 4.21 $\mu$m</th>
<th>At 4.63 $\mu$m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample</td>
<td>As-received</td>
<td>Ga-doped</td>
<td>As-received</td>
</tr>
<tr>
<td>Absorbance</td>
<td>0.51</td>
<td>0.54</td>
<td>0.12</td>
</tr>
<tr>
<td>Reflectance</td>
<td>0.30</td>
<td>0.28</td>
<td>0.41</td>
</tr>
<tr>
<td>Transmittance</td>
<td>0.19</td>
<td>0.18</td>
<td>0.47</td>
</tr>
<tr>
<td>Reflectivity</td>
<td>0.26</td>
<td>0.25</td>
<td>0.29</td>
</tr>
<tr>
<td>Absorption coefficient ($\text{mm}^{-1}$)</td>
<td>2.823</td>
<td>3.038</td>
<td>0.360</td>
</tr>
<tr>
<td>Absorption index</td>
<td>$1.421 \times 10^{-4}$</td>
<td>$1.530 \times 10^{-4}$</td>
<td>$1.205 \times 10^{-4}$</td>
</tr>
<tr>
<td>Refraction index</td>
<td>3.442</td>
<td>3.217</td>
<td>3.333</td>
</tr>
</tbody>
</table>

The appearance of the additional absorption peak could be due to the presence of impurities or other defects in the n-type 4H-SiC substrate, which might have been activated during the laser doping process. Using SiC epilayer as the starting substrate can avoid the formation of such additional peaks because epilayers are much purer than the substrates obtained from bulk crystals. On the other hand, the detector response of this study can be considered to be due to two MWIR wavelengths 4.21 and 4.63 $\mu$m, which indicates the possibility of fabricating tunable detectors.
6.3 Measurement of the Optical Response

The detector (doped region) was tested to examine the effect of 4.21 μm wavelength on the optical response, i.e., the changes in the refraction index and reflectance, of the detector. It was placed above an infrared source and a set of optical elements consisting of two lenses and a filter as shown in Figure 6-2.
Figure 6-2: Optical arrangement to examine the detector response and ray geometry to calculate the irradiance on the SiC MWIR detector due to the radiance of a stainless steel source.
The purpose of the optics is to focus the waves of 4.21 \( \mu \text{m} \) to the detector. A He-Ne laser of wavelength 632.8 nm was used to measure the changes in the reflectance. A stainless steel solid cylinder of diameter 25.4 mm and height 14.5 mm was heated to a very high temperature to form a heavily oxidized surface, which was used as the MWIR radiation source. Siegel and Howell [70] reported that the emissivity of such a surface is 0.7 at 1200 K for the wavelengths 4.21 and 4.63 \( \mu \text{m} \). At any wavelength (\( \lambda \)) and source temperature (\( T \)), the spectral radiance of the stainless steel surface, \( L_{\lambda,s}(\lambda,T) \), can be determined based on the Planck blackbody radiation theory [71]. It is given by \( L_{\lambda,s}(\lambda,T) = \varepsilon_{\lambda,s}(\lambda,T) \times L_{\lambda,b}(\lambda,T) \), where \( \varepsilon_{\lambda,s}(\lambda,T) \) and \( L_{\lambda,b}(\lambda,T) \) are the spectral emissivity of the S. S. surface and the spectral radiance of blackbody, respectively. \( L_{\lambda,b}(\lambda,T) \) is very small at room temperature for each of the wavelengths 4.21 and 4.63 \( \mu \text{m} \). At 20\(^\circ\)C, the spectral radiances of the stainless steel surface are 0.541 and 0.969 \( \mu \text{W/mm}^2\cdot\text{sr} \cdot \mu \text{m} \) at 4.21 and 4.63 \( \mu \text{m} \) respectively. At 25\(^\circ\)C, the spectral radiances are 0.658 and 1.158 \( \mu \text{W/mm}^2\cdot\text{sr} \cdot \mu \text{m} \) at 4.21 and 4.63 \( \mu \text{m} \) respectively. So the detector needs to be very sensitive to detect any change in the source temperature. Also the EM wave collection optics needs to have very high quality to collect the maximum amount of waves from the source and focus them to a small spot on the detector.

6.3.1 Optical Setup for Irradiance on the Ga-doped SiC sample

The stainless steel source emits EM waves over a broad band from which a very small wavelength range around 4.21 \( \mu \text{m} \) was selected using a narrow band pass filter. The filter had a
high transmittance (~92.5%) in the range 4.08-4.81 μm and a sharp cut off outside this band. It is made of silicon monoxide and germanium thin films deposited on a silicon substrate and its safe operating temperature is below 200°C. Therefore it must be placed sufficiently away from the hot source to avoid any thermal damage to the filter.

To collect the EM waves from the source and direct them to the detector, two calcium fluoride (CaF\textsubscript{2}) plano-convex lenses were used as shown in Figure 6-2. Due to high transmittance (~92%) in the range 1-8 μm and high optical damage threshold (~10 J/cm\textsuperscript{2} at the CO\textsubscript{2} laser wavelength of 10.64 μm), CaF\textsubscript{2} lenses are commonly used in cryogenically cooled thermal imaging systems. Its refraction index and melting temperature are 1.418 at 4.21 μm and 1418°C respectively. The diameter, center thickness and effective focal length of the lens were 25.4, 6.2 and 50 mm for the source lens and 25.4, 7.5 and 40 mm for the detector lens respectively. The convex surfaces of both lenses were placed toward the incident waves (Figure 6-2) to reduce the spherical aberration [72]. To determine the field of view, i.e., the area of the source from where the lens collects the EM waves, a ray tracing method was used [72, 106]. Based on the dimensions of our experimental setup shown in Figure 2, the diameters of the field of view and irradiated spot are 25.4 and 3.8 mm respectively.

If there is no energy loss when the radiation propagates from the source lens to the detector lens, the absorbed irradiance in the detector (I\textsubscript{a}) can be written as

\[
I_a(T) = a_{d,\lambda} \frac{A_{\lambda}}{r_d^2} F_{sl} \int_{\lambda_{d}-\Delta\lambda_{d}/2}^{\lambda_{d}+\Delta\lambda_{d}/2} L_{\lambda,s}(\lambda,T) d\lambda ,
\]  

(6-1)
where $\alpha_{d,\lambda}$, $A_{rs}$ and $r_d$ are, respectively, the absorbance of the doped sample based on multiple reflections, surface area of the radiation source viewed by the source lens, and the radius of the irradiated spot on the detector for the MWIR wavelength $\lambda$. $F_{sl}$ is the view factor as the radiation source is viewed by the source lens, which is given by

$$F_{sl} = \frac{1}{2} \left[ 1 + \frac{d_{sl}^2 + r_{sl}^2}{r_{rs}^2} - \left( 1 + \frac{d_{sl}^2 + r_{sl}^2}{r_{rs}^2} \right)^2 - 4 \left( \frac{r_{sl}}{r_{rs}} \right)^2 \right]^{1/2}$$

for coaxial parallel disks [71], where $r_{sl}$ and $r_{rs}$ are the radii of the source lens and the radiation source, respectively, and $d_{sl}$ is the distance from the radiation source to the source lens. $\lambda_0$ is the central wavelength to be detected by the detector and $\Delta \lambda_0$ is the spectral range, i.e., the full width at half maximum (FWHM) around $\lambda_0$. From the absorbance data of Ga-doped 4H-SiC in Figure 6-1(a), $\lambda_0$ would be 4.21 and 4.63 $\mu$m corresponding to the two absorption peaks and the values of $\Delta \lambda_0$ are 0.09 and 0.12 $\mu$m for these two wavelengths respectively.

### 6.3.2 Measurement of Optical Signal for Testing the Response of the Ga-doped Sample

The value of $I_d(T)$ needs to be maximized to optimize the change of the electron density in the valence band and the dopant energy level of the detector. This will cause a large change in the reflectivity of the detector per unit change in the source temperature for the He-Ne laser of wavelength 632.8 nm, improving the detector response. The optical signal is the reflected power of the He-Ne beam, which is measured to test the effect of the source temperature on the detector response. The stainless steel source was heated using an induction heater and the surface
temperature was measured with a thermocouple. The power input from the heater to the source was controlled to achieve stable source temperatures, which enabled carrying out detector response experiments at fixed temperatures.

To increase the irradiance at the detector surface, a ray tracing method was used for designing the MWIR radiation collection optics. The distances of the CaF$_2$ lenses were varied to obtain the largest source size (field of view) and the smallest irradiation spot on the detector (image size). The focal lengths of the source and detector lenses were 50 and 40 mm respectively. The source and image radii were 12.7 and 1.9 mm, respectively, when the source lens, detector lens and detector were at 80 mm from the source, 5 mm from the source lens and 20 mm from the detector lens, respectively, as shown in Figure 6-2. The narrow bandpass filter was placed right next to the convex surface of the source lens.

A He-Ne laser of wavelength 632.8 nm with an output power up to 15 mW was directed to the detector (doped region) at normal incidence. The incident power of the He-Ne laser was measured right below the beam splitter in Figure 6-2. The reflected laser beam was directed to a Si-based He-Ne detector as shown in Figure 6-2 to measure the reflected power that represents the optical signal of the SiC MWIR detector. The ratio of the reflected power to the incident power of the He-Ne beam yields the reflectance of the Ga-doped SiC sample. Experiments were conducted without any lens, with only the source lens and with both the source and detector lenses to examine the effect of irradiance, $I_a(T)$, on the optical response of the SiC detector.
6.3.3 Multiple Reflections of the He-Ne beam

Both the He-Ne laser beam and the MWIR waves can undergo multiple reflections in the 4H-SiC sample, increasing the absorption of photons in the detector. This will improve the quantum efficiency and, therefore, the detector response. The undoped as-received sample offers two air–SiC interfaces at the top and bottom surfaces of the sample. On the other hand, the Ga-doped sample has three interfaces between the air and doped region, doped region and undoped silicon carbide, and undoped silicon carbide and air. When the He-Ne beam is incident on the top surface of the undoped as-received 4H-SiC region, a fraction of this beam is reflected, absorbed and transmitted in the sample. These fragmented beams undergo further reflection and transmission at the bottom surface of the sample. Summing powers of all the rays at various points on the top (reflectance) surface and on the bottom (transmittance) surface \[73\], the reflectance \(\rho\) and transmittance \(\tau\) of the undoped and doped samples are given by Equations (3-19) and (3-20), respectively.

The thickness of doped region was taken to be the depth up to which the Ga atoms diffuse in the 4H-SiC substrate during the doping experiment. This diffusion length is given by \(d_d = 2\sqrt{D_{Ga} t_d}\), where \(D_{Ga}\) is the diffusion coefficient of Ga in the substrate and \(t_d\) is the diffusion time. Generally \(t_d\) is taken as the laser-substrate interaction time, which is the ratio of the laser beam diameter on the substrate surface to the speed of the laser beam relative to the substrate. The value of \(t_d\) is 0.25 s for the doping experiment in this study. It has been shown that the diffusion coefficient increases by 5 to 6 orders of magnitude in laser doping processes and that the
diffusion coefficient of aluminum (Al) atoms in silicon carbide is $1.2 \times 10^{-5}$ cm$^2$/s [58]. Assuming similar trend for the diffusion of Ga, $D_{Ga}$ was taken as $5.0 \times 10^{-5}$ cm$^2$/s to estimate $d_d$ as 500 nm.

It should be noted that Equations (6-2) and (6-3) involve reflectivity and absorption coefficient. While the reflectivity depends only on material properties itself, reflectance depends on the material dimensions also [107]. The absorption coefficient ($\mu$) is related to the absorption index ($\kappa$) by the expression $\mu = 4\pi \kappa \lambda$, where $\lambda$ is the wavelength of interest in vacuum. If the refraction and absorption indices of each of the two media are, respectively, $n_1$ and $\kappa_1$, and $n_2$ and $\kappa_2$, the Fresnel reflectivity at the interface of these two media is given by $\rho = \frac{(n_2 - n_1)^2 + (\kappa_2 - \kappa_1)^2}{(n_2 + n_1)^2 + (\kappa_2 + \kappa_1)^2}$ for the wavelength $\lambda$. Utilizing these two expressions for absorption coefficient ($\mu$) and reflectivity ($\rho$) in Equations (3-19) and (3-20), the refraction and absorption indices of the as-received and Ga-doped samples were calculated for the He-Ne laser and MWIR wavelengths for normal incidence on the samples at room temperature. These results are listed in Table 6-1. The reflectivity and absorption coefficient are two important parameters for determining the reflectance of the detector.

6.3.4 Analysis of the Reflected Power to Determine the Detectivity and the NETD for the Ga-doped Sample

Conventional photon detectors produce electrical signals. In such electrical photodetectors, the photogenerated electrons migrate from the photon-detector interaction region to other parts of the detector and eventually flow through an electric circuit. An expression for the detectivity of this
type of detectors can be found in Ref. [28]. On the other hand, the optical photodetector of this study produces optical signals. In this optical photodetector, the photoexcited electrons populate a higher energy level depending on their lifetime and diffusive loss in the excited state. The detectivities of these two types of detectors, will therefore, involve different parameters.

The functionality of the optical photodetector of this study involves two devices. One of them is the Ga-doped 4H-SiC substrate, which acts as the MWIR detector and produces optical signals by reflecting a He-Ne beam. The second device is the Si detector coupled with a power meter, which detects the reflected He-Ne beam and measures its power. The detectivity, therefore, constitutes the performance of these two devices. The rms (root mean square) noise current is

\[ i_n = \sqrt{2e\Delta f} \]  

in the Si He-Ne beam detector, assuming that the shot noise in the detector is caused by the dc-photogenerated current \( i \) flowing across a potential barrier. Here \( e \) is the electron charge and \( \Delta f \) is the electrical bandwidth. The average output current, \( \tilde{i} \), is produced due to the incidence of background photons and the source photons on the SiC MWIR detector [108]. Since the photons are collected from the source using a lens and focused to a tiny spot on the detector, the irradiance on the detector would be much higher due to the source photons than the background photons.

In the presence of MWIR irradiance on the SiC detector, the average signal current, \( \tilde{i}_s \), can be expressed as

\[ \tilde{i}_s = \left( \eta_{\text{e,Si},r,\lambda} A_{\text{Si}} \alpha_{\text{Si}} e \right) (hc), \] 

where \( \eta_{\text{e,Si},r,\lambda} \), \( A_{\text{Si}} \) and \( \alpha_{\text{Si}} \) are the external quantum efficiency, active area and absorbance of the Si He-Ne beam detector, respectively. \( I_{r,\lambda}^* \) is the irradiance on the Si detector due to the reflected He-Ne laser in the presence of MWIR irradiance.
on the SiC detector and $\lambda_i$ is the wavelength of the Ne-Ne laser. Therefore $I_{r,l}\lambda_i/\hbar c$ is the number of He-Ne laser photons incident on the Si detector per unit area per unit time. The irradiance can be related to the reflectance of the SiC MWIR detector by the expression $I_{r,l}^* = \rho_{d,l}I_{i,l}^*$, where $I_{i,l}^*$ is the irradiance of the He-Ne laser incident on the SiC detector and $\rho_{d,l}$ is the reflectance of the SiC detector for the He-Ne laser wavelength in the presence of MWIR irradiance.

In the absence of any MWIR irradiance on the SiC detector, the average noise current, $\tilde{i}_n$, can be expressed as $\tilde{i}_n = (\eta_{e,Sl}I_{r,l}\lambda_iA_{Sl}\alpha_{Sl})/(\hbar c)$. Here $I_{r,l}$ is the irradiance on the Si He-Ne beam detector due to the reflected He-Ne laser in the absence of MWIR irradiance on the SiC MWIR detector. Identifying $\tilde{i}_n$ as the average background current ($\tilde{i}_{bg}$), i.e., $\tilde{i}_n = \tilde{i}_{bg} = \tilde{i}$, and substituting it into $i_n$, the signal-to-noise ratio ($S/N$) can be written as $\tilde{i}_s/i_n$, i.e.,

$$\frac{S}{N} = I_{r,l}^* \sqrt{\frac{\eta_{e,Sl}A_{Sl}\alpha_{Sl}}{2I_{r,l}Af}} \sqrt{\frac{\lambda_i}{\hbar c}}. \quad (6-2)$$

The minimum irradiance ($I_{r,l}^{*m}$) for detectable signal is obtained by setting $S/N = 1$ in Equation (6-4), which yields $I_{r,l}^{*m} = \left[ (2I_{r,l}Af/\hbar c)(\eta_{e,Sl}A_{Sl}\alpha_{Sl}) \right]^{1/2}$. Therefore the noise-equivalent power (NEP), which is given by $I_{r,l}^{*m}A_{Sl}$, can be written as
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The detectivity, which is defined as \( D^* = \frac{\sqrt{A_{Si} \Delta f}}{NEP} \), can now be written as \( D^* = \sqrt{\frac{\eta_{e, Si} \alpha_{Si}}{2I_{r,l}}} \sqrt{\frac{\lambda}{hc}} \).

This expression is modified using Equation (6-4) and the expression for \( I_{r,l} \) to obtain \( D^* \) as

\[
D^* = \frac{(S / N)}{\rho_{d,l}^* I_{r,l}^*} \sqrt{\frac{\Delta f}{A_{Si}}} \tag{6-4}
\]

Equation (6-6) combines the effects of both the Si He-Ne beam detector and the SiC MWIR detector. It can be used to determine the noise equivalent temperature difference (NETD) based on the following equation [84]:

\[
NETD = \frac{4F^2}{D^* \tau_0 \left( \frac{dI_a}{dT} \right)_{\lambda_1 - \lambda_2}} \sqrt{\frac{\Delta f}{A_a}}, \tag{6-5}
\]

where \( F \) is the \( f \)-number of the detector lens, \( \tau_0 \) is the product of the transmissivities of the lens and filter, and \( A_a \) is the active area of the detector. \( \left( \frac{dI_a}{dT} \right)_{\lambda_1 - \lambda_2} \), which is the change in absorbed
irradiance with respect to the source temperature in the emission band \( \lambda_1 - \lambda_2 \), can be expressed as

\[
\left( \frac{dI_a(T)}{dT} \right)_{\lambda_1 - \lambda_2} = \left( \frac{\pi \alpha_{d,\lambda} F_{a,\lambda} \alpha_{d,\lambda}}{A_b} \right) \left[ \int_{\lambda_1}^{\lambda_2} \frac{C_1 C_2 \exp(C_1 / \lambda T)}{T^2 \lambda^4 \exp(C_2 / \lambda T) - 1} \, d\lambda + \int_{\lambda_1}^{\lambda_2} \frac{C_1 C_2 \exp(C_2 / \lambda T)}{T^2 \lambda^4 \exp(C_2 / \lambda T) - 1} \, d\lambda \right], \quad (6-6)
\]

where \( C_1 \) and \( C_2 \) are two constants in Planck’s blackbody radiation theory, which are given by \( C_1 = 1.191 \times 10^8 \) W·\( \mu \)m\(^4\)/m\(^2\)·sr and \( C_2 = 1.439 \times 10^4 \) \( \mu \)m·K. \( \alpha_{d,\lambda} \) is the absorbance of the Ga-doped 4H-SiC sample, based on multiple reflections, for the MWIR wavelength \( \lambda \) and the two emission bands are from \( \lambda_1 = 4.2 \) to \( \lambda_1 = 4.29 \) \( \mu \)m and from \( \lambda_2 = 4.54 \) to \( \lambda_2 = 4.66 \) \( \mu \)m. \( \varepsilon_{\lambda,s} \) is the emissivity of stainless steel radiation source, which is 0.7 for these emission bands. Noting that \( \alpha_{d,\lambda} = 0.32 \), Eq. (8) yields \( \left( \frac{dI_a}{dT} \right)_{\lambda_1 - \lambda_2} = 1.46 \times 10^{-3} \) \( \mu \)W/mm\(^2\)K. The transmissivities of the lens and filter are 1 and 0.925, respectively, at 4.21 \( \mu \)m, yielding \( \tau_0 = 0.925 \). \( F = 1/(2\sin\theta) \) where \( \sin\theta \) is 12.5/21.65 in this case (Figure 6-2) and, therefore \( F = 0.866 \). The spectral photon radiance (photons/s·cm\(^2\)·sr·\( \mu \)m) can be obtained by multiplying the absorbed irradiance by \( \lambda/hc \). The detector absorbs a photon flux of 2.202\( \times \)10\(^9\) photons/s at 25°C in the present setup. The reflected power of the He-Ne beam does not change if the absorbed photon flux is less than this value.

NETD was also determined from experimental data using the relationship [109], \( NETD = \sigma_n / SITF \), where \( \sigma_n \) and SITF are the standard deviation of the detector signal and the system intensity transfer function respectively. Based on Bessel’s correction to the conventional
definition of the standard deviation, the expression for $\sigma_n$ can be written as [32]

$$
\sigma_n = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (P_i - \overline{P})^2 / (N(N-1))},
$$

where $P_i$, $i = 1, 2, 3, \ldots, N$, is the $i$-th value of the optical signal, i.e., the reflected power of He-Ne beam, measured at different times to obtain $N$ signals for the same source temperature. The system intensity transfer function (SITF) [109] of the detector is given by

$$
SITF = \left( \frac{\overline{P} - \overline{P}_{BG}}{T_s - T_{BG}} \right),
$$

where $\overline{P}$ and $\overline{P}_{BG}$ are the averages of $N_s$ and $N_{BG}$ values of the reflected He-Ne laser power for the source and background temperatures $T_s$ and $T_{BG}$, respectively. Lloyd [84] pointed out how to select these two temperatures so that $T_s - T_{BG}$ is not zero. Experiments were conducted to measure the variations in the reflected powers of He-Ne beam by keeping the stainless steel radiation source at room (ambient) and higher temperatures. The data were recorded in a computer using a data acquisition system for a period of 25 seconds at each temperature as presented in Figure 6-3. 100 values ($N = 100$) of the reflected He-Ne laser power were selected arbitrarily for each temperature to calculate NETD.
Figure 6-3: Reflected powers of the He-Ne beam at room and higher temperatures of the source to determine NETD. $T_{BG}$ is the background temperature of other materials surrounding the source. It is 25°C in this study and the reflected power is lower than that of the source due to the difference in emissivity.

6.4 Results and Discussion

6.4.1 Changes in the Reflectance and Refraction Index of the SiC Detector as a Function of the Absorbed MWIR Irradiance

The SiC detector consists of two regions which are doped and undoped (as-received) regions. To calculate the optical properties of the detector, the properties of the doped region and the as-received sample were obtained. The powers ($P_r$) of a He-Ne beam reflected by the SiC detector were measured using a silicon He-Ne beam detector by varying the temperature of the stainless steel radiation source from room temperature (25°C) to 650°C. For a given temperature of the
source, its spectral radiance and its radiance within a finite spectral range are plotted as shown in
Figure 6-4(a).
Figure 6-4: Effects of the radiance of the source and the number of lenses on the optical response of the detector (Ga-doped sample) compared to the as-received (undoped) sample, showing that the doped sample produces a significant optical signal at the He-Ne laser wavelength of 632.8 nm: (a) effect of the source temperature on its
radiance at two wavelengths, (b) reflected powers, (c) reflectances and (d) changes in the reflectance of the as-received and Ga-doped samples. The resolution of the Si He-Ne beam detector was 0.63 nW.

The source emits more radiation as its temperature increases and, consequently, the MWIR irradiance (W/cm$^2$) increases on the SiC detector. The reflectance is given by $\rho_{s,l}^* = P_r / P_i$, where $\rho_{s,l}^*$ represents the reflectance of the sample $s$, based on multiple reflections, for the He-Ne laser wavelength in the presence of MWIR irradiance on the sample. $P_i$ is the power of the incident He-Ne beam on the sample, and $s = u$ and $d$ for the undoped as-received and Ga-doped 4H-SiC samples respectively. For each type of sample, the reflected power was also measured by keeping the stainless steel radiation source at room temperature and the reflectance was calculated. This baseline reflectance is designated by $\rho_{s,l}$, which represents the reflectance of sample $s$ for the He-Ne laser wavelength in the absence of any MWIR irradiance on the sample from a hot source. The values of $\rho_{s,l}$ are found to be 26.47% and 25.02% for the undoped and doped samples respectively. The change in the reflectance was obtained from $\Delta \rho_{s,l} = \rho_{s,l} - \rho_{s,l}^*$. These results are plotted in Figures 6-4(b-d), which show that the reflectance of the doped sample changes significantly due to the MWIR wavelengths 4.21 and 4.63 $\mu$m as the temperature of the radiation source increases, while the change is very small for undoped as-received sample. More photon flux from the source at elevated temperatures and the presence of Ga energy level corresponding to the photon energy in the doped sample are two important factors for better response of the doped sample than the undoped sample.
When the radiation source was at room temperature, the reflected and transmitted powers of the He-Ne beam were measured for both samples and the reflectance and transmittance were calculated. Using Equations (6-2) and (6-3), the baseline refraction \( n_{s,l} \) and absorption indices were calculated. \( n_{s,l} \) represents the refraction index of sample \( s \) for the He-Ne laser wavelength in the absence of any MWIR irradiance on the sample from a hot source. The values of \( n_{s,l} \) are found to be 3.442 and 3.217 for the undoped (as-received 4H-SiC) and Ga-doped samples respectively. The absorption indices are found to be \( 1.421 \times 10^{-4} \) and \( 1.530 \times 10^{-4} \) for the undoped and doped samples, respectively, at the He-Ne laser wavelength of 632.8 nm. Based on these values of the \( n_{s,l} \), absorption indices and the reflectance data (Table 6-1) of the undoped and doped samples, the refraction index \( n_{s,l}^* \) of the SiC detector was calculated using Equations (6-2) and (6-3) for the He-Ne laser wavelength in the presence of MWIR irradiance on the sample. The change in the refraction index was obtained from \( \Delta n_{s,l} = n_{s,l} - n_{s,l}^* \). These results are plotted in Figures 6-5(a) and (b), which show that the refraction index of the detector is distinctly different from the refraction index of the undoped sample in the presence of MWIR wavelengths 4.21 and 4.63 \( \mu \)m emitted by the radiation source.
Figure 6-5: Effects of the radiance of the source and the number of lenses on the refraction index of the detector compared to the as-received sample, showing a significant effect on the refraction index of the detector at the He-Ne laser wavelength of 632.8 nm: (a) refraction indices and (b) changes in the refraction index of the as-received and Ga-doped samples. The resolution of the Si He-Ne beam detector was 0.63 nW.

The doped sample has lower refraction index in the presence of the MWIR irradiance because of the lower refraction index of the doped sample at room temperature than the undoped sample. Figure 5(b) shows that a significant change in the refraction index of the doped sample, while the change is very small for the undoped sample. These significant changes in the reflectance and refraction index indicate that the Ga-doped sample can be used for fabricating MWIR detectors.
To determine the minimum temperature of the radiation source for which the SiC detector produces a detectable optical signal, the radiation collection optics as well as the resolution of measuring the reflected He-Ne beam power by the Si detector were examined. Three optical arrangements were considered to collect the radiation, which are (i) no lenses, (ii) just one lens and (iii) two lenses between the source and SiC detector. The Si detector was operated in the nanowatt scale with resolutions of 0.631 nW and 48 nW. At this low power level of the reflected He-Ne beam, the Si He-Ne beam detector exhibited an error of 0.3%. These results are presented in Figure 6-6(c).
Figure 6-6: Effects of the source temperature, the number of lenses and the resolution of the Si He-Ne beam detector on the MWIR detectibility of the SiC detector: (a) threshold source temperature for MWIR detection with just the source lens and without any lens, (b) MWIR detection at room temperature (25°C) with two lenses and 0.63 nW resolution of the Si detector, and (c) effects of the resolution of Si detector on MWIR detection by the SiC detector, showing that low resolution and two lenses enable MWIR detection at room temperature of the source.
Figures 6(a) and (b) show the total radiance of the source in 4.21 and 4.63 μm bands and absorbed irradiance on the SiC detector for detectable response with no lenses, one lens and two lenses as a function of the source temperature. A detectable response is obtained at a lower temperature (25°C) with two lenses because two lenses collect more radiation from the source and produce higher irradiance on the SiC detector than the other two optical configurations. On the other hand, the He-Ne beam power measurement resolution of the Si detector also affects the radiation detection capability for a source of low temperature. It can be seen in Figure 6-6(c) that the detector response begins at the source temperature 90°C for 48 nW resolution, while a detectable signal is obtained for the source at room temperature with two lenses for 0.63 nW resolution. These results indicate that although the SiC MWIR detector can operate at room temperature, the optics and the resolution of the Si detector are important in detecting objects that are at room temperature.

6.4.3 NETD and Detectivity

Experimental NETD: As pointed out earlier, the MWIR detection in this study involves the response of the SiC MWIR detector, and the responses of the Si He-Ne beam detector and the associated power meter. The NETD of this SiC/Si detector system is calculated using the experimental values of the reflected He-Ne laser power (optical signal) as presented in Figure 3. The average values of the signals are $\overline{P}_{r,1} = 753$ nW, $\overline{P}_{r,2} = 757$ nW and $\overline{P}_{r,3} = 762$ nW at 25°C, 35°C and 45°C, respectively, and the corresponding standard deviations are $\sigma_1 = 9.342$ nW, $\sigma_2$
= 6.257 nW and \( \sigma_3 = 9.877 \) nW. Applying SITF to two pairs of data at 25 and 35°C, and at 25 and 45°C, the system intensity transfer functions are obtained as \( \text{SITF}_{12} = 0.5266 \text{ nW/K} \) and \( \text{SITF}_{13} = 0.7248 \text{ nW/K} \), respectively, and the corresponding values of NETD are \( \text{NETD}_{12} = 1774 \text{ mK} \) and \( \text{NETD}_{13} = 863 \text{ mK} \).

These values of NETD are much higher than the required thermal resolution of 100 mK. Thermal resolution below 100 mK is achieved in staring thermal imagers using thermal detectors in focal plane arrays (FPAs) because NETD is influenced by the active area of the detector. For uncooled IR detector systems, Niklaus et al. [101] and Dong et al. [102] obtained an NETD of 7 K, while Picone [110] and Gupta and Ballato [111] reported NETD in the range of 50-100 mK. The SiC detector of this study can be configured as a focal plane array by laser doping selected regions of the substrate. To achieve low NETD, traditional infrared detectors also typically have integrated circuit amplifiers or gain elements on the same microchip as the detector to provide several orders of magnitude of amplification of the signal before being transmitted. These features are expected to lower the NETD of the uncooled SiC optical photodetector.

**\( D^* \) based on experimental S/N:** The detectivity of the SiC/Si detector system is determined from Equation (6-6) using the experimental result for the signal-to-noise ratio (S/N) and an appropriate value of \( \Delta f \). Based on the data at room temperature (25°C) in Figure 3, \( \text{S/N} = \frac{\bar{P}_{r,i}}{|\sigma_i|} = 80.6 \). The bandwidth is related to the time constant \( (t_c) \) of an instrument by the expression \( \Delta f = \frac{1}{2t_c} \). The results in Figure 3 were obtained using a Si He-Ne beam detector coupled with a power meter for which the time constant is \( t_c = 10 \text{ ms} \). The time constant of the SiC MWIR detector is expected to be much lower than 10 ms. For example, different polytypes of SiC, such as 3C-, 4H-, and
6H-SiC, have fast (< 20 ns) response time in photoconductive switches [112-116]. The response of a system, however, is governed by the component of longest time constant. Therefore the bandwidth of the SiC/Si detector system is taken as $\Delta f = 50$ Hz. Other parameters for the results in Figure 6-3 are the incident He-Ne laser irradiance on the SiC detector, $I_{ij} = 26.786$ nW/mm$^2$, the reflectance of the SiC detector, $\rho_{ij} = 0.28$ for the He-Ne laser wavelength and the Si detector area $A_{Si} = 1.131$ mm$^2$ for a He-Ne beam of diameter 1.2 mm. Substituting these values into Equation (6-6), the detectivity of the SiC/Si detector system is found to be $7.15 \times 10^9$ cm·Hz$^{1/2}$/W when both the detector and the radiation source are at 25°C.

The performances of various detectors at 4.21 µm wavelength are listed in Table 6-2 to compare the characteristics of the SiC/Si detector system with other IR detectors.
Table 6-2: Performances of various infrared detectors at 4.21 μm wavelength.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Operating Temp. (K) [Ref. 97]</th>
<th>Noise bandwidth, $\Delta f$ (Hz) [Ref. 97]</th>
<th>Detectivity, $D^*$ (cm·Hz$^{1/2}$/W) [Ref. 97]</th>
<th>NETD (mK)</th>
<th>$D^* / \sqrt{\Delta f}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HgCdTe</td>
<td>77</td>
<td>1000</td>
<td>1.2×10$^{11}$</td>
<td>20 [Ref. 95]</td>
<td>3.8×10$^9$</td>
</tr>
<tr>
<td>InSb</td>
<td>77</td>
<td>1000</td>
<td>1.1×10$^{11}$</td>
<td>10 [Ref. 117]</td>
<td>3.5×10$^9$</td>
</tr>
<tr>
<td>PbSe</td>
<td>193</td>
<td>1000</td>
<td>3.3×10$^{10}$</td>
<td>200 [Ref. 110]</td>
<td>1.0×10$^9$</td>
</tr>
<tr>
<td>PtSi</td>
<td>300</td>
<td>30</td>
<td>3.0×10$^{10}$</td>
<td>100 [Ref. 14]</td>
<td>5.5×10$^9$</td>
</tr>
<tr>
<td>Au-doped Ge (Ge: Au)</td>
<td>77</td>
<td>1000</td>
<td>8.0×10$^9$</td>
<td>-</td>
<td>2.2×10$^8$</td>
</tr>
<tr>
<td>Thermocouple</td>
<td>300</td>
<td>10</td>
<td>1.8×10$^9$</td>
<td>100 [Ref. 110]</td>
<td>5.7×10$^8$</td>
</tr>
<tr>
<td>Pyroelectric</td>
<td>300</td>
<td>10</td>
<td>1.2×10$^9$</td>
<td>50 [Ref. 111]</td>
<td>3.8×10$^8$</td>
</tr>
<tr>
<td>Thermistor bolometer</td>
<td>300</td>
<td>10</td>
<td>1.9×10$^8$</td>
<td>50 [Ref. 101]</td>
<td>6.0×10$^7$</td>
</tr>
<tr>
<td>Thermopile</td>
<td>300</td>
<td>10</td>
<td>1.2×10$^8$</td>
<td>100 [Ref. 111]</td>
<td>3.8×10$^7$</td>
</tr>
<tr>
<td>SiC/Si detector system</td>
<td>298</td>
<td>50</td>
<td>7.15×10$^9$</td>
<td>1774</td>
<td>1.0×10$^9$</td>
</tr>
</tbody>
</table>

It should be noted that the optical configurations to collect infrared radiation from the field of view might not be the same for all the detectors listed in Table 6-2, and that the radiation collection optics affects the NETD significantly. Also the bandwidths are different for different detectors and that is why $D^* / \sqrt{\Delta f}$ is listed in Table 6-2 to compare this normalized detectivity of various detectors. This normalized detectivity of the SiC/Si detector system compares well
with other detectors. However, the NETD of the SiC/Si detector system is very large, which can be reduced by increasing the signal-to-noise ratio as discussed below.

**Effect of Δf on D**: Equation (6-6) shows that the detectivity can be increased by increasing the bandwidth of the detector. Newer models of Si He-Ne beam detector with associated power meter are available for which the time constant is \( t_c = 2 \, \mu s \) with corresponding bandwidth \( Δf = 2.5 \times 10^5 \) Hz. With such fast Si detectors, the detectivity of the SiC/Si detector system would be \( 5.1 \times 10^{11} \, \text{cm} \cdot \text{Hz}^{1/2} / \text{W} \). The detectivity of an ideal electrical photodetector [85] is \( 1.8 \times 10^{11} \, \text{cm} \cdot \text{Hz}^{1/2} / \text{W} \) for the MWIR wavelength 4.21 μm when the radiation source is at 27°C, and the detector temperature is sufficiently low so that the self-emission processes do not emit an appreciable number of photons. With lower time constant, the detectivity of the SiC/Si detector system would be higher than the ideal value because the SiC detector is based on the principle of generating optical signals with the photoexcited electrons remaining practically immobile inside the SiC detector. So the loss of photoexcited electrons occurs mainly due to their diffusion in this optical photodetector. In the conventional electrical photodetectors, on the other hand, electrical signals are produced due to mobile photogenerated electrons as they travel from the region of photon-detector interaction to other parts of the detector. So the loss of signal is due to both the scattering and diffusion of electrons in the electrical photodetectors.

**Theoretical NETD**: The detectivities and the corresponding values of Δf can be substituted into Equation (6-7) to determine the theoretical NETD of the SiC/Si detector system. Noting that the active area of the SiC detector is \( A_d = 1.131 \, \text{mm}^2 \) for a He-Ne beam of diameter 1.2 mm, and
using the values of $F$, $\tau_0$ and $\left(\frac{dI_a}{dT}\right)_{\lambda_1-\lambda_2}$, which are discussed in section 6.3, the theoretical
values of NETD are found to be 207 and 205 mK for the SiC/Si detector systems of detectivities $7.15 \times 10^9$ and $5.1 \times 10^{11}$ cm-Hz$^{1/2}$/W respectively. Ideally these two values of NETD should be equal because it can be shown that NETD is independent of $D^*$ and $\Delta f$ by substituting $D^*$ from Equation (6-6) into Equation (6-7). NETD is inversely proportional to $S/N$. The difference between the two values of NETD can be attributed to the computational rounding error. However, the theoretical NETD is much lower than the experimental NETD. This discrepancy between the theory and experiment might be due to the effect of $\left(\frac{dI_a}{dT}\right)_{\lambda_1-\lambda_2}$. All the photons of the absorbed irradiance, $I_a(T)$, might not contribute to the generation of optical signal and, consequently, the theoretical value of $\left(\frac{dI_a}{dT}\right)_{\lambda_1-\lambda_2}$ obtained from Equation (6-8) might be higher than the actual occurrence in the SiC detector.

**Effects of S/N and time constant on the detectivity and NETD of just the SiC detector:** Bai et al. [40] fabricated 4H-SiC PIN avalanche photodiodes (APDs) for ultraviolet (UV, 280 nm wavelength) photon detection and demonstrated a fairly large detectivity of $4.1 \times 10^{14}$ cm-Hz$^{1/2}$/W. At the bias voltage of 144 V for this type of APDs, Bai et al. [118] reported the noise equivalent power (NEP) as 20 fW of incident light power and the highest incident light power as $4 \times 10^3$ fW, which leads to the signal-to-noise ratio of ~200. They [118] were able to reduce the NEP to ~4.4 fW using a lock-in amplifier, which significantly increases S/N to ~909. Qian et al. [119] fabricated a Si UV-sensitive photodetector and tested its response in the range of 300-650 nm at
different bias voltages. Their detector consisted of separate photoabsorption and charge multiplication regions, which were a shallow p-n junction for photoelectric conversion and a nearby n-p-n output transistor for signal amplification respectively. They were able to achieve S/N up to $7 \times 10^6$ with this particular amplification feature. The signal rise time of the photodetector was in the range of 2.16-750 ns for bias voltages varying from 1-20 V.

However, the operational mechanism of these electrical photodetector is different from the optical photodetector of this study. Equation (6-6) is used to determine the detectivity by replacing $A_{si}$ with $A_d$ and referring all other variables such as $D^*$, S/N and $\Delta f$ to the characteristics of just the SiC detector, while NETD is calculated using Equation (6-7).

Figure 6-7: Effects of signal-to-noise ratio on the detectivity and NETD of just the SiC optical photodetector for three different time constants (10, 100 and 1000 ns) of the detector.
To examine the effects of S/N and $\Delta f$ on $D^*$ and NETD, S/N is varied from 100 to 500 for three different time constants 10, 100 and 1000 ns corresponding to $\Delta f = 5\times10^7$, $5\times10^6$ and $5\times10^5$ Hz respectively. The results are presented in Figure 6-7, showing that the detectivity is linearly proportional to S/N, while NETD is inversely proportional to S/N. Figure 6-7 also shows that the detectivity is affected by the time constant of the detector but the NETD is independent of the time constant for a given S/N. The NETD of the detector can be lowered by increasing its signal-to-noise ratio.

### 6.4.4 Comparison of Theoretical and Experimental value of NETD and Detectivity

The noise-equivalent temperature difference ($NETD$) is one of the figures of merits defining the smallest temperature difference between two points of a source that a detector can image distinguishably. It represents the temperature of a source above the background (ambient) temperature that produces a signal in the detector equal to the RMS of the detector noise. $NETD_{\text{Exp}}$ can be determined as the ratio of the standard deviation of the detector signal ($\sigma_n$) to the System Intensity Transfer Function (SITF) as mentioned above section. These results are presented in Figures 6-8(a) and (b). Figure 6-8(a) shows the effect of different noise mechanisms on the theoretical $NETD_{\text{th}}$ as a function of the dopant concentration in SiC. Figure 6-8(b), on the other hand, compares the experimental $NETD_{\text{Exp}}$ with the theoretical results. The difference between the theory and experiment may be due to the same reasons as in the case of detectivity.
Figure 6-8: Effects of dopant concentration on the MWIR detectibility of the SiC detector and comparison between theoretical and experimental results: (a) theoretical $NETD_{Th}$ for each noise source and (b) total theoretical and experimental ($NETD_{Exp}$). $NETD_{Exp}$ was obtained by keeping the detector at 25°C and the radiation source at 35°C and 45°C.

The theoretical detectivities of the SiC-Si detector system were obtained using Equations (5-21)-(5-24) for different dopant concentrations, and the corresponding theoretical detectivities were calculated as listed in Table 5-1. Figure 6-9(a) shows how the theoretical detectivity depends on different noise mechanisms as the dopant concentration is varied and the discrepancy between the theoretical and experimental results are presented in Fig. 6-9(b). This discrepancy may be due to several reasons such as the misalignment of different optical elements and loss of optical signal due to the scattering of the He-Ne beam in these elements including SiC. The loss of
photoexcited electrons due to diffusion, and absorption and scattering in various defect sites in the SiC substrate can also contribute to the discrepancy.

Figure 6-9: Effects of dopant concentration on the MWIR detectibility of the SiC detector and comparison between theoretical and experimental results: (a) theoretical detectivity for each noise source and (b) total theoretical and experimental detectivity. The detectivity was determined by keeping the detector and radiation source at 25°C each.

6.4.5 Measurement of Sensor Response at Different Temperatures of the Sensor

The temperature affects the properties of semiconductors, such as the electron mobility, refraction index and vacant states in the acceptor level. Therefore the optical response of the sensor can vary with temperature. To determine the operating thermal range, the sensor
temperature was varied from -20°C to +500°C and its optical response was measured by the above-mentioned method in section 6.3. For measurements at low temperatures, a special copper box was fabricated to hold the sensor and a thermocouple as shown in Figure 6-8(a). The holder has a channel through which liquid nitrogen was circulated to maintain the sensor at low temperatures. For measurements at high temperatures, on the other hand, the sensor was placed in a ceramic insulating box having a thermocouple in contact the sensor as shown in Figure 9-1(b). The sensor was heated to about 550°C on a hot plate and then placed on the ceramic seat of the aluminum sample holder. These copper and aluminum sample holders were placed over the S. S. radiation source for measuring the optical response of the sensor.
Figure 6-10: Measurement of the optical signal at different temperatures of the sensor. (a) Liquid nitrogen flows through a channel to cool the sensor and (b) the sensor is heated to about 550°C on a hot plate before placing it on a ceramic seat in an aluminum sample holder.
6.4.6 Effect of Sensor Temperature on Its Performance

The results in the previous sections were obtained by maintaining the sensor at room temperature (25°C). However, the temperature of the sensor plays an important role in affecting the electron density and mobility. The electron density in various energy states of a semiconductor can change with temperature, affecting the optical response of the sensor. Also the electron mobility, diffusion and leakage depend on temperature. Since these phenomena affect the noise and transfer function of sensors, special compensating features such as cooling system and high performance amplifiers are often attached either directly to the sensor or to the signal conditioning circuits for compensating temperature-induced errors [75, 89].

Figure 9-2 shows that the optical response of the 4H-SiC sensor varies with temperature. The sensor can differentiate the source temperatures 25°C and 30°C clearly when the sensor temperature is up to about 100°C.
The thermal resolution of the sensor, i.e., the ability of the sensor to resolve the source temperature difference of 5°C, diminishes above the sensor temperature of 100°C. This reduction in thermal resolution could be due to increased noise at higher temperatures. The response of the sensor is fairly constant from about -50°C to slightly above the room temperature (25°C). Since the as-received sample was an n-type substrate containing a large amount ($5 \times 10^{18} \text{ cm}^{-3}$) of free carriers, the loss of photoexcited electrons due to collisions with the free carriers can reduce the thermal operating range of the sensor. Also the fluctuations in the thermal energy of these free carriers can contribute to the noise of the sensor. These phenomena can be reduced significantly by fabricating the sensor using SiC epilayer. Purer sensor materials are expected to widen the thermal operating range of the sensor.
6.5 Conclusions

We have fabricated an optical photodetector, which is an uncooled MWIR detector that produces optical signal. The detector response can be measured remotely using a He-Ne laser beam. Ga atoms were incorporated into a 4H-SiC substrate by a laser doping technique to fabricate the MWIR detector because Ga creates an impurity energy level corresponding to the wavelength 4.21 μm. Optical spectroscopy of the doped sample reveals additional absorption peaks at the MWIR wavelengths 4.63 μm and 4.95 μm. However, the presence of these absorption peaks in the doped sample demonstrates the possibility of fabricating tunable detectors.

Significant changes in the reflectance and refraction index of the Ga-doped sample confirm that such samples can be used as MWIR detectors. The detector produced optical signal due to radiations from a stainless steel surface, which was at room temperature (25°C), when two lenses were used as the MWIR radiation collection optics and the Si detector was operated at the sub-nanowatt resolution scale (0.631 nW) for measuring the change in the reflected He-Ne laser power. The detectivity of the SiC/Si detector system is $7.15 \times 10^9$ cm·Hz$^{1/2}$/W for the MWIR wavelength 4.21 μm. It can be increased to $5.1 \times 10^{11}$ cm·Hz$^{1/2}$/W with lower time constant, which is higher than the detectivity ($1.8 \times 10^{11}$ cm·Hz$^{1/2}$/W) of an ideal electrical photodetector. The increase in the detectivity might be due to the less loss of electrons in the optical photodetector than in the conventional electrical photodetectors. The NETD is found to be 1774 mK based on experimental data for the radiation source at 25°C, while it is 207 mK based on theoretical calculation.
Increasing the signal-to-noise ratio and optimizing the radiation collection optics and dopant concentration will lower the NETD of the detector. The optical response of the sensor is almost constant over the thermal operating range of about -50°C to 30°C. This short range could be due to excessive free carriers in the as-received n-type 4H-SiC substrate. The free carriers degrade the sensor performance due to increased electronic noise with increasing temperature. High purity SiC such as epilayer is expected to widen the thermal operating range of the sensor.
CHAPTER 7: GAS SENSING APPLICATION

Laser optical gas sensors are fabricated using the crystalline silicon carbide polytype 6H-SiC, which is a wide bandgap semiconductor, and tested at high temperatures up to 650°C. The sensor operates on the principle of semiconductor optics involving both the semiconductor and optical properties of the material. It is fabricated by doping 6H-SiC with an appropriate dopant such that the dopant energy level matches with the quantum of energy of the characteristic radiation emitted by the combustion gas of interest. This radiation changes the electron density in the semiconductor by photoexcitation and, thereby, alters the refraction index of the sensor. The variation in the refraction index can be determined from an interference pattern. Such patterns are obtained for the reflected power of a Helium-Neon (He-Ne) laser of wavelength 632.8 nm as a function of temperature. SiC sensors have been fabricated by doping two quadrants of a 6H-SiC chip with gallium and aluminum of dopant energy levels $E_V + 0.29$ eV and $E_V + 0.23$ eV respectively. These doped regions exhibit distinct changes in the refraction index of SiC in the presence of carbon dioxide (CO$_2$) and nitrogen monoxide (NO) gases respectively. Therefore Ga- and Al-doped 6H-SiC can be used for sensing CO$_2$ and NO gases at high temperatures respectively.
7.1 Introduction

The monitoring and control of combustion-related emissions are a top priority in many industries. Advanced sensors are needed for harsh environments to optimize efficiency, minimize emissions and maintain stable operation, while following a varying load or adjusting to changes in the fuel composition. Emission-monitoring sensors for these applications include those for CO, NO\textsubscript{x}, O\textsubscript{2}, CO\textsubscript{2}, hydrocarbons (HCs), and volatile organic compounds. Single crystal silicon carbide (SiC), which is a wide bandgap semiconductor ($E_g = 2.36$-3.23 eV), is an attractive sensor material for such harsh environments due to its high melting temperature (3100 K peritectic temperature), high thermal conductivity (490 W/m·K), high breakdown field (3-5 MV/cm) and chemical inertness, i.e., resistance to corrosion by acidic and basic species. Capacitors, Schottky diodes, p-n diodes, and field-effect transistors have been developed using SiC for a variety of applications [120-124]. Tobias et al. [125, 126] developed a hydrogen gas sensor based on Pt-gate metal-oxide-semiconductor (MOS) capacitor using silicon carbide (SiC) substrate for high temperature (550°C) applications, which operates in the constant capacitance mode and the slope of the current and voltage (C-V) curve changes with the gas exposure. Spetz et al. [127, 128] fabricated gas-sensitive metal insulator SiC field-effect transistors (MISiCFET), enabling more accurate control of the exhaust and flue gases up to 700°C.

However, such semiconductor device-based sensors have several drawbacks. Some of the drawbacks include cost owing to micro-fabrication of multilayers, lack of long-term reliability due to the diffusion of metal contact materials through the interface layer at high operating temperatures, lack of thermal stability of the insulating layer in the MOS capacitor at high (above
630°C) temperatures and the degradation of sensor performance due to the deposition of combustion products on catalytic metal [129]. Clean, efficient energy production requires chemical sensors with high sensitivity and rapid response time to monitor exhaust gases and to provide real-time feedback control for optimum combustion.

A SiC-based gas sensor can be described as a device, which upon exposure to a gaseous chemical compound or a mixture of chemical compounds, alters one or more of its physical properties, e.g., mass, electrical conductivity, or capacitance, in a way that can be measured and quantified directly or indirectly. The characteristics of the most common types of the SiC-based gas sensors are compared in Table 4 with the classes of sensor devices used to detect the changes of physical properties.
Table 7-1: Classification of SiC-based gas sensors.

<table>
<thead>
<tr>
<th>Type</th>
<th>Conductivity sensors [130-134]</th>
<th>Semiconductor sensors</th>
<th>Optimal sensors [153]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Capacitor [135-141]</td>
<td>Diode</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Schottky [142-147]</td>
<td>Junction [148, 149]</td>
<td></td>
</tr>
<tr>
<td>Device structure</td>
<td>Resistor</td>
<td>MOSiC/ MISiC</td>
<td>MISiCFET</td>
</tr>
<tr>
<td>Physical change</td>
<td>Resistance</td>
<td>Capacitance-Voltage</td>
<td>Current-Voltage</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Current-Voltage</td>
<td>Current-Voltage</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Metal oxide: SnO$_2$, WO$_3$, CeO$_2$, Ga$_2$O$_3$, TiO$_2$</td>
<td>Metal oxide: SnO$_2$, WO$_3$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Catalyst metal: SnO$_2$, WO$_3$, CeO$_2$, Ga$_2$O$_3$, TiO$_2$</td>
<td>Catalyst metal: SnO$_2$, WO$_3$, CeO$_2$, Ga$_2$O$_3$, TiO$_2$</td>
</tr>
<tr>
<td>Operating temperature</td>
<td>650°C</td>
<td>640°C</td>
<td>600°C</td>
</tr>
<tr>
<td>Target gases and Sensitivity (ppm)</td>
<td>H$_2$, NO$_2$ (5 ppm)</td>
<td>CO (80-500 ppm), C$_2$H$_6$ (100-120 ppm), F$_2$ (0.03-100 ppm), H$_2$, NH$_3$ (20 ppm), NO (60-100 ppm), NO$_2$ (20 ppm)</td>
<td>CO (1000 ppm), NO (10 ppm), H$_2$, HC, O$_2$ (300 ppm)</td>
</tr>
<tr>
<td>Response time (second)</td>
<td>~16-22 s</td>
<td>&lt;20 ms</td>
<td>&lt;5 ms</td>
</tr>
</tbody>
</table>

The silicon carbide based gas sensors for high temperature reviewed in this paper have been categorized into three general groups: (1) conductivity sensors; (2) semiconductor sensors; (3) optical sensors. The categorization of these gas sensors is based primarily on the principal physics and operating mechanisms of the sensor. Within each of these categories, some sensors may exhibit characteristics that overlap with other categories. For example, some semiconductor sensors may rely on electrical excitation or optical settings.
This chapter presents SiC-based laser optical gas sensors (LOGS), which were tested for carbon dioxide (CO$_2$) and nitrogen monoxide (NO) detection. The sensor operates on the principle of semiconductor optics, i.e., both the semiconductor and optical properties of SiC are utilized to achieve the sensor response. Since optical sensors are inherently wireless, they are advantageous for applications in harsh environments (high temperatures, soots and dusts) due to remote sensing capability. Optical interrogation of the sensor is superior to electrical interrogation because the former is wireless, while the latter requires physical electrical contacts. Also the amount of radiation emitted by different combustion gases increases with increasing temperature and therefore emission spectra-based optical sensors will provide fast response with high sensitivity at high temperatures. Dakshinamurthy et al. [154] reported that SiC can act as a Fabry-Pérot interferometer and demonstrated its applicability as a wireless optical sensor to detect combustion species at high temperatures and high pressures without requiring any external interferometer. This inherent interferometric capability has also been utilized to fabricate temperature and pressure sensors using SiC [155, 156].

7.2 Gas Sensing Mechanism

7.2.1 Operating Principle of the Gas Sensor

The principle of the sensor is explained in Figure 7-1(a), which shows the typical valance and conduction bands of a semiconductor and the dopant energy level.
The characteristic radiation from the gas interacts with the electrons in the valence band and raises the electrons to the dopant energy level. This process changes the electron density in these two (valence and dopant) energy states, which in turn, alters the reflectivity of the doped region. The dependence of reflectivity on the electron density can be explained by the Fresnel reflection mechanism and the Lorentz oscillator model.

The Fresnel reflection formula relates the reflectivity to the optical properties of materials by the following expression:
\[ R_F(\omega) = \frac{[n(\omega) - 1]^2 + \kappa^2(\omega)}{[n(\omega) + 1]^2 + \kappa^2(\omega)}, \]  

\[ (7-1) \]

where \( R_F(\omega) \) is the Fresnel reflectivity of the material at the material-air interface for an incident electromagnetic wave of angular frequency \( \omega \), and \( n(\omega) \) and \( \kappa(\omega) \) are the refraction and absorption indices, i.e., the real and imaginary parts of the complex refraction index respectively at the angular frequency \( \omega \). The refraction and absorption indices are related to the free electron density \( N \) by the classical multi-oscillator Lorentz model, which yields the following dispersion equation based on the bound and free electrons in semiconductors [72]:

\[ n^2(\omega) = 1 + \frac{N e^2}{\varepsilon_0 m} \sum_{j=1}^{J_{\text{bound}}} \frac{f_j (\omega_{0j}^2 - \omega^2)}{(\omega_{0j}^2 - \omega^2)^2 + (\gamma_j \omega)^2}, \]  

\[ (7-2) \]

\[ \kappa^2(\omega) = \frac{N e^2}{\varepsilon_0 m} \sum_{j=1}^{J_{\text{bound}}} \frac{f_j (\gamma_j \omega)}{(\omega_{0j}^2 - \omega^2)^2 + (\gamma_j \omega)^2}, \]  

\[ (7-3) \]

where \( e \) is the electronic charge, \( \varepsilon_0 \) is the permittivity of free space and \( m \) is the mass of an electron. \( f_j, \omega_{0j} \) and \( \gamma_j \) are the oscillator strength, resonant frequency and damping constant of the \( j \)-th oscillator respectively and \( J \) is the total number of oscillators.

The electron density changes in various energy levels when the doped semiconductor absorbs the energy of photons emitted by the gas of interest such as a combustion gas. Therefore the
refraction and absorption indices change as indicated by Equations (7-2) and (7-3), which modifies the reflectivity as given by Equation (7-1). This change in the reflectivity affects the overall reflectivity of the sensor. The doped region of the semiconductor is interrogated with a He-Ne laser to measure the power of the reflected beam as shown in Figure 7-1(b). The overall reflectivity, which is the ratio of the reflected He-Ne laser power to the incident laser power, can be correlated to the concentration of the combustion species.

7.2.2 Dopant Selection Procedure for Sensor Fabrication

The spectroscopic data in the emission or absorption spectra can be used to determine the characteristic radiation of a given gas. CO₂ and NO, which are two combustion gases, have absorption lines at 4.32 and 5.26 μm corresponding to the photon energies 0.29 and 0.23 eV respectively [157-159]. These two lines are strong and fundamental peaks of CO₂ and NO in the range 1 to 7 μm. In addition to identifying strong spectral lines, another factor becomes important when the sensor is applied to detect a particular gas in a mixture of different gases. The absorption lines of all the species in the gas mixture needs to be analyzed to ensure that a spectral line is uniquely selected for the gas of interest in order to achieve gas-specific sensor response. For example, water vapor and NO are present in the combustion gases of typical power generation systems. Although both of them have spectral peaks at the same wavelength λ = 5.26 μm, H₂O has a distinct peak at λ = 5.90 μm [158]. Therefore, two sensors would be necessary corresponding to these two wavelengths so that H₂O can be detected based on the
optical response at $\lambda = 5.90$ $\mu$m, while the response at the other wavelength will enable detecting NO with proper calibration of the sensor. However, the purpose of this paper is to show that the photons emitted by gases can be used to modify the refraction indices of SiC by doping it with appropriate dopants, which provides a photoexcitation mechanism for gas sensing applications.

The energy of a photon emitted by each of the CO$_2$ and NO gases at the above-mentioned spectral lines is 0.29 and 0.23 eV respectively. After determining the photon energy of a gas, an appropriate dopant element needs to be selected to create an energy level in the semiconductor corresponding to the photon energy. Lebedev [12, 13] presented the energy levels of several dopant elements in both 6H-SiC and 4H-SiC semiconductors, indicating that Ga and Al have acceptor energy levels 0.29 and 0.23 eV respectively in 6H-SiC. Therefore Ga and Al are selected as dopant elements to fabricate CO$_2$ and NO gas sensors, respectively, using 6H-SiC as the starting semiconductor. Generally intrinsic and extrinsic defect centers are present in SiC crystals giving rise to energetically deep levels in the forbidden gap. These deep levels may act either as trapping centers for electrons or holes or as recombination centers limiting the lifetime of free charge carriers. Troffer et al. [159] and Schöner et al. [160] employed the capacitance method to investigate the surface-barrier characteristics of deep centers in epitaxial n-type films of 6H-SiC compensated with each of Ga and Al dopants. They reported absorption edge transitions at 0.29 and 0.23 eV for Ga and Al acceptors respectively.
7.3 Experimental Procedure

7.3.1 Laser Doping of Silicon Carbide for Sensor Fabrication

An n-doped (5×10^{18} \text{ cm}^{-3}) 6H-SiC wafer of length and width 1 cm each and thickness 279 \text{ \mu m} was used to fabricate LOGS. The sample was cleaned by soaking in H_{2}O_{2}:H_{2}SO_{4} (1:1 by volume) solution for 15 minutes, followed by de-ionized (DI) water rinsing and buffered oxide etch (BOE) dipping. The organic contaminants were removed from the sample surface by cleaning with acetone, methanol and de-ionized water. An experimental setup, which is the same as presented by Bet et al. [59], was used for doping the cleaned sample by placing it in a doping chamber that was pumped down to 1 mTorr vacuum. A metallorganic compound, triethylgallium ((C_{2}H_{5})_{3}Ga), was used as a precursor to dope the sample. The precursor was heated in a bubbler immersed in a water bath maintained at 100°C. An inert gas Ar was used as the carrier gas to supply the evaporated precursor to the doping chamber, while the sample was heated with a continuous wave (CW) Nd:YAG laser of wavelength 1.06 \text{ \mu m}. The precursor decomposes at the laser-heated SiC surface, producing Ga atoms that subsequently diffuse into the sample. Similarly another quadrant of the sample was doped with Al using trimethylaluminum ((CH_{3})_{3}Al) as a precursor. The laser power, focal length, laser beam diameter and micro-stage speed were 10.5 W, 150 mm, 200 \text{ \mu m} and 0.8 mm/sec respectively for both cases of doping. After the doping experiments, the sample was cleaned with a 45 wt.% KOH solution and then rinsed with acetone, methanol and DI water.
7.3.2 Interferometric Measurement for Testing the Sensor

An experimental setup shown in Figure 7-2 was used to evaluate the performance of the LOGS fabricated by the above-mentioned doping method. The doped SiC sample was placed on a shallow groove of length, width and depth 10, 10 and 0.5 mm respectively, in a stainless steel cylindrical annular pedestal of outer and inner diameters 2.9 cm and 7.9 mm respectively.
Figure 7-2: Experimental setup for testing the optical response of LOGS.

The pedestal was placed at the center of a water-cooled copper coil connected to an induction heater to heat the pedestal uniformly. This method allows fast heating of the sensor without excessively heating the surrounding mechanical components of the sensor holder and provides easy access to the sensor for reflectometry. The hot pedestal heats up the sensor and the gas for which the sensor needs to be tested. The gas was supplied to the bottom surface of the sensor...
from a compressed gas cylinder as shown in Figure 7-2. The pressure of the gas was measured with a pressure gauge and the temperature of the sensor was measured with a thermocouple.

A CW He-Ne laser of wavelength 632.8 nm and output power up to 15 mW was directed to the sensor (doped region) at normal incidence. The laser beam transmits through a beam splitter and incidents on the sensor. The sensor reflects the beam toward the beam splitter, which, in turn, directs a fraction of the beam to a photodetector. One of the important properties of 6H-SiC is that it inherently acts as a Fabry-Pérot interferometer in which the laser beam reflects at both the top and bottom inner surfaces of the sensor multiple times. These multiple reflections produce a multibeam interference pattern, which is analyzed to determine the change in the refraction index of the sensor. Each doped region is designed to act as a sensor for a particular gas.

7.4 Results and Discussion

This study establishes a general principle for designing LOGS using the spectroscopic data. A semiconductor can be doped with an appropriate dopant, such as Ga and Al, to match the dopant energy level with the photon energy corresponding to a spectral line of the gas of interest. The photons of the gas change the electron density in the semiconductor by photoexcitation, which modifies the refraction index of the sensor. The reflectivity of the sensor, which depends on the refraction index, is measured with a laser beam and this optical response provides a gas sensing mechanism. The optical responses of the as-received sample and the Ga- and Al-doped sensors
were tested for different combustion gases such as CO, CO₂, NO, NO₂ as well as air to verify that the optical responses of the sensors (doped regions) are different from those of the as-received sample and that the sensors respond selectively to the gas for which they were designed. Additionally the optical responses of the as-received sample establish the initial (base line) properties of the sample, which allow determining the changes in the reflectivity or the refraction index of the sensor caused by the gas of interest.

7.4.1 Absorption Peaks of the Ga- and Al-doped 6H-SiC Sensors

To verify whether the incorporation of Ga and Al into 6H-SiC modifies the absorption characteristics of the as-received sample, the optical properties of the as-received sample and the Ga- and Al-doped samples were measured in the wavelength range 0.2 to 25 μm as shown in Figures 7-3(a)-(c).
The Ga and Al dopant atoms are expected to increase the absorption peaks of 6H-SiC at the wavelengths 4.32 and 5.26 μm corresponding to the energy of a photon, 0.29 and 0.23 eV, emitted by the CO₂ and NO gases respectively. A Varian Cary 500 spectro-photometer was used for measuring the optical properties over the wavelength range 0.2 – 3 μm in 1 nm increments with the bandwidth of measurement set to less than 1 nm/point. A Bruker Vertex 70 FTIR spectrometer, which was equipped with a Helios infrared micro-sampling accessory, was used for the measurement in wavelength range 2.5 to 25 μm. The Helios combines a rapid scan speed of 100 spectra per second with a simple infrared microscope of resolution 250 μm.

Figure 3(a) shows that the absorptivities of the as-received sample are 26.8% and 24.5% at the wavelengths of 4.32 and 5.26 μm respectively. The Ga- and Al-doped samples exhibit relatively high absorptivities, i.e., 47.3% at 4.32 μm and 35.1% at 5.26 μm in Figures 3(b) and 3(c) respectively. Also the doped samples have higher absorption coefficients than the as-received sample. Based on the data in Figures 3(a)-(c) and the sample thickness, the values of the absorption coefficients are calculated as \( \mu_{Ga} = 3.160 \text{ mm}^{-1} \) and \( \mu_a = 1.598 \text{ mm}^{-1} \) at 4.32 μm and \( \mu_{Al} = 2.107 \text{ mm}^{-1} \) and \( \mu_a = 1.309 \text{ mm}^{-1} \) at 5.26 μm, where \( \mu_{Ga}, \mu_o \) and \( \mu_{Al} \) are the absorption coefficients of the Ga-doped, as-received and Al-doped samples respectively. These
spectroscopic data, therefore, indicate that the Ga and Al dopant atoms have modified the optical properties of the as-received sample.

7.4.2 Determination of Refraction Index for As-received 6H-SiC Sample, Ga-doped and Al-doped Sensors

The effects of combustion gases and temperature are studied by examining the reflectivity of the as-received sample and the Ga- and Al-doped sensors. The measured reflected power exhibits an interference pattern with alternating maxima and minima as shown in Figures 7-4, 7-5 and 7-6. The constructive and destructive interferences among multiple beams, which are produced due to multiple reflections of the He-Ne beam between the top and bottom inner surfaces of the sensor, generate the observed cyclic pattern.
Figure 7-4: The reflected power of a He-Ne laser due to an as-received 6H-SiC sample for different gases (a) air, (b) carbon monoxide, (c) carbon dioxide, (d) nitrogen monoxide, and (e) nitrogen dioxide at various temperatures.
Figure 7-5: The reflected power of a He-Ne laser beam due to a Ga-doped 6H-SiC sample for different gases (a) air, (b) carbon monoxide, (c) carbon dioxide, (d) nitrogen monoxide, and (e) nitrogen dioxide at various temperatures.
The sensor response, i.e., the overall reflectivity ($R_m$), was calculated using the expression $R_m = P_r/P_i$, where $P_r$ is the cyclic reflected power obtained as a function of the sensor temperature and $P_i$ is the power of the incident He-Ne beam. The sensor is a non-absorbing medium at the He-Ne laser wavelength 632.8 nm since the He-Ne laser, which was used as a probe beam, is not absorbed by the 6H-SiC sample. To verify this, the refraction and absorption indices of the as-received, Ga- and Al-doped samples were calculated at the He-Ne laser wavelength for normal incidence at room temperature. The calculations were based on the Fresnel reflection formula and the Beer-Lambert law using the measured reflected and transmitted powers of the He-Ne laser beam. For the as-received, Ga- and Al-doped samples, the refraction indices were 2.576, 2.544 and 2.510, and the absorption indices were 9.192×10^{-5}, 1.611×10^{-4} and 1.541×10^{-4} respectively. The low values of the absorption indices indicate that the samples can be considered as non-absorbing media for the He-Ne laser.

For such non-absorbing media, the observed interference patterns can be analyzed using a multibeam interference model [72] involving reflections of the He-Ne beam at three interfaces. These three interfaces are the air-undoped SiC interface on top of the wafer (interface 1), undoped SiC-doped SiC interface inside the wafer (interface 2) and doped SiC-gas interface at the bottom of the wafer (interface 3) as shown in Figure 2. Since the undoped and doped 6H-SiC are nonabsorbing media, the Fresnel reflectivities are $R_{F1} = \frac{(n_u - n_a)^2}{(n_u + n_a)^2}$, $R_{F2} = \frac{(n_d - n_a)^2}{(n_d + n_a)^2}$ and
Considering the refraction indices of air and gas to be unity, the values of these reflectivities are found to be $R_{F1} = 19.42\%$, $R_{F2} = 0.004\%$, and $R_{F3} = 18.98\%$ for the Ga-doped 6H-SiC sample and $R_{F1} = 19.42\%$, $R_{F2} = 0.017\%$ and $R_{F3} = 18.51\%$ for the Al-doped 6H-SiC sample. Since the values of $R_{F2}$ are much smaller than the reflectivities at interfaces 1 and 3, the effect of interface 2 on the reflection of the He-Ne beam can be neglected. Therefore, the overall reflectivity ($R_m$) due to the multibeam interference caused by multiple reflections of the He-Ne beam at interfaces 1 and 3 can be used to analyze the observed sensor response. The multibeam interference pattern for such two-interface problems is given by the following expression [74]:

$$R_m = \frac{P_r}{P_i} = \frac{R_{F1} + R_{F3} + 2\sqrt{R_{F1}R_{F3}} \cos \phi}{1 + R_{F1}R_{F3} + 2\sqrt{R_{F1}R_{F3}} \cos \phi},$$

(7-4)

where the phase angle ($\phi$) is given by

$$\phi = \frac{2\pi}{\lambda_0} (n_ud_u + n_dd_d).$$

(7-5)

Here $d_u$ and $d_d$ are thicknesses of the undoped and doped 6H-SiC regions respectively and $\lambda_0$ is the wavelength of the He-Ne laser in vacuum. In this study, $d_u \approx 278.5$ μm and $d_d \approx 0.5$ μm.
resulting in \( n_u d_u = 717.42 \) and \( n_d d_d = 1.27 \) \( \mu \text{m} \), which indicate that \( n_d d_d \) can be neglected compared to \( n_u d_u \) and therefore Equation (7-5) becomes \( \phi = 2\pi n_u d_u / \lambda_0 \). Since \( n_u \) and \( d_u \) depend on the temperature, the variation of phase angle (\( \phi \)) with respect to temperature can be written as \[ \begin{align*}
\frac{\partial \phi}{\partial T} &= \frac{2\pi d_u}{\lambda_0} \frac{\partial n_u}{\partial T} + \frac{2\pi n_u}{\lambda_0} \frac{\partial d_u}{\partial T} \\
&= \frac{2\pi d_u}{\lambda_0} \left( \frac{\partial n_u}{\partial T} + \alpha n_u \right),
\end{align*} \] (7-6)
where \( \alpha = (1/d_u)(\partial d_u / \partial T) \), which is the thermal expansion coefficient of the sensor. It is given by \( \alpha = 3.19 \times 10^{-6} + 3.60 \times 10^{-9} T - 1.68 \times 10^{-12} T^2 \) for 6H-SiC \[161\], where \( T \) is the absolute temperature. The phase angles of the reflected power in a typical interference pattern are represented in Figure 7-7, where the dashed box shows the adjacent reflected powers \( P_m \) and \( P_{m+1} \) corresponding to the temperatures \( T_m \) and \( T_{m+1} \) respectively.
The associated refraction indices are $n_{u,m}$ and $n_{u,m+1}$ at these two temperatures respectively. Assuming that the interference pattern is linear between two such consecutive points, the thermal expansion coefficient can be approximated between the temperatures $T_m$ and $T_{m+1}$ by its value at the mid-point, $P_{mid}$, of the curve, i.e., \( \alpha_{mid} = \alpha(T_m + T_{m+1})/2 \). Therefore the refraction index $n_{u,m+1}$ can be obtained at $T_{m+1}$ from the following expression [154] by knowing the value of $n_{u,m}$ at $T_m$.

\[
\frac{1}{1 + \left( \frac{\alpha_{mid} \Delta T}{2} \right) \frac{\lambda_0}{2d_u} + \left( 1 - \frac{\alpha_{mid} \Delta T}{2} \right) n_{u,m}}
\]

\[ n_{u,m+1} = \frac{1}{1 + \left( \frac{\alpha_{mid} \Delta T}{2} \right) \frac{\lambda_0}{2d_u} + \left( 1 - \frac{\alpha_{mid} \Delta T}{2} \right) n_{u,m}} , \tag{7-7} \]

where $\Delta T = T_{m+1} - T_m$. 

---

Figure 7-7: A typical multi-beam interference pattern for the reflected power.
Applying Equation (7-7) to the interference patterns of the as-received, Ga-doped and Al-doped samples in Figures 7-4, 7-5 and 7-6, respectively, the variations of the refraction index were calculated as a function of temperature for each gas.

7.4.3 Analysis of the Sensor Response

The refraction indices and the changes in the refraction index of the sensors are presented in Figures 7-8 and 7-9 for CO$_2$ and NO gas sensors respectively. It should be noted that the refraction indices of the as-received SiC, doped SiC and gas-excited doped SiC will be different since they have three different electronic states.
The refraction index of the gas-excited doped 6H-SiC, i.e., \( n_{d,g} = n_{d,g}(\lambda, T, c) \), depends on the wavelength (\( \lambda \)) of the characteristic spectral line, temperature (\( T \)), and concentration (\( c \)) of the gas, where the subscript \( d = \text{Ga and Al} \) for Ga- and Al-doped samples respectively. The deviations of \( n_{d,g} \) from the refraction index of doped 6H-SiC in air, i.e., \( n_{d,a} = n_{d,a}(\lambda, T) \), are expressed as \( \Delta n_d = n_{d,g}(\lambda, T, c) - n_{d,a}(\lambda, T) \), which are plotted in Figures 8 and 9 for the Ga- and Al-doped sensors respectively. \( \Delta n_d \) is an important parameter because it determines the gas-selectivity of the sensor.
Figure 7-9: Comparison of the optical properties of Al-doped 6H-SiC sensor in the presence of different gases, indicating the selectivity for sensing the NO gas: (a) refraction indices and (b) change in the refraction indices.

Figures 7-8(a) and (b) show the refraction indices and the changes in the refraction index ($\Delta n_{Ga}$) of the Ga-doped sensor for different gases. The refraction index curve due to the CO$_2$ gas is distinctly different from the refraction index data for the CO, NO and NO$_2$ gases. A single refraction index curve is obtained for the CO, NO and NO$_2$ gases, indicating that they do not interact with the Ga-doped sensor to affect its optical property. However, Figure 7-8(b) shows that the $\Delta n_{Ga}$ curves of the as-received sample and the Ga-doped sensor coincide. This similarity in the optical response of the two samples can be explained by their optical properties as presented in Figure 7-3. It can be observed from Figures 3(a) and (b) that the as-received sample has an absorption peak at 0.29 eV similar to that of the Ga-doped sensor. The CO$_2$ gas sensor was designed by matching the Ga dopant energy level ($E_V + 0.29$ eV in 6H-SiC) with the photon
energy (0.29 eV corresponding to 4.32 µm wavelength) of the CO₂ gas. Therefore only the CO₂ gas causes photoexcitation to transfer the electrons from the lower to upper energy levels. Since Δn_{Ga} is unique for the CO₂ gas as indicated by Figure 7-8(b), the Ga-doped 6H-SiC can be used as a CO₂ gas sensor.

Figures 7-9(a) and (b) show the refraction indices and the changes in refraction index (Δn_{Al}) of the Al-doped sensor for different gases. Figure 7-9(b) shows that the NO gas changes the refraction index of the sensor more than the other gases. However, the refraction index of the sensor is lower for the NO gas than for the other gases at lower temperatures, which may be due to the presence of a stronger NO absorption line at 5.26 µm wavelength at higher temperatures.

Figure 7-3(c), which shows the absorption spectrum of 6H-SiC obtained at room temperature, indicates that 6H-SiC does not have an absorption peak matching exactly with the photon energy (0.23 eV) of the NO gas. However, the NO gas might have an emission line matching exactly with the Al dopant energy level in 6H-SiC at high temperatures. Since the refraction index data show that the NO gas affects the refraction index of the doped sample differently compared to other gases at high temperatures, Al-doped 6H-SiC can be used as a NO gas sensor.

For Sc-doped 6H-SiC sensor, Δn and Δρ are presented in Figures 7-10(a) and (b), respectively. The sensor exhibits distinct selectivity for CO at temperatures higher than 400°C. And also the differences of refraction indices (Δn = n(λ, T, c, gas) − n(λ, T, c, air)) and reflectances (Δρ = ρ(λ, T, c, gas) − ρ(λ, T, c, air)) for Al-doped 6H-SiC with CO has 0.05 and 8.1×10⁻³ at 650°C, respectively.
For P-doped 6H-SiC, $\Delta n$ and $\Delta \rho$ are also presented in Figures 7-11(a) and (b), respectively. This sensor dominates selectivity for NO$_2$ gas after about 500°C with values of $\Delta n = 0.055$ and $\Delta \rho = 8.9 \times 10^{-3}$ at 650°C. Since P is an n-type dopant in 6H-SiC, whereas Ga, Al and Sc are p-type dopants, photoexcitation occurs from the donor energy level to the conduction band in the P-doped sample. This effect may cause the P-doped sample to be less sensitive at low temperatures. Also the as-received sample was n-type, which may contain multiple donor energy levels, and this characteristic of the starting substrate may be attributed to the low selectivity of the P-doped sensor for NO$_2$ gas at low temperatures. An n-type 6H-SiC substrate has been laser-doped with
Ga, Al, Sc and P dopants to produce sensors for various combustion gases, particularly CO\(_2\), NO, CO and NO\(_2\) gases, respectively. The optical signal, refraction index and reflectance, changes significantly at high temperatures, indicating that the sensors can be used for detecting small concentrations of gases.

![Graph](image-url)

**Figure 7-11:** Comparison of (a) difference of refraction indices \((\Delta n = n(\lambda, T, c, \text{gas}) - n(\lambda, T, c, \text{air}))\) and (b) difference of reflectances \((\Delta \rho = \rho(\lambda, T, c, \text{gas}) - \rho(\lambda, T, c, \text{air}))\) for P-doped 6H-SiC in combustion gases.

The above data above clearly indicate that the reflectance of doped SiC can be changed by changing the electron density in different energy levels. The dependence of reflectance on the
electron density is very complicated and often all the required data are not available to calculate this dependence theoretically. However, the variation of reflectance with electron density can be estimated for some representative data using Equations (3-21) and (3-22) [76]:

\[ n^2 + \kappa^2 = \frac{\varepsilon_r}{2} \left[ 1 + (bn_e)^2 \right]^{\frac{1}{2}}, \]  

(7-8)

where \( \varepsilon_r \) is the dielectric constant of the semiconductor and \( n_e \) is the electron density. \( b = \frac{\lambda q \mu_e^*}{2\pi c \varepsilon_0 \varepsilon_r} \) where \( \lambda, q \) and \( \mu_e^* \) are the wavelength of the He-Ne laser (probe beam) in vacuum, electronic change and the electron mobility, respectively. \( c \) and \( \varepsilon_0 \) are the speed of light in vacuum and the permittivity of free space, respectively.

Figure 7-12: Variation of reflectivity as a function of electron density in a typical crystalline SiC semiconductor material, showing that the reflectivity changes fairly rapidly for \( n_e = 10^{19} \) – \( 5 \times 10^{19} \) cm\(^{-3} \) and, therefore, the detector is expected to be sensitive in this range of \( n_e \).
The absorption index of SiC, $\kappa$, has been found [153] to be very small ($\sim 10^{-4}$) compared to the refraction index, $n$, at the He-Ne laser wavelength of 632.8 nm. The dielectric constant and electron mobility of SiC are typically 6.7 and 900 cm$^2$/V·s, respectively. Using these values in Equation (3-19), the refraction index is calculated as a function of the electron density, which enables determining the reflectivity, $R$, using Equations (3-20) and (3-21). The reflectivity is plotted as a function of $n_e$ in Figure 9, which shows that $n_e$ affects the reflectivity significantly. The detector is expected to be sensitive over a certain range of $n_e$ ($10^{19} - 5\times 10^{19}$ cm$^{-3}$) since $R$ varies fairly rapidly in this range. Using the refraction indices data, $n_s, s = u$ and $d$, in Figures 7-8 to 7-11, the reflectance due to multiple reflections of the He-Ne beam inside the SiC samples were calculated for the four doped samples with the corresponded gas species as shown in above figures. The changes in the reflectance, $\Delta \rho_s = \rho_s - \bar{\rho}_s$, are showing that the doped SiC can change the reflectance of the detector significantly compared to that of the undoped sample.

### 7.5 Conclusions

A method to fabricate wireless chemical sensors is presented. The sensor is based on the semiconductor optics principle, i.e., an energy gap is created in a semiconductor by doping it with an appropriate dopant to ensure that the energy gap matches with an emission spectral line of the gas of interest. Specifically four sensors have been fabricated by laser doping four quadrants of a 6H-SiC substrate with Ga, Al, Sc and P atoms to detect CO$_2$, NO, CO and NO$_2$ gases respectively. The photons, which are emitted by the gas, excite the electrons in the doped
sample and consequently change the electron density in various energy states. This phenomenon affects the refraction index of the semiconductor and, therefore, the reflectivity of the semiconductor is altered by the gas. The optical response of this semiconductor sensor is the reflected power of a probe beam, which is a He-Ne laser beam in this study. The CO₂, NO, CO and NO₂ gases change the refraction indices of Ga-, Al-, Sc- and Al-doped 6H-SiC, respectively, more prominently than the other gases tested in this study. So these doped 6H-SiC samples can be used as CO₂, NO, CO and NO₂ gas sensors respectively.
CHAPTER 8: SUMMARY

8.1 Conclusions

This dissertation consists of largely three parts which include fabrication of the optical infrared detector by using laser doping technique, performance characterization of the doped detector material and its application for gas detection capability. Through this research, it can be concluded that;

1. Laser Doping
   1) Gallium was incorporated into n-type 4H-SiC substrate using a CW Nd:YAG laser for different number of laser scans.
   2) The laser parameters were selected using a thermal model to incorporate dopants without melting the substrate, articularly solid-phase diffusion of Ga was achieved below the peritectic temperature of SiC.
   3) The surface $I-V$ curves show that higher dopant concentrations reduce the resistance at the sample surface.
   4) From the SIMS data, the surface concentration and the diffusion length of Ga are $6.25 \times 10^{20}$ cm$^{-3}$ and 360 nm respectively.
   5) The activation energy, pre-exponential factor and diffusion coefficient were calculated by a method of parameter fitting based on a diffusion model involving temperature-dependent diffusion coefficient. The values of these diffusion parameters
are 1.84 eV, $1.05 \times 10^{-2}$ cm$^2$/s and $5.53 \times 10^{-7}$ cm$^2$/s, respectively, for the case of four laser passes.

6) The diffusion coefficient is five orders of magnitude higher than the typical diffusion coefficient of Ga in SiC, which indicates that the laser doping process enhances the dopant diffusion coefficient significantly. Comparison of experimental and calculated dopant concentration profiles shows that they exhibit similar trends along the depth of the substrate.

2. Performance Characterization of the Doped SiC as an Infrared Detector

1) Optical spectroscopy of the doped sample reveals absorption peaks at the MWIR wavelengths 4.21 and 4.63 μm. Ga atoms were incorporated into a 4H-SiC substrate by a laser doping technique to fabricate the MWIR detector because Ga creates an impurity energy level corresponding to the infrared wavelengths.

2) The detector produced optical signal due to radiations from a stainless steel surface, which was at room temperature (25°C), when two lenses were used as the MWIR radiation collection optics and the Si detector was operated at the sub-nanowatt resolution scale (0.631 nW) for measuring the change in the reflected He-Ne laser power. Significant changes in the reflectance and refraction index of the Ga-doped sample confirm that such samples can be used as MWIR detectors.

3) The experimental and theoretical detectivity were compared. The experimental detectivity of the SiC/Si detector system is $7.15 \times 10^9$ cm·Hz$^{1/2}$/W for the MWIR wavelength 4.21 μm, while the theoretical value is $5.1 \times 10^{11}$ cm·Hz$^{1/2}$/W.
4) The NETD is found to be 1774 mK based on experimental data for the radiation source at 25°C, while it is 207 mK based on theoretical calculation.

5) The optical response of the sensor is almost constant over the thermal operating range of about -50°C to 30°C. The free carriers degrade the sensor performance due to increased electronic noise with increasing temperature.

3. Gas Detection Application

1) The sensor is based on the semiconductor optics principle, i.e., an energy gap is created in a semiconductor by doping it with an appropriate dopants in SiC.

2) Four sensors have been fabricated by laser doping four quadrants of a 6H-SiC substrate with Ga, Al, Sc and P atoms to detect CO₂, NO, CO and NO₂ gases respectively.

3) The optical response of these sensors is the reflected power of a probe beam, which is a He-Ne laser beam. The CO₂, NO, CO and NO₂ gases change the refraction indices of Ga-, Al-, Sc- and Al-doped 6H-SiC, respectively, more prominently than the other gases tested. So these doped 6H-SiC samples can be used as CO₂, NO, CO and NO₂ gas sensors respectively.
8.2 Future Work

Here are some proposed future works based on this research. Since the He-Ne laser as a probe beam can detect one spot at a time, light emitting diode (LED) source and pin-hole on Fourier plane can be used to increase the detection area as shown in Figure 8-1. The Rayleigh-Rice method is one of the oldest and most popular scattering theories and it is

![Figure 8-1: Optical setup for detector performance with LED as a probe beam.](image)

Figure 8-1: Optical setup for detector performance with LED as a probe beam.
There are advantages of using SiC for infrared detector than other semiconductor materials as compared in Table 8-1.

Table 8-1: Comparison of the optical infrared detector with a conventional infrared detector.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3C-SiC a/c=0.3</td>
<td>4H-SiC a/c=0.3</td>
<td>6H-SiC a/c=0.2</td>
<td>Hex. a/c=0.6</td>
</tr>
<tr>
<td>Bandgap (eV)</td>
<td>2.36 indirect</td>
<td>3.23 indirect</td>
<td>3.00 indirect</td>
<td>3.39 direct</td>
</tr>
<tr>
<td>Mobility (cm²/Vs)</td>
<td>Electron Hole</td>
<td>800</td>
<td>900</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>320</td>
<td>120</td>
<td>200</td>
<td>350</td>
</tr>
<tr>
<td>Diffusion coeff. (cm²/s)</td>
<td>Electron Hole</td>
<td>20</td>
<td>22</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>3</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>Junction temp. (°C)</td>
<td>600-650°C</td>
<td>600-650°C</td>
<td>100-150°C</td>
<td>100-150°C</td>
</tr>
</tbody>
</table>

The electrons and holes have low mobility and diffusion coefficient in SiC: The loss of signal due to the diffusion of electrons to the neighboring pixels is less. Such losses reduce the contrast in the image as illustrated in Figure 8-2. Focal plane arrays and other devices can be built on a Single SiC chip. GaN is available in polycrystalline thin films containing numerous defects that can act as thermal absorbers in the IR and MWIR ranges. Although SiC crystals tend to have micropipe and dislocation defects, the number of these defects per unit area has been reduced significantly by improving in the crystal growth process.
Figure 8-2: Focal plane array can be built on a single SiC chip which has less loss of signal due to the diffusion of electrons to the neighboring pixels than other semiconductor materials.
APPENDIX A: DOPANT CONCENTRATION DISTRIBUTION
Defining the spatial and concentration variables as \( \xi \) and \( \chi(\xi) \), respectively, by the following two expressions:

\[
\xi = \int_0^z \frac{dz'}{\sqrt{D_f(T'(z', \tau))}} = L(z)
\]  

(A-1)

and

\[
\chi(\xi) = \bar{C}(z, s) [D_f(T(z, \tau))]^{1/4}.
\]  

(A-2)

Equation (2-18) can be simplified as

\[
\frac{d^2 \chi(\xi)}{d\xi^2} - \frac{s \chi(\xi)}{D_0} = g(\xi),
\]  

(A-3)

where

\[
g(\xi) = -\frac{C_0(z)}{D_0} (D_f(T(z, \tau)))^{1/4} - \frac{1}{16} \left( D_f(T(z, \tau)) \right)^{-1} \left( D'_f(T(z, \tau)) \right)^2 \chi(\xi) + \frac{1}{4} D'_f(T(z, \tau)) \chi(\xi).
\]

The solution of the ordinary differential Equation (A-3) subject to the boundary conditions Equations (2-11) and (2-12) is given by

\[
\bar{C}(z, s) = \left( D_f(T(z, \tau)) \right)^{1/4} \left[ C_0(D_f(T(0, \tau)))^{1/4} e^{-\sqrt{D_fL(z)}} \right.
\]

\[
+ \int_0^{L(z)} e^{\sqrt{D_fL(z)}} F_1(z')dz' - \int_0^{L(z)} F_1(z')\bar{C}(z', s)dz'
\]

\[
- \int_0^{L(z)} e^{\sqrt{D_fL(z)}} F_2(z')dz' + \int_0^{L(z)} F_2(z')\bar{C}(z', s)dz'
\]

\[
- \int_0^{L(z)} e^{\sqrt{D_fL(z)}} F_1(z')dz' - \int_0^{L(z)} e^{\sqrt{D_fL(z)}} F_2(z')\bar{C}(z', s)dz'.
\]  

(A-4)
where

\[ F_1(z') = -\frac{C_1(z')}{2\sqrt{D_0(D_r'(T(z',\tau)))^{1/4}}} \]  \hspace{1cm} (A-5)

and

\[ F_2(z') = \frac{\sqrt{D_0}}{2(D_r(T(z',\tau)))^{1/4}} \left[ \frac{1}{4} D_r'(T(z',\tau)) - \frac{1}{16} \frac{(D_r'(T(z',\tau)))^2}{D_r(T(z',\tau))} \right]. \]  \hspace{1cm} (A-6)

Taking the inverse Laplace transform of Equation (A-4) and applying the convolution theorem [163] to the integral terms that contain \( \overline{C}(z',s) \) as a factor, the dopant concentration distribution can be obtained as given by Equation (2-19).
APPENDIX B: PHOTOEXCITED FREE ELECTRON DENSITY
The rate of change of free electron density can be obtained by

\[
\begin{align*}
\text{Rate of change of free electron density} &= \text{Rate of generation of free electron density} - \text{Rate of loss of free electron density}.
\end{align*}
\]

The photo-excited rate of free electrons within the doped SiC detector per unit volume depends on the absorbed irradiance \( I_a \), the internal quantum efficiency \( \eta_{i,\text{SiC}} \), the detector area \( A_{\text{SiC}} \), and the photon energy \( h\nu_M \), as \( \frac{I_a \eta_{i,\text{SiC}} A_{\text{SiC}}}{h\nu_M} \). The photo-generated electrons decay based on their recombination lifetime \( \tau_r \), and this decay is approximate as \( \frac{\Delta N_e}{\tau_r} \). The other term of free electron loss is by diffusion. The free electrons are diffusing into the detector area \( A_{\text{SiC}} \) with the diffusivity \( D \) at diffusion rate as \( DA_{\text{SiC}} \frac{\Delta N_e}{l_D} \), where the diffusion length \( (l_D) \) is expressed as \( l_D \approx \sqrt{4D\tau_d} \) for 2-dimensional diffusion [164]. It keeps diffusing before recombining with characteristic diffusion time \( \tau_d \) which is taken as MWIR irradiation time. The rate of free electron loss by diffusion per unit volume is written as \( \frac{\Delta N_e A_{\text{SiC}}}{V} \sqrt{\frac{D}{4\tau_d}} \) which becomes \( \frac{\Delta N_e}{d_d} \sqrt{\frac{D}{4\tau_d}} \) by considering the detector volume \( V \) as the product of the detector area and the thickness of the doped region \( (d_d) \).
APPENDIX C: NETD AND DETECTIVITY
Derivation of NETD and detectivity;

1) Derivation of NETD and detectivity for SiC detector

1-a) SiC detector from the noise due to photon shot noise from the radiation source, Johnson
    noise and generation-recombination (Equations (5-17) and (5-21)).

The internal quantum efficiency of SiC detector is can be written as

$$
\eta_{\text{SiC}} = \frac{N_e}{P_{a,\text{MWIR}}} \frac{h \nu_M}{\tau_d}.
$$

Therefore, the absorbed MWIR radiation in SiC detector can be expressed as

$$
P_{a,\text{MWIR}} = N_e \frac{h \nu_M}{\eta_{\text{SiC}} \tau_d},
$$

The noise equivalent power (NEP) which is the amount of radiant power collected on a detector
that will produce an signal-to-noise ratio is equal to unity (S/N = 1) can be written as the root-
mean-square (RMS) noise as

$$
NEP_{\text{SiC}} = \left( \langle \delta N_e \rangle \right)^{1/2} \frac{h \nu_M}{\eta_{\text{SiC}} \tau_d},
$$

where $\langle \delta N_e \rangle^{1/2}$ is the total noise of free electron density that is given by

$$
\langle \delta N_e \rangle^{1/2} = \langle \delta N_{e,Q} \rangle^{1/2} + \langle \delta N_{e,J} \rangle^{1/2} + \langle \delta N_{e,GR} \rangle^{1/2}
$$

from Equations (5-1)-(5-3). Rewrite Equation (C-2) as

$$
\frac{\langle \delta N_e \rangle^{1/2}}{NEP_{\text{SiC}}} = \eta_{\text{SiC}} \frac{\tau_d}{h \nu_M}.
$$
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Noise equivalent power (NEP) is expressed in terms of detectivity as [85]

\[
\frac{1}{\text{NEP}_{\text{SiC}}} = \frac{D^{*}_{\text{SiC}}}{\sqrt{A_{\text{SiC}} N_{\text{SiC}}}}.
\]  

(C-4)

Equation (C-1) can be written in terms of \( N_e \) as

\[
N_e = P_{a,\text{MWIR}} \eta_{\text{SiC}} \frac{\tau_d}{h \nu_M}.
\]

(C-5)

Take derivative of Equation (C-5) with respect to \( T_s \) as

\[
\frac{\Delta N_e}{\Delta T_s} = \eta_{\text{SiC}} \frac{\tau_d}{h \nu_M} \frac{\partial P_{a,\text{MWIR}}}{\partial T_s},
\]

(C-6)

where \( P_{a,\text{MWIR}} \) is the absorbed power of MWIR from the radiation source through optics in SiC detector given by

\[
P_{a,\text{MWIR}} = \alpha_{\text{SiC}} \varepsilon_s \frac{\tau_0}{4 F^2} A_{\text{SiC}} (L_B) \lambda_{a_2}.
\]

Substituting \( P_{a,\text{MWIR}} \) into Equation (C-6) becomes

\[
\frac{\Delta N_e}{\Delta T_s} = \eta_{\text{SiC}} \frac{\tau_d}{h \nu_M} \alpha_{\text{SiC}} \varepsilon_s \frac{\tau_0}{4 F^2} A_{\text{SiC}} \left( \frac{dL_B}{dT_s} \right) \lambda_{a_2}.
\]

(C-7)

Substituting Equation (C-3) into Equation (C-7) becomes

\[
\frac{\Delta N_e}{\Delta T_s} = \left( \frac{\delta N_e^2}{\text{NEP}_{\text{SiC}}} \right)^{1/2} \alpha_{\text{SiC}} \varepsilon_s \frac{\tau_0}{4 F^2} A_{\text{SiC}} \left( \frac{dL_B}{dT_s} \right) \lambda_{a_2}.
\]

(C-8)

Equation (C-8) can be rewritten in terms of signal-to-noise ratio (S/N) as
Since \( \frac{\Delta T_s}{S/N} = \text{NETD}_{\text{SiC}} \) at \( S/N = 1 \), see Ref. [85], Equation (C-9) can be expressed as

\[
\text{NETD}_{\text{SiC}} = \frac{4F^2 \sqrt{\alpha_{\text{SiC}} \Delta f_{\text{SiC}}}}{D_{\text{SiC}}^* \alpha_{\text{SiC}} \varepsilon_s \tau_0 A_{\text{SiC}} \left( \frac{dL_B}{dT_s} \right)_{\lambda_2}}.
\]  

(C-10)

Rewrite Equation (C-10) in terms of detectivity as

\[
D_{\text{SiC}}^* = \frac{4F^2 \sqrt{\alpha_{\text{SiC}} \Delta f_{\text{SiC}}}}{\text{NETD}_{\text{SiC}} \alpha_{\text{SiC}} \varepsilon_s \tau_0 A_{\text{SiC}} \left( \frac{dL_B}{dT_s} \right)_{\lambda_2}}.
\]  

(C-11)

1-b) Detectivity derivation by using responsivity (Equation (5-21)).

The responsivity is a useful technical parameter that allows the prediction of the detector signal levels caused by an infrared radiation of the given power and wavelength or as a result of thermal radiation from an object at a given temperature and emissivity. In this study, the responsivity of SiC detector can be defined in terms of the absorbance response of the MWIR wavelength per absorbed power of infrared radiation. Therefore, the absorbance can be expressed as
\[ \alpha_{\text{SiC}} = \mathcal{R}_{\text{SiC}} P_{a,\text{MWIR}}, \]  

(C-12)

where \( \mathcal{R}_{\text{SiC}} \) is the responsivity of SiC detector at MWIR wavelength given by \( \mathcal{R}_{\text{SiC}} = \frac{\eta_{\text{SiC}} \tau_d}{h \nu_M} \)

and \( P_{a,\text{MWIR}} \) is the absorbed power of MWIR from the radiation source through optics in SiC detector given by \( P_{a,\text{MWIR}} = \alpha_{\text{SiC}} \epsilon \frac{\tau_0}{4F^2} A_{\text{SiC}} (L_B)_{\lambda_2} \). From Equations (C-3), (C-4) and (C-12), \( \mathcal{R}_{\text{SiC}} \) is expressed in terms of noise equivalent power (NEP) as [85]

\[ \mathcal{R}_{\text{SiC}} = \left\{ \frac{\delta \alpha_{\text{SiC}}}{\sqrt{\text{NEP}_{L,\text{SiC}}}} \right\}^{1/2} = \left\{ \frac{\delta \alpha_{\text{SiC}}}{\sqrt{\Delta f_{\text{SiC}}}} \right\}^{1/2} \frac{D_{\text{SiC}}^*}{\sqrt{A_{\text{SiC}}} \sqrt{\Delta f_{\text{SiC}}}}. \]  

(C-13)

Take derivative of Equation (C-12) with respect to \( T_s \) as

\[ \frac{\Delta \alpha_{\text{SiC}}}{\Delta T_s} = \mathcal{R}_{\text{SiC}} \frac{\partial P_{\text{MWIR}}}{\partial T_s} = \mathcal{R}_{\text{SiC}} \alpha_{\text{SiC}} \epsilon \frac{\tau_0}{4F^2} A_{\text{SiC}} \left( \frac{dL_B}{dT_s} \right)_{\lambda_2}. \]  

(C-14)

Substituting Equation (C-13) into Equation (C-14) becomes

\[ \frac{\Delta \alpha_{\text{SiC}}}{\Delta T_s} = \left\{ \frac{\delta \alpha_{\text{SiC}}}{\sqrt{\Delta f_{\text{SiC}}}} \right\}^{1/2} \frac{D_{\text{SiC}}^*}{\sqrt{A_{\text{SiC}}}} \alpha_{\text{SiC}} \epsilon \frac{\tau_0}{4F^2} A_{\text{SiC}} \left( \frac{dL_B}{dT_s} \right)_{\lambda_2}. \]  

(C-15)

Equation (C-15) can be rewritten in terms of signal-to-noise ratio (S/N) as

\[ \frac{S}{N} = \frac{\Delta \alpha_{\text{SiC}}}{\left\{ \delta \alpha_{\text{SiC}} \right\}^{1/2}} = \frac{\Delta T_s D_{\text{SiC}}^*}{\Delta \alpha_{\text{SiC}}} \alpha_{\text{SiC}} \epsilon \frac{\tau_0}{4F^2} A_{\text{SiC}} \left( \frac{dL_B}{dT_s} \right)_{\lambda_2}. \]  

(C-16)
The signal-to-noise ratio (S/N) can be expressed as 

\[
\frac{S}{N} = \frac{\Delta \alpha_{\text{SiC}}}{\sqrt{\langle \delta \alpha_{\text{SiC}}^2 \rangle}} = \frac{\Delta N_e}{\sqrt{\langle \delta N_e^2 \rangle}}.
\]

Therefore, Equation (C-16) becomes

\[
\frac{S}{N} = \frac{\Delta N_e}{\sqrt{\langle \delta N_e^2 \rangle}} = \frac{\Delta T \cdot D_{\text{SiC}}'}{\sqrt{A_{\text{SiC}}} \sqrt{f_{\text{SiC}}}} \alpha_{\text{SiC}}^r \tau_0 \frac{\tau_0}{4F^2} A_{\text{SiC}} \left( \frac{dL_B}{dT_s} \right) \lambda_{12}.
\]

(C-17)

Since \( \frac{\Delta T}{S/N} = NETD_{\text{SiC}} \) at \( S/N = 1 \), see Ref. [85], \( NETD_{\text{SiC}} \) from Equation (C-17) can be expressed as

\[
NETD_{\text{SiC}} = \frac{\sqrt{f_{\text{SiC}}}}{D_{\text{SiC}}' \alpha_{\text{SiC}}^r \tau_0 \frac{\tau_0}{4F^2} \sqrt{A_{\text{SiC}}} \left( \frac{dL_B}{dT_s} \right) \lambda_{12}}.
\]

(C-18)

Therefore, the detectivity can be obtained from Equation (C-18) as

\[
D_{\text{SiC}}' = \frac{4F^2}{NETD_{\text{SiC}} \alpha_{\text{SiC}}^r \tau_0 \left( \frac{dL_B}{dT_s} \right) \lambda_{12}} \sqrt{\frac{f_{\text{SiC}}}{A_{\text{SiC}}}}.
\]

(C-19)

2) He-Ne laser and SiC detector from the interferometric noise due to multiple reflection and interference (Equations (5-18) and (5-22)).
The signal-to-noise ratio (S/N) for He-Ne laser beam and doped SiC detector can be calculated by

\[ \frac{S}{N} = \frac{\Delta P_{r,L}}{\langle \delta P_{r,L} \rangle^{1/2}} = \frac{\Delta \rho_{SiC,L}}{\langle \delta \rho_{SiC,L} \rangle^{1/2}} \]

\( P_{r,L} = P_{i,L} \Delta \rho_{SiC,L} \), where \( P_{i,L} \) and \( P_{r,L} \) are the incident and reflected power of He-Ne laser respectively, where \( \langle \delta P_{r,L} \rangle^{1/2} \) is the noise on the reflected power of He-Ne laser due to multiple reflection and interference. Since the noise of reflected laser power is the same as the interferometric noise (\( \langle \delta P_{r,L} \rangle^{1/2} \)), it can be expressed as

\[ \langle \delta P_{r,L} \rangle^{1/2} = \langle \delta P_{r,L} \rangle^{1/2} \]

Here \( \langle \delta P_{r,L} \rangle^{1/2} = P_{i,L} \sqrt{16 \pi(1 - \sqrt{R_{iu}})^d R_{ia} \Delta \nu(\tau_1 + (1 - \sqrt{R_{iu}})^d R_{ia} \tau_2)} \) from Equation (5-11).

The S/N is

\[ \frac{S}{N} = \frac{\Delta P_{r,L}}{-P_{i,L} \sqrt{16 \pi(1 - \sqrt{R_{iu}})^d R_{ia} \Delta \nu(\tau_1 + (1 - \sqrt{R_{iu}})^d R_{ia} \tau_2)}} = \frac{\Delta \rho_{SiC,L}}{\sqrt{16 \pi(1 - \sqrt{R_{iu}})^d R_{ia} \Delta \nu(\tau_1 + (1 - \sqrt{R_{iu}})^d R_{ia} \tau_2)}} \]

\[ \left( C-20 \right) \]

The reflectance of SiC detector (\( \Delta \rho_{SiC,L} \)) is dependent variable as a function of the SiC detector temperature (\( T_{SiC} \)) and the radiation source temperature (\( T_s \)) with two cases as

\[ \Delta \rho_{SiC,L}(T_{SiC}, T_s) = \left. \frac{d \rho_{SiC,L}(T_{SiC}, T_s)}{dT_{SiC}} \right|_{T_{SiC}} \Delta T_{SiC} \]

\[ \left. \right|_{T_s} \text{ with constant } T_s, \]

\[ \left( C-21 \right) \]

210
\[
\Delta \rho_{SiC,T}(T_{SiC}, T) = \frac{d\rho_{SiC,T}(T_{SiC}, T)}{dT} \bigg|_{T_{SiC}} \Delta T
\]
with constant \(T_{SiC}\).

With constant \(T\) (\(\Delta \rho_{SiC,T}(T_{SiC})\)), the S/N is

\[
\frac{S}{N} = \frac{\Delta \rho_{SiC,T}(T_{SiC})}{\sqrt{16\pi(1-\sqrt{R_{im}})^4 R_{im} \Delta \nu(R_{du} \tau_1 + (1-\sqrt{R_{du}})^4 R_{ad} \tau_2)}}
\]

\[
= \frac{\left(\frac{d\rho_{SiC,T}(T_{SiC})}{dT_{SiC}}\right)}{\Delta T_{SiC}}
\]

\[
= \sqrt{16\pi(1-\sqrt{R_{im}})^4 R_{im} \Delta \nu(R_{du} \tau_1 + (1-\sqrt{R_{du}})^4 R_{ad} \tau_2)}
\]

Since \(\frac{\Delta T_{SiC}}{S/N}\) = \(NETD_{L, SiC}\) at \(S/N = 1\), the \(NETD_{L, SiC}\) is

\[
NETD_{L, SiC} = \sqrt{16\pi(1-\sqrt{R_{im}})^4 R_{im} \Delta \nu(R_{du} \tau_1 + (1-\sqrt{R_{du}})^4 R_{ad} \tau_2)} \frac{d\rho_{SiC,T}(T_{SiC})}{dT_{SiC}}
\]

Recalling the definition of noise equivalent power (\(NEP\)) [85], the amount of radiant power collected on a detector that will produce an S/N of unity,

\[
NEP_{L, SiC} = \frac{P_{a,L}}{S/N}
\]

where \(P_{a,L}\) is the absorbed laser power in Si detector given by \(P_{a,L} = \alpha_{Si} P_{r,L}\).

The detectivity is defined as [85]
\[ D'_{L,\text{SiC}} = \frac{\sqrt{A_S} \sqrt{\Delta f_s}}{\text{NEP}_{L,\text{SiC}}} \]  \hfill (C-26)

Substitute Equation (C-25) into Equation (C-26) and the detectivity can be written as

\[ D'_{L,\text{SiC}} = \frac{S}{N} \frac{\sqrt{A_S} \sqrt{\Delta f_s}}{P_{a,L}} \]

\[ = \frac{\Delta P_{r,L}(T_{\text{SiC}}) \sqrt{A_S} \sqrt{\Delta f_s}}{\alpha_S \rho_{\text{SiC,L}} p_{L,L,\text{SiC}}^2 \left[ 16\pi (1 - \sqrt{R_{au}})^2 R_{uu} \Delta f_{aL} \left( R_{da\tau_1} + (1 - \sqrt{R_{du}})^2 R_{ad\tau_2} \right) \right]} \]  \hfill (C-27)

The detectivity is expressed in terms of \( \text{NETD}_{L,\text{SiC}} \) as

\[ D'_{L,\text{SiC}} = \frac{\sqrt{A_S} \sqrt{\Delta f_s}}{\text{NETD}_{L,\text{SiC}} \frac{dP_{a,L}}{dT_{\text{SiC}}}} \]

\[ = \frac{\sqrt{A_S} \sqrt{\Delta f_s}}{\text{NETD}_{L,\text{SiC}} \alpha_S \rho_{\text{SiC,L}} p_{L,L,\text{SiC}} \frac{d\rho_{\text{SiC,L}}(T_{\text{SiC}})}{dT_{\text{SiC}}}} \]  \hfill (C-28)

3) He-Ne laser and Si detector from the power noise due to intensity and frequency fluctuations (Equations (5-19) and (5-23)).

The photo-generated current in Si detector can be expressed as

\[ i_{Si} = \frac{q \eta_{Si} \alpha_S \rho_{\text{SiC,L}} p_L}{h \nu_L} \]  \hfill (C-29)
The noise equivalent power (NEP) of the incident He-Ne laser power in Si detector is written as

\[ \text{NEP}_{\text{L, Si}} = \left( \delta \eta_{\text{Si}} \right)^{1/2} \frac{h \nu_{\text{L}}}{q \eta_{\text{i, Si}} \alpha_{\text{Si}} \rho_{\text{SiC.L}}} . \]  \hspace{1cm} (C-30)

The electric current in Si detector \((i_{\text{Si}})\) is a function of the reflected power of He-Ne laser beam \((P_r, L)\), i.e., \(i_{\text{Si}}(P_{r, L})\). Since \(P_r, L\) depends on the incident power of He-Ne laser beam \((P_{\text{L}})\) and \(P_{\text{L}}\) depends on the temperature of He-Ne laser \((T_{\text{L}})\), \(i_{\text{Si}}\) can be written as a function of \(P_{\text{L}}\) for constant temperatures of the SiC detector \((T_{\text{SiC}})\) and the radiation source \((T_s)\), i.e., 
\[ i_{\text{Si}}(P_{r, L}(P_{\text{L}}(T_{\text{L}}))) . \]  The He-Ne laser is produced by the plasma of Helium and Neon gas mixture in the ratio ranging from 5:1 to 14:1 by volume [165]. Random thermal motion of atoms within the He-Ne plasma broadens the spectral line of the He-Ne laser. Some of the photons, which do not exit the laser system as a He-Ne laser beam, deposits their energy in the surrounding medium such as the laser tube and mirrors. Therefore, the temperature of these materials of the laser cavity fluctuates undergoing thermal expansion. This expansion affects the frequency and intensity of the longitudinal cavity mode and, consequently, the laser output power changes. Typically the longer the laser cavity, the smaller is the fluctuation. For instance, a seven-inch-long laser cavity typically will have mode-sweeping fluctuations of 10%, while a fourteen-inch-long laser cavity will normally have less than 2% [166]. Therefore, Equation (C-29) can be rewritten as
\[ i_{\text{Si}}(P_{r, L}(P_{\text{L}}(T_{\text{L}}))) = \frac{q \eta_{\text{i, Si}} \alpha_{\text{Si}} \rho_{\text{SiC.L}} P_{\text{L}}(T_{\text{L}})}{h \nu_{\text{L}}} . \]
The change in the electric current in the Si detector due to a variation in the He-Ne laser temperature $\Delta T_L = T_{L,2} - T_{L,1}$, where $T_{L,1}$ and $T_{L,2}$ are the nominal and drifted temperature of the laser cavity, respectively, can be written as

$$
\Delta i_{Si}(P_{r,L}(P_L(T_L))) = i_{Si}(P_{r,L}(P_L(T_{L,2}))) - i_{Si}(P_{r,L}(P_L(T_{L,1})))
= i_{Si}(P_{r,L}(P_L(T_{L,1} + \Delta T_L))) - i_{Si}(P_{r,L}(P_L(T_{L,1}))).
$$

(C-30)

By linear approximation, $i_{Si}(P_{r,L}(P_L(T_{L,1} + \Delta T_L)))$ in Equation (C-31) can be written as

$$
i_{Si}(P_{r,L}(P_L(T_{L,1} + \Delta T_L))) = i_{Si}(P_{r,L}(P_L(T_{L,1}))) + \frac{di_{Si}(P_{r,L}(P_L(T_L)))}{dT_L} \bigg|_{T_{L,1}} \cdot \Delta T_L.
$$

(C-31)

Applying Equation (C-32) to Equation (C-31), the current change can be expressed as

$$
\Delta i_{Si}(P_{r,L}(P_L(T_L))) = \frac{di_{Si}(P_{r,L}(P_L(T_L)))}{dT_L} \bigg|_{T_{L,1}} \cdot \Delta T_L.
$$

(C-32)

The current change in Si detector by applying Equation (C-29) into Equation (C-33) can be written as

$$
\Delta i_{Si}(P_{r,L}(P_L(T_L))) = \frac{q \eta_{Si} \alpha_{Si} \rho_{SiC,L} dP_L(T_L)}{h \nu_L} \bigg|_{T_{L,1}} \Delta T_L \quad \text{with constant } T_{SiC} \text{ and } T_r.
$$

(C-33)

In Equation (C-34), $\Delta i_{Si}$ is the signal to obtain the signal-to-noise ratio. The signal-to-noise $(S/N)$ can be obtained from Equation (C-30) and Equation (C-34) as
\[
\frac{\Delta i_{Si}}{\langle \delta i_{Si} \rangle^{1/2}} = \frac{\Delta T_L}{\text{NEP}_{L,\text{Si}}} \frac{dP_L}{dT_L}.
\]  \hspace{1cm} (C-34)

By assuming that all other noise contributions are negligible compared to the noise associated with the incident photon flux from the He-Ne laser (photon shot noise by power fluctuation), the current noise can be expressed as

\[
\langle \delta i_{Si} \rangle^{1/2} \approx \langle \delta i_{Si,Q} \rangle^{1/2} = \frac{q \eta_{i,\text{Si}} \alpha_{\text{Si}} P_{\text{Si,C,L}}}{h \nu_L} \left( \langle \delta P_{r,p} \rangle^{1/2} + \langle \delta P_{r,f} \rangle^{1/2} \right).
\]  \hspace{1cm} (C-35)

Since \( \frac{\Delta T_L}{S/N} = \text{NETD}_{L,\text{Si}} \) at S/N = 1, the \( \text{NETD}_{L,\text{Si}} \) from Equation (C-35) can be written as

\[
\text{NETD}_{L,\text{Si}} = \left( \langle \delta P_{r,p} \rangle^{1/2} + \langle \delta P_{r,f} \rangle^{1/2} \right) \frac{dP_L}{dT_L},
\]  \hspace{1cm} (C-36)

where \( \langle \delta P_{r,p} \rangle^{1/2} \) and \( \langle \delta P_{r,f} \rangle^{1/2} \) are given by Equations (5-6) and (5-7) as

\[
\langle \delta P_{r,p} \rangle^{1/2} = \sqrt{\frac{\pi \eta_{e,\text{L}} P_L h \nu_L}{t_p^2 \omega_i}} \quad \text{and} \quad \langle \delta P_{r,f} \rangle^{1/2} = \sqrt{\frac{\pi \eta_{e,\text{L}} P_L h \nu_L \alpha_{\text{Si,C,L}}^2 \tau^2 \omega_i}{2t_p^2}}.
\]

Substitute \( \langle \delta P_{r,p} \rangle^{1/2} \) and \( \langle \delta P_{r,f} \rangle^{1/2} \) into Equation (C-37) as

\[
\text{NETD}_{L,\text{Si}} = \frac{dP_L}{dT_L} \left( \frac{\sqrt{\pi \eta_{e,\text{L}} P_L h \nu_L}{t_p^2 \omega_i}} + \sqrt{\frac{\pi \eta_{e,\text{L}} P_L h \nu_L \alpha_{\text{Si,C,L}}^2 \tau^2 \omega_i}{2t_p^2}} \right),
\]  \hspace{1cm} (C-37)
Substitute Equation (C-30) into Equation (C-26) and rewrite the detectivity in terms of \(NETD_{L, \text{Si}}\) as

\[
D^*_{L, \text{Si}} = \frac{q \eta_{i,S} \alpha_{\text{Si}} P_{\text{SiC,L}, L} \sqrt{A_{\text{Si}} \Delta f_{\text{Si}}}}{h v_{L} \left( \delta_{\text{Si}}^{2} \right)^{1/2}} \left( \frac{\Delta f_{\text{Si}}}{NETD_{L, \text{Si}}} \right) \frac{dP_{L}}{dT_{L}}.
\]  

(C-38)

4) Si detector from the current noise due to photon shot noise from He-Ne laser, Johnson, shot and generation-recombination (Equations (5-20) and (5-24)).

Since the current in Si detector is varying depend on \(P_{r, L}\) which is ultimately affected by \(T_{\text{SiC}}\) at constant temperature of the radiation source \(T_{S}\), Equation (C-29) can be rewritten as

\[
i_{\text{Si}}(P_{r, L}(\rho_{\text{SiC,L}(T_{\text{SiC}})))) = \frac{q \eta_{i,S} \alpha_{\text{Si}} P_{\text{SiC,L}, L} P_{r, L}(\rho_{\text{SiC,L}(T_{\text{SiC}})})}{h v_{L}}.
\]

The change in electric current in the Si detector due to a variation of SiC detector temperature \(\Delta T_{\text{SiC}} = T_{\text{SiC2}} - T_{\text{SiC1}}\), where \(T_{\text{SiC1}}\) and \(T_{\text{SiC2}}\) are the nominal and drifted temperature of SiC detector, respectively, can be written as

\[
\Delta i_{\text{Si}}(P_{r, L}(\rho_{\text{SiC,L}(T_{\text{SiC}})})) = i_{\text{Si}}(P_{r, L}(\rho_{\text{SiC,L}(T_{\text{SiC2}})})) - i_{\text{Si}}(P_{r, L}(\rho_{\text{SiC,L}(T_{\text{SiC1}})}))

= i_{\text{Si}}(P_{r, L}(\rho_{\text{SiC,L}(T_{\text{SiC1}} + \Delta T_{\text{SiC}})})) - i_{\text{Si}}(P_{r, L}(\rho_{\text{SiC,L}(T_{\text{SiC1}})})).
\]  

(C-39)

By linear approximation, \(i_{\text{Si}}(P_{r, L}(\rho_{\text{SiC,L}(T_{\text{SiC1}} + \Delta T_{\text{SiC}})}))\) in Equation (C-40) can be written as
\[
\begin{align*}
&\left. i_{\text{Si}}(P_{r,\text{L}}(\rho_{\text{Si,C},L}(T_{\text{SiC}} + \Delta T_{\text{SiC}}))) = i_{\text{Si}}(P_{r,\text{L}}(\rho_{\text{Si,C},L}(T_{\text{SiC}})))\right|_{T_{\text{SiC}}} + \left. \frac{d i_{\text{Si}}(P_{r,\text{L}}(\rho_{\text{Si,C},L}(T_{\text{SiC}})))}{dT_{\text{SiC}}} \right|_{T_{\text{SiC}}} \cdot \Delta T_{\text{SiC}} \\
&= i_{\text{Si}}(P_{r,\text{L}}(\rho_{\text{Si,C},L}(T_{\text{SiC}}))) + \left. \frac{d i_{\text{Si}}(P_{r,\text{L}}(\rho_{\text{Si,C},L}(T_{\text{SiC}})))}{dT_{\text{SiC}}} \right|_{T_{\text{SiC}}} \cdot \Delta T_{\text{SiC}}.
\end{align*}
\]

Applying Equation (C-41) to Equation (C-40), the current change can be expressed as

\[
\Delta i_{\text{Si}}(P_{r,\text{L}}(\rho_{\text{Si,C},L}(T_{\text{SiC}}))) = \left. \frac{d i_{\text{Si}}(P_{r,\text{L}}(\rho_{\text{Si,C},L}(T_{\text{SiC}})))}{dT_{\text{SiC}}} \right|_{T_{\text{SiC}}} \cdot \Delta T_{\text{SiC}}. \tag{C-41}
\]

The current change in Si detector by applying Equation (C-29) into Equation (C-42) can be written as

\[
\Delta i_{\text{Si}}(P_{r,\text{L}}(\rho_{\text{Si,C},L}(T_{\text{SiC}}))) = \frac{q \eta_{\text{Si}} \alpha_{\text{Si}} \rho_{\text{Si,C},L} dP_{r,\text{L}}(\rho_{\text{Si,C},L}(T_{\text{SiC}}))}{h v_{\text{L}}} \left. \frac{d P_{r,\text{L}}(\rho_{\text{Si,C},L}(T_{\text{SiC}}))}{dT_{\text{SiC}}} \right|_{T_{\text{SiC}}} \Delta T_{\text{SiC}} \text{ with constant } T_{s}. \tag{C-42}
\]

In Equation (C-43), \( \Delta i_{\text{Si}} \) is the signal to obtain the signal-to-noise ratio. The current noise can be obtained by summation of the given noise mechanisms in above section 5.5 as

\[
\left\langle \delta i_{\text{Si}} \right\rangle^{1/2} = \left\langle \delta i_{\text{Si},Q} \right\rangle^{1/2} + \left\langle \delta i_{\text{Si},J} \right\rangle^{1/2} + \left\langle \delta i_{\text{Si},S} \right\rangle^{1/2} + \left\langle \delta i_{\text{Si},GR} \right\rangle^{1/2}. \tag{C-43}
\]

Expressions for these noise terms are obtained from Equations (5-12) to (5-15) as

\[
\left\langle \delta i_{\text{Si},Q} \right\rangle^{1/2} = q \sqrt{\eta_{e,\text{Si}} P_{L} P_{d,L} \Delta f_{\text{Si}}} / h v_{\text{L}}, \quad \left\langle \delta i_{\text{Si},J} \right\rangle^{1/2} = \sqrt{4k_{B} T_{S} \Delta f_{\text{Si}}} / R_{e,\text{Si}}, \quad \left\langle \delta i_{\text{Si},S} \right\rangle^{1/2} = \sqrt{2q \left\langle \delta i_{L,Q} \right\rangle^{1/2} \Delta f_{\text{Si}}},
\]

\[
\left\langle \delta i_{\text{Si},GR} \right\rangle^{1/2} = 2qG \sqrt{\eta_{e,\text{Si}} P_{L} P_{d,L} \Delta f_{\text{Si}} + g_{sh} A_{\text{Si}} \Delta f_{\text{Si}}}. \tag{C-43}
\]

Therefore, from Equation (C-43) the S/N is expressed as
\[ \frac{\Delta i_{Si}}{\sqrt{\langle \Delta i_{Si}^2 \rangle}} = \frac{q \eta_{i,Si} \alpha_{Si} \rho_{SiC,1} \Delta T_{SiC} dP_{r,L}}{h \nu_L \sqrt{\langle \Delta i_{Si}^2 \rangle} dT_{SiC}}. \]  

(C-44)

Since \( \frac{\Delta T_{SiC}}{S/N} \) = \(NETD_{Si}\) at \(S/N = 1\), the \(NETD_{Si}\) from Equation (C-45) can be expressed as

\[ NETD_{Si} = \frac{h \nu_L}{q \eta_{i,Si} \alpha_{Si}} \left( \sqrt{\eta_{i,Si} P_{SiC,1} \eta_{L,0} \Delta f_{Si}} + \sqrt{\frac{4 k_B T_{SiC} \Delta f_{Si}}{R_{Si}}} + 2 q \sqrt{\frac{2 q \eta_{i,Si} P_{SiC,1} \Delta f_{Si}}{h \nu_L}} \right) \left( \frac{dP_{r,L}}{dT_{SiC}} \right). \]  

(C-46)

Substitute Equation (C-30) into Equation (C-26) and rewrite the detectivity in terms of \(NETD_{Si}\) as

\[ D_{Si}^* = \frac{\sqrt{A_{Si} \Delta f_{Si}}}{NETD_{Si} \frac{dP_{r,L}}{dT_{SiC}}} = \frac{\sqrt{A_{Si} \Delta f_{Si}}}{NETD_{Si} \alpha_{Si} \rho_{SiC,1} \nu_L \frac{dP_{SiC,1}}{dT_{SiC}}}. \]  

(C-47)
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