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ABSTRACT

Nuclear power plant disasters can have severe and far-reaching consequences, thus emergency managers and first responders from utility owners to the DoD must be prepared to respond to and mitigate effects protecting the public and environment from further damage. Rapidly emerging unmanned systems promise significant improvement in response and mitigation of nuclear disasters. Models and simulations (M&S) may play a significant role in improving readiness and reducing risks through its use in planning, analysis, preparation training, and mitigation rehearsal for a wide spectrum of derivate scenarios. Legacy nuclear reactor M&S lack interoperability between themselves and avatar or agent-based simulations of emergent unmanned systems. Bridging the gap between past and the evolving future, we propose a conceptual model (CM) using a System of System (SoS) approach, a simulation federation framework capable of supporting concurrent and interoperating live, virtual and constructive simulation (LVC), and demonstrate a prototypical implementation of an unmanned system intervention for nuclear power plant disaster using the constructive simulation component. The SoS CM, LVC simulation framework, and prototypical implementation are generalizable to other preparedness, response, and mitigation scenarios. The SoS CM broadens the current stovepipe reactor-based simulations to a system-of-system perspective. The framework enables distributed interoperating simulations with a network of legacy and emergent avatar and agent simulations. The unmanned system implementation demonstrates feasibility of the SoS CM and LVC framework through replication of selective Fukushima events.
Further, the system-of-systems approach advances life cycle stages including concept exploration, system design, engineering, training, and mission rehearsal. Live, virtual, and constructive component subsystems of the CM are described along with an explanation of input/output requirements. Finally, applications to analysis and training, an evaluation of the SoS CM based on recently proposed criteria found in the literature, and suggestions for future research are discussed.
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CHAPTER ONE: INTRODUCTION

With over 500 reactors either operating or under construction worldwide (WNA, 2015), nuclear power is a major component of the future of energy for the planet. Further, with 28 new reactors under construction in the United States and many more filing for extensions to operate up to 60 years, the nuclear power presence in the US stands to grow by nearly 30% over the next several years (NRC, 2015b). While nuclear power is relatively clean and efficient when compared with fossil fuel energy production, it is a complex and dangerous endeavor. The relatively short history of nuclear power is peppered with incidents and accidents (DOE, 2015; NRC, 2014a, 2014b; OPA, 2013a, 2013b; TEPCO, 2013). Those involved with nuclear power production understand the danger and have taken extensive measures in the form of monitoring and safety systems as well as personnel training. However, despite these preparatory efforts, an event may quickly grow beyond the capacity of on-site personnel to contain. Additional response efforts then fall to the utility company, local, state, and federal government agencies, or military organizations like the Joint Task Force Civil Support (JTF-CS) (JTF-CS, 2015b).

The most recent of these incidents occurred March 11, 2011 when an unprecedented earthquake struck off the east coast of Japan. One of the Tokyo Electric Power Company’s (TEPCO) nuclear power plants known as Fukushima Dai-ichi was located on the coast near the epicenter. The plant’s design and safety operations left the heart of the power plant, the nuclear reactors, undamaged from the quake, despite its magnitude being well beyond the
design basis of the plant. The quake damaged offsite power delivery systems causing the plant to transfer over to diesel generator back up power. This meant that monitor and cooling systems for the reactors continued without interruption. However, when the tsunami struck 50 minutes later and overtopped the seawall, the generators and backup batteries were flooded and failed. Figure 1 illustrates the magnitude of the tsunami compared with the defenses and backup systems of the plant.

![Fukushima NPS and tsunami](source: TEPCO (2013))

The resultant power failure meant plant operators were unable to monitor and maintain cooling in the reactors. Without power supplied to coolant injection pumps, the coolant within the pressure vessels of the reactors began to heat up and eventually boil despite its high pressure. As coolant continued to boil off the fuel rods became exposed to the superheated steam building at the top of the reactor. The fuel began to swell as its temperature rose creating cracks in the zirconium cladding of the fuel rods thus releasing radioactive material into the coolant within the pressure vessel. The zirconium cladding also began to react with the high temperature steam to produce hydrogen gas. Eventually, the pressure inside the pressure vessel
vessels became so great that emergency relief valves opened automatically venting radioactive materials and hydrogen gas to the suppression pools and eventually into the containment building. Eventually the core fuel heated up enough that it melted, forming a superheated mass at the bottom of the pressure vessel. It melted through the bottom of the pressure vessel into the primary containment vessel. This scenario played out in essentially the same way in units 1, 2, and 3 (TEPCO, 2013).

The hydrogen vented into the suppression pools in units 1-3 eventually made its way into the containment buildings where it began to build in concentration. Additionally, the ventilation systems of units 3 and 4 were connected and hydrogen from unit 3 made its way into unit 4’s containment building as well (TEPCO, 2013). The buildup of hydrogen gas in units 1, 3, and 4 led to explosions that destroyed the tops of their respective containment buildings in the days immediately following the earthquake, tsunami, and site-wide power loss (TEPCO, 2013).

Unit 4 was shut down for maintenance and refueling at the time of the earthquake (TEPCO, 2013). This meant that an unusually large amount of fuel was in the spent fuel pool at the time including a full load of 548 spent fuel assemblies removed from the reactor in November 2010 (WNA, 2012). Including 204 fresh fuel assemblies, Unit 4’s Spent Fuel Pool (SFP) contained 1,535 fuel assemblies at the time of the accident (G. o. Japan, 2011). This was very near its maximum capacity of 1,590 assemblies. This amount of total and recently active
fuel in the SFP created a significant heat load within the pool with estimates ranging from 2.26 to approximately 3 MW thermal (G. o. Japan, 2011; WNA, 2012).

Emergency managers considered fuel exposure from evaporative loss to be a relatively low threat immediately following the accident as estimates put the exposure point in late March (TEPCO, 2013). Consequently, emergency managers focused their attention and efforts on other aspects of the disaster. This calculus changed after the explosions in 1, 3, and 4 introduced the possibility of damage to fuel assemblies from falling debris; damage to the pool itself potentially creating a drain down of coolant; or both. A rapid loss of coolant from a pool containing damaged and leaking fuel assemblies in a containment building where only portions of the superstructure remained became an urgent problem as a massive release of radioactive material directly into the atmosphere and surrounding environment became a very real possibility.

“...[O]ne of the lessons learned from the events is that the progression of the accident at one unit had a big impact on restoration work at the other units” (TEPCO, 2013). The events at Fukushima illustrate how the complex nature of nuclear power systems coupled with the unpredictability of natural events can have synergistic effects and quickly turn minor incidents into major catastrophes with global impact. Nuclear contaminants from Fukushima spread not only through the air over a large area of Japan (UNSCEAR, 2014), but because of its proximity to the sea were dispersed by currents in the Pacific ocean reaching measurable levels in the western United States (EPA, 2011). Similarly, earlier notable accidents like Three Mile Island
and Chernobyl illustrate the synergistic effects of complex systems design and human behavior resulting in severe accidents with long term global effects (OPA, 2013a, 2013b). Contaminants from Chernobyl spread across Europe affecting millions of people. To date, 6000 cases of child and adolescent thyroid cancer have been linked to radiation from Chernobyl (OPA, 2013a) and more are likely as many of the 600,000 workers tasked with various response and clean up duties after the accident and millions of affected residents of contaminated areas begin to age and die.

Response to such severe situations requires the most effective and efficient tools available. Historically, incident managers have employed a wide range of tools when responding to nuclear disasters (G. o. Japan, 2011; T. Johnson, 2006). Often those tools are employed in an ad hoc fashion as managers work feverishly to mitigate further damage.

One such tool, helicopters have often been a popular choice during response and mitigation efforts. Helicopters were used at Three Mile Island to sample atmospheric radioactivity above the plant shortly after the event began (OPA, 2013b). At Chernobyl helicopters were used to deliver a sand and boron mixture directly onto the fire, molten core, and contaminated reactor debris (OPA, 2013a). This was done using both slung loaded buckets and by the crew hand dumping bags from the cabin of the aircraft. At Fukushima Dai-ichi, in an effort to prevent fuel meltdown, helicopters attempted to dump fresh water into spent fuel rod cooling pools (NRC, 2012).
The use of manned helicopters in these environments put aircrews at substantial risk of radiation exposure. The crew of the helicopter used at Three Mile Island was tasked with sampling radiation levels that were as yet completely unknown. Helicopter crews at Chernobyl were tasked with operating directly within the highly radioactive plume of super-heated gas rising from the burning rubble where the reactor had been. The exposure of these crews to massive amounts of radiation led to many deaths (T. Johnson, 2006). In addition to the dangers of the radiological environment helicopters may be tasked to operate within, there are significant dangers associated with operating near the structures and super structures commonly found at nuclear reactor sites. Illustrative of this danger is the crash that occurred at Chernobyl when one of the helicopters struck crane cables near the reactor and fell from the sky killing the entire crew (Pripyat.com, 2006). Finally, at Fukushima emergency managers were extremely concerned with the potential for aircrew radiation exposure. Crew areas of the Japan Defence Force helicopters were lined with lead prior to flying missions over Fukushima. Further, operational and flight profiles were severely limited to protect crews and as a result mission capability was impacted so much that attempts to deliver sea water via helicopter to the cooling pools were quickly abandoned (JDF, 2011).

The preceding examples serve a dual purpose. First they demonstrate the long standing recognition within the nuclear disaster response community that air assets, and specifically helicopters are capability multipliers and have undeniable utility across multiple phases of the
response and mitigation effort. Secondly, they demonstrate the real, known, mission impacting risks associated with employing manned aircraft in response to a nuclear disaster.

While not part of the initial response to the disasters, unmanned systems were used at both Chernobyl and Fukushima Dai-ichi to aid in the recovery phase of emergency management. At Chernobyl remotely operated vehicles cleared highly radioactive debris from a rooftop (T. Johnson, 2006). At Fukushima Dai-ichi, TEPCO is currently using a variety of ground and submersible systems to assist in recovery within the reactor buildings (Oikawa, 2015).

Unmanned Aerial Vehicles (UAVs) “are used for missions that are ‘dull, dirty, and dangerous’” presenting “a high risk factor for pilots” (van Blyenburgh, 2000). UAVs are rapidly being adopted by disaster response agencies even while the research and literature in this area is still limited (Tomaszewski, Judex, Szarzynski, Radestock, & Wirkus, 2015). Advances in unmanned system technology now allow missions previously assigned to manned helicopters to be accomplished using Rotary-wing Unmanned Aerial Systems (RUAS) (Alexis, Nikolakopoulos, Tzes, & Dritsas, 2009; Bernard, Kondak, & Hommel, 2008; Marconi et al., 2012; Mase, 2013; McGonigle et al., 2008; PB Farradyne, 2005; Saggiani & Teodorani, 2004; UTM, 2007). Beyond unmanned aerial systems, unmanned systems technologies are rapidly developing in other domains and now include submersible unmanned systems (Oikawa, 2015), maritime Unmanned Surface Vehicle (USV) systems (Campbell, Abu-Tair, & Naeem, 2014; Sharma, Sutton, Motwani, & Annamalai, 2014; Svec, Thakur, Raboin, Shah, & Gupta, 2014), and ground based systems
with the ability to “walk” like a person or animal (Hsu, 11/2014; Oikawa, 2015). Given the proximity of many nuclear reactor sites to large bodies of water, the implementation of USVs in disaster response planning is a natural fit. Notionally the employment of new technologies such as RUAS as well as other aerial, ground, and maritime unmanned systems offer potential new opportunities to not just recover from a nuclear event but respond, mitigate and protect by containing the scale and scope of a nuclear reactor disaster. Remote technology insertion drastically reduces human exposure risk and therefore reduces mission planning and execution constraints allowing more freedom of maneuver and expanding the operational envelope of the response. For example, an RUAS can operate at lower altitudes and closer proximities to the site because there is no aircrew on board in danger of radiation exposure.

NRC and FEMA are responsible for overseeing power company, agency and department EP from all levels of government. Response to a nuclear disaster is a large, complex and time critical endeavor (T. Johnson, 2006; JTF-CS, 2015a; TEPCO, 2013), yet planning for effective mitigation requires long lead times to address life cycle concerns such as resourcing, development, test and evaluation of potential material solutions, and training and mission rehearsal with solutions once fielded. Further, recent changes to the policies and regulations regarding EP made by NRC (NRC, 2011) and the establishment of a new regulatory body in Japan (N. D. o. Japan, 2012) highlight the level of effort required to properly prepare for emergency response. For nuclear disasters that breach site defenses, unmanned systems solutions promise significant planning advantages over past expedient, high-risk, and marginally
effective solutions. NRC also tests the validity of such plans through exercises and training on a regular basis (NRC, 2014c). The scenario actually experienced at Fukushima Dai-ichi provides a fertile case study for exploring the integration of unmanned systems into disaster response. More specifically, exploring the use of RUAS for SFP cooling through a system-of-systems approach applicable to the entire spectrum of unmanned systems both present and in the future is a large step forward in improving disaster planning and response training.

One potential alternative for improving disaster planning and response is the use of modeling and simulation. M. Davis and Proctor (2016) substantiate the need for live, virtual, and constructive (LVC) simulations modeling and simulation to more fully assess the consequences of SFP cooling system compromises that are beyond design specification. M. Davis, Proctor, and Shageer (2016) propose a conceptual model for establishing simulation interoperability encompassing live, virtual, and constructive simulations. In terms of disaster response, the inherent extensibility of a simulation conceptual model, like other modeling and simulation approaches to incident management, offers several advantages including, but not limited to:

- Projecting incident impact
- Testing emergency response plans
- Training response personnel
- Cost savings over live exercises
- Strategy exploration / war-gaming
- Long range resource planning
- Force lay-down evaluation

(Jain & McLean, 2006)
Additionally, constructing a framework from a conceptual model using the system-of-systems approach that encompasses live, virtual, and constructive simulations meets the requirements for application of simulation to incident management proposed by McLean, Jain, Lee, and Shao (2007):

- Appropriate representation of the selected scenario
- Heterogeneous simulation integration
- Time synchronization
- Run-time execution control
- Support for large multi-agency exercises
- Heterogeneous data server access
- Reusability

This dissertation proposes to assess the suitability of one component of an instance of the conceptual framework M. Davis et al. (2016) propose by replicating aspects of the Fukushima NPS disaster. This base case will model events and mitigation attempts at Fukushima. In addition, this dissertation proposes to assess the suitability of one mitigation strategy, SFP water replenishment by UAV. While an SFP water replenishment by UAV may be mathematically modeled as an optimization problem, the ultimate benefit of this dissertation will be exploration of a potential M&S framework that incorporates live, virtual, and constructive simulation. Additional benefit includes reporting on framework capabilities and limitations for improving the planning and training for and response to SFP coolant loss. Notionally, a viable framework encompassing live, virtual, and constructive simulations will provide a generalized capability to evaluate the suitability of several unmanned systems.
(current and proposed) to accomplish makeup water delivery missions to an exposed SFP during long term station black out (SBO). Since conducting such evaluations in the real world is both dangerous and cost prohibitive, a simulation approach is preferred. A simulation framework approach capable of supporting live, virtual, and constructive simulations also affords the opportunity to enhance the state of the art in the simulation domain since no linkage exists between the current simulation tools for nuclear power analysis and training, disaster management planning, and unmanned systems testing and training.

Chapter two provides context for the role of modeling and simulation in planning for and responding to nuclear disasters. It then provides a brief description, based on the work of M. Davis et al. (2016), of the conceptual model for constructing a System of Systems (SoS) framework for distributed simulation as applied to nuclear disaster response planning, training, and mission rehearsal. Chapter three further specifies the use case for demonstrating the validity of this approach to nuclear disaster response planning, training, and mission rehearsal. It then gives a specific methodology for evaluating the use case and by extension, the overarching conceptual SoS framework. Chapter four reports the results of the evaluation performed as specified in Chapter three. Finally, Chapter five provides concluding remarks and provides some direction for future research.
CHAPTER TWO: LITERATURE REVIEW

2.1 Nuclear Disaster Modeling and Simulation

Nuclear scientists and disaster response planners leverage modeling and simulation to enhance their understanding of nuclear reactor behaviors during beyond design basis events. The NRC in partnership with Sandia National Laboratory maintains several dispersion, dosing, and severe accident reactor models. These models are all specialized to produce high fidelity predictions of very specific components of fuel and reactor behavior, accident progression, radionuclide transport, and dosing (NRC, 2015a). Further, research using these models is extensive: Leticia Fernandez-Moguel (2015); L. Fernandez-Moguel and Birchley (2015); Sanders (2013); Sevón (2015); J. Wang, Corradini, et al. (2015); J. Wang, Zhang, et al. (2015); T.-C. Wang, Wang, and Teng (2005); and WSC (2012) are a few recent examples. Other agencies outside of NRC have also developed extensive and widely used models for analyzing various aspects of nuclear reactor and power station behavior (Leticia Fernandez-Moguel, 2015; L. Fernandez-Moguel & Birchley, 2015; Kataoka, 2013; T.-C. Wang et al., 2005). Despite the large number of simulations available for both reactor thermohydraulics modeling (J. Wang, Zhang, et al., 2015; T.-C. Wang et al., 2005) and material dispersion modeling, very few are capable of operating in the near real-time required for training environments. And while some attempts have been made to create training tools with these models (K.-R. Kim, Park, Song, & Ahn, 2010; K. R. Kim, Jeong, Ha, & Jung, 2002; Po, 2010) including establishing the foundations of distributed
training (K. D. Kim & Rizwan, 2007), their scope has been limited to interacting only with the reactor systems modeled by the simulation codes.

Likewise, DoD has a long history pioneering advanced modeling and simulation techniques (Hollenbach & Alexander, 1997). Further, DoD assets and manpower are organized under the JTF-CS to support local, state, and federal authorities responding to Chemical, Biological, Radiological, Nuclear (CBRN) disasters (JTF-CS, 2015b). Heffelfinger, Tuckett, and Ryan (2013) provide a thorough treatment of the military role in domestic CBRN incident response. “Bringing together the myriad of capabilities of the military forces in a seamless response is a daunting task.” Realistic training is integral to successful CBRN response and modeling and simulation plays a key role in this training (Heffelfinger et al., 2013).

DoD’s longstanding employment of modeling and simulation for training stands in contrast to the more recent focus within the nuclear community to use existing analysis models in a training role. Further, distributed and large audience training has been a focus of DoD’s simulation and training community for many years (P. K. Davis, 1995). Live, virtual, and constructive simulations are widely used by the military for such training (Hodson & Hill, 2014) using several different interoperability protocols to facilitate data transfer and communications between models, systems, and trainees. These protocols include: Distributed Interactive Simulation (DIS), High Level Architecture (HLA), and Test and Training Enabling Architecture (TENA). In addition to training and mission rehearsal, the resultant simulation “federations” formed by these disparate simulations, systems, and trainee interfaces are employed across
system life cycle phases to support and conduct concept development, analysis, test and evaluation, and system development.

One such federation that closely parallels wide-area nuclear disaster scenarios faced by the nuclear community is the Chemical-Biological Simulation Suite. “The Chemical-Biological Simulation Suite (CBSS) is a set of distributed simulation software tools designed to represent all aspects of CB defense on the tactical battlefield, including applications to analyze strategies, and to provide cost-effective test programs and training of U.S. and allied soldiers” (Baker, 2012).

The CBSS is used to:

- Develop effective CB defense materiel
- Evaluate tactics, techniques, and procedures (TTP)
- Provide constructive testing over a wide range of terrain, weather, and delivery conditions
- Provide broad scenario-based training
- Support live sensor testing at Dugway (Baker, 2012)

The CBSS computes transport and dispersion using high fidelity vapor, terrain, and weather models and delivers output to other federates via its Chemical/Biological Synthetic Natural Environment (Baker, 2012).

There are several other DoD-focused, CBRN environment models. One example is the Hazard Prediction and Assessment Capability (HPAC), a widely used tool (Chang, Hanna, Boybeyi, & Franzese, 2005; S. Hanna & Chang, 2015; Platt, Kimball, & Urban, 2014; Singh et al., 2015) licensed by the Defense Threat Reduction Agency. HPAC “assists in emergency response
to hazardous agent releases. Its fast running, physics-based algorithms enable users to model and predict hazard areas and human collateral effects in minutes. HPAC provides the capability to accurately predict the effects of HAZMAT releases into the atmosphere and their impact on civilian and military populations” (DoD, 2013). Another example recently produced by several organizations within DoD headed by NAWCTSD is a simulation called the Live Virtual Constructive Chemical Biological Radiological Nuclear Explosive Tactical Training System. This tool focuses on tracking individuals and maintaining situational awareness of ground forces within a CBRNE environment (NAWCTSD, 2014). There are also several other dispersion models at various levels of fidelity and interoperability (Hill, 2003). Of note here is that these DoD tools focus on the modeling of nuclear material dispersion and training responders and emergency managers how to deal with the radiation environment they will be forced to operate in during a nuclear disaster.

None of the civilian models or simulations provide an encompassing framework to enable large training audiences with disparate missions and resources to train together in an integrated response scenario. Additionally, while some of the DoD resources, like CBSS, provide broader coverage of environmental factors and mission areas, they are focused mainly on simulating military operations in CBRN environments. M. Davis et al. (2016) illustrate in Figure 2 the current lack of interoperability between the modeling and simulation tools required to construct a robust federation capable of providing meaningful, immersive training to emergency managers and responders during a nuclear disaster.
2.2 General Research Approach

Given this current state, a new conceptual model (CM) and simulation framework or federation suitable for interoperating and training an entire response management team is needed. M. Davis et al. (2016) propose a CM of this framework, illustrated by Figure 3.

Developing a fully functioning federation containing all the aspects of their proposed architectural framework is beyond the scope of this research, but several components of the framework will be necessarily developed and included. This will enable generation of reliable results as well as demonstrate the utility of their framework for evaluating systems’ capabilities to efficiently and safely accomplish required tasks during a nuclear disaster scenario. Further,
the limited development proposed will demonstrate the extensibility of their architectural framework to training and mission rehearsal applications. Choosing simulation software designed for scenario development and training will enable this extensibility.

Figure 3: Notional Conceptual Model
Source: M. Davis et al. (2016)

The CM proposed by M. Davis et al. (2016) for integrating unmanned systems embraces a system-of-systems approach in nuclear disaster and mitigation modeling. Simulation architectural frameworks thus composed may be useful to the community because of its potential enhancement of nuclear power plant EP plans as well its alignment with DoD interest in unmanned systems and the JTF-CS tasking to support civil authorities responding to CBRN
incidents. The model’s structure accommodates additional system integration. These new CMs are tailorable to various simulation federations and communication structures thus meeting the various organizational needs of utility operators, local and state governments, the NRC, and FEMA requirements to conduct evaluated exercises every two years (NRC, 2011). The flexibility offered by this approach is especially pertinent given the findings of Adalja, Sell, Ravi, Minton, and Morhard (2015), who report incident managers find current exercises “unrealistic” or “antiquated”.

A generalized framework for simulation based analysis of UAS (Perhinschi, Napolitano, & Tamayo, 2010) and analysis of unmanned systems in a similar fashion (Flint, Fernandez, & Kelton, 2009; Liu, Guan, Song, & Chen, 2014) exist. Independent literature on operations research, nuclear power plants, nuclear reactor accidents and simulation is vast but disconnected with (Ai-Omari, Jaradat, & Jarrah, 2013; Alexis et al., 2009; Alver, Ozdogan, & Yucesan, 2012; Bernard et al., 2008; Chaimatanan, Delahaye, & Mongeau, 2013; Flint et al., 2009; Girault, Bosland, & Dienstbier, 2010; Holden & Dickerson, 2013; Hu et al., 2015; Ianovsky & Kreimer, 2011; Liu et al., 2014; MacFarlane et al., 2014; Marconi et al., 2012; Mase, 2013, 2015; McGonigle et al., 2008; Ouyang, Zhuang, Lin, & Liu, 2014; PB Farradyne, 2005; Peräjärvi, Lehtinen, Pöllänen, & Toivonen, 2008; Saggiani & Teodorani, 2004; Sheng et al., 2015; Towler, Krawiec, & Kochersberger, 2012; J. Wang, Zhang, et al., 2015) being but a few examples. Many of these works utilize simulation techniques, due in part to the complex nature of UAS and their
environmental interactions and the difficulty in analytically evaluating real-world systems (Law & Kelton, 2000).

Michael D. Proctor, Shageer, and Davis (2015) use the Fukushima disaster to shape the evolving role of modeling and simulation in planning DoD responses to nuclear accidents. But in contrast to many other disciplines covered by the literature cited above, a CM for interoperability and life cycle analysis of unmanned systems to nuclear disaster emergency planning, response, mitigation and recovery is lacking. As a result, replicating the Fukushima Dai-ichi scenario using existing high fidelity models and simulations of the various systems would involve extensive and time consuming hand coding to achieve interoperation. Yet, as in past system developments, modeling and simulation will be key to successful integration of unmanned systems into nuclear disaster response plans (INNG, 2015).

What M. Davis et al. (2016) propose is first to view the larger crisis, including all the components of human interaction, as a SoS, then to improve management, planning, response, and mitigation by the application of modeling and simulation in a fashion similar to other recent approaches (Liang, Lam Nina, Qin, & Ju, 2015; Stephens, Jafari, Boyles, Ford Jessica, & Zhu, 2015). As noted by Hodson and Hill (2014), “[Conceptual modeling] is almost certainly the most important aspect of a simulation project” and is widely discussed in the literature (Çelik, Gökdoğan, Öztürk, & Sarikaya, 2013; Gaffney & Vincent, 2011; Graniela & Proctor, 2012; Hamilton, 2006; Hodson, Esken, Gutman, & Hill, 2014; Morris, Grimaila, Hodson, McLaughlin, &
M. Davis et al. (2016) use the M. C. Jones (2015) process for CM development within a SoS. The creation of a SoS CM begins with first defining the experimental frame (M. C. Jones, 2015). Unmanned systems are part of a broad spectrum of alternative technologies that may be applied in future nuclear disasters. Defining the experimental frame for this research means limiting this scope. One way this is done is by defining a use case and the recent disaster at the Fukushima Dai-ichi Nuclear Power Plant (NPP) is a good choice. Further limiting the scope, this research will focus on the intended helicopter mission of delivering water to spent fuel pools. While other tasks may exist in the general case, the Fukushima Dai-ichi helicopter tasking evolved from efforts to avoid a major source term release and possible nuclear meltdown by maintaining sufficient water levels in the spent fuel pools (SFP). A thorough treatment of the timeline and situation evolution is available from several sources (ANS, 2012; Miller et al., 2011; TEPCO, 2013; WNA, 2012). As a representative case for interoperable modeling and simulation, the task was to deliver helicopter slung load water from above to the exposed SFP. Before a simulation of this task can be constructed the components of importance and their relationships to each other must be identified in a CM (M. C. Jones, 2015).

Complexity not only of the number of components and their interactions, but also the complex behaviors within each component driving its interactions with the other components makes a SoS approach to a nuclear disaster simulation appropriate. This view is derived from...
Maier’s conditions for classification as an SoS: (1) Components have valid, fulfillable purposes independent of the larger system, and (2) components are managed in view of their own objectives rather than the objectives of the larger system (Maier, 1998). M. C. Jones (2015) further supports this in their description of SoS: “SoS are distinguished from other systems by formation from independently operated and managed components.”

Framing the real-world problem as a SoS where many subsystems interoperate within the larger system leads naturally to a conceptualization of the problem in simulation as a composition of models, each of which simulates the behavior of smaller subsystems of the overarching system. The ideas of composability and interoperability have remained foundational to M&S research over the last 15 years (Paul K. Davis & Anderson, 2004; Kasputis & Ng, 2000; Yilmaz, 2004). Paul K. Davis and Tolk (2007) provide a concise discussion of how the two ideas differ and offer a simple summary: “it is convenient to refer to the interoperability of simulations and to the composability of models.” Interoperability is critical to proper SoS function (M. C. Jones, 2015), both in the real world and in simulation. But as described by Tolk and Muguira (2003) and Tolk, Diallo, and Turnitsa (2007) in the Levels of Conceptual Interoperability Model (LCIM), interoperability is a spectrum and enhanced SoS performance comes as the degree of interoperability between the sub-systems increases. Several standards are widely used by the modeling and simulation community to ensure a minimum degree of interoperability between simulation systems. DIS, HLA, and TENA are three
such standards, and detailed descriptions of each are available from several sources (2010, 2012; M. C. Jones, 2015; TRMC, 2015).

The enhanced simulation interoperability offered by a SoS view of the problem additionally elicits aggregate system behavior known as emergence (Fisher, 2006). And while M. C. Jones (2015) conclude emergent behavior may have beneficial or detrimental effects on both the SoS and its subsystems, in this case observing the emergent behaviors are a primary objective enabling a clearer understanding of the true utility of unmanned systems within nuclear disaster response.

### 2.3 Components of the SoS

This section highlights some of the relevant characteristics of the components of a nuclear disaster simulation SoS highlighted in Figure 3 and is taken largely from (M. Davis et al., 2016). SoS components and referent sub-systems include:

- The reactor and SFP thermohydraulics
- The RUAS or unmanned system of interest within a chosen scenario
- Agents including the ground control station and maintenance/refuel site for the RUAS including the fresh water source
- Radionuclide dispersion to the environment
- Atmospherics—weather, wind, etc. at and around the reactor site

In addition to these real-world systems that interact in the SoS, there are additional sub-systems that should be accounted for in the simulated SoS:
• A communication control module—interoperability standard ensuring module-to-module communication (DIS protocol, HLA RTI, TENA, etc.)
• A scenario management module
• A data logging module

Following the development process developed by Zeigler, Kim, and Praehofer (2000) and outlined by M. C. Jones (2015), the SoS CM below can be used to develop a software specific instance of a simulation model. Each of these is represented in an expanded view of the CM in Figure 4 and explained in detail in the following paragraphs.

**Dynamic Terrain Services** – Within the modeling and simulation context, terrain is traditionally a static environment through which other agents move. Recent advances in
computing capability and representation techniques have created various terrain representations that actively influence agents and avatar ability to more realistically navigate and progress across different terrains (Graniela & Proctor, 2012). These technological advancements also enable real time physically-based modeling and simulation of dynamic terrain (Rami & Proctor, 2007) and implementations of these techniques in large scale exercises (Ellis, Babenko, & Goldiez, 2010). Active and dynamic terrain services would enable modeling ground vehicle movement inhibitors such as facility flooding (i.e. Fukushima tsunami overtopping), terrain and surface roadway erosion or rupturing, bridge collapse, and obstacles and debris from collapsed buildings, etcetera. The disruption of movement of ground vehicles justifies an independent representation within the illustrated CM as seen in Figure 4. This ensures hardware and I/O requirements for supporting dynamic terrain are not overlooked during scoping and development efforts.

**RUAS Avatar**— RUAS may avoid issues such as flooding, roadway or bridge collapse, and obstacles that confront ground vehicles. RUAS may be represented in a simulation as a pre-scripted agent or as a human operated avatar. Michael D. Proctor and Paulo (1996) established as far back as 1996 that agent representation in synthetic environments often operate significantly different than live operators in the real environments. Avatars facilitate live humans remotely operating unmanned systems in a simulation thus avoiding many anomalies generated by pre-scripted agents. Avatars require a human interface comparable to the real-world interface. Further, in RUAS avatar scenarios expected research and training challenges of
interest also include team situational awareness (Michael D. Proctor, Panko, & Donovan, 2004),
field of view of individual pilot/co-pilot (Covelli, Rolland, Proctor, Kincaid, & Hancock, 2010),
and unique to this research, flight crew controlling slings, lifts, cranes, and scoops. A real-world
RUAS would also be exposed to unusual levels of radiation and heat and would be specially
equipped to operate in unique environment associated with nuclear disaster response. Thus,
the model of such an aircraft would need to include simulated shielding of electronics and
sensors from radiation and heat. Accurately representing the RUAS would require several input
data streams including environmental (weather, radiation levels, etc.), external load
information, maintenance activity data, and radiation exposure. System health and status data
must also be output with high frequency.

Agents — Most entities, while important, may not be central to the focus of a scenario
and can therefore be represented by agents with varying levels of artificial intelligence. A single
module within the CM can represent the implementation of perhaps many models of these
various agents. Notionally, a model within the RUAS scenario could represent the RUAS’s
Ground Control Station and its operators as well as the maintenance and refuel facilities and
personnel. All the other personnel and activities involved in the response and mitigation efforts
are represented here as well. Additionally, once RUAS behaviors are established through avatar
play, the capability to convert the RUAS avatar into an agent would contribute to
 experimentation. If an RUAS agent is to be created, consideration should be given not only to
the obvious need for accuracy of the internal logic of the agent, but "correlated" sensor models
that "evolve with ... radiant energy, environmental effects, and sensor technology" across the electromagnetic spectrum with a simulation federation (M. D. Proctor & Connors, 2000).

**Atmospherics**—Atmospherics is a key component in determining radionuclide dispersion, thus a separate module is dedicated to handling its accurate representation (S. Hanna & Chang, 2015; Platt et al., 2014; Singh et al., 2015). Input to this module consists of date/time data for the scenario and the reactor location. Atmospherics, particularly turbulence, may adversely impact helicopter pilot performance with increased weight with respect to the velocity and altitude parameters of the helicopter (Michael D. Proctor, Bauer, & Lucario, 2007). Robust analytical and training capability necessitates this module offer users various weather generation techniques, so user definition of weather is another input stream. Output from this module includes a full complement of weather parameters to provide complete data for the dispersion, RUAS, and SAF modules.

**Scenario Management**—For analysis or training to occur, initial conditions must be set, operating parameters established, and an end state identified. These parameters are notionally bounded by the experimental frame and derived from the experimental design in the case of analysis and from the training objectives in the case of training. While these parameters are initially expressed in data formats oriented to human understanding (tables, figures, plain text), they must be delivered to the simulated SoS in a machine digestible format (Holden & Dickerson, 2013; Ünal & Topçu, 2014). This is the first task of the scenario management
module. Further, this module monitors the simulation during execution to ensure all participating
sub-systems, or federates, are abiding by the established operating parameters.

**Data Logging**—To achieve the end goal of optimizing RUAS implementation or evaluating trainee performance, system behavior must be tracked and logged for post-scenario evaluation. This is the task of the data-logging module. This module is similar to After Action Review tools present in many DoD training simulations (Green, Leibrecht, & Fite, 2011; Meliza, Goldberg, & Lampton, 2007; Sawyer & Deering, 2013) and such a tool could notionally be applied to an implementation of our CM to accomplish this task. Input streams to this module are all output from every other module. This facilitates circumspect analysis and effective post-training debrief. Output from this module is a formatted version of the data it collected as input during scenario execution. That format will vary depending on the current purpose for the data.

**Reactor and SFP Thermohydraulics**—This module is representative of a high-fidelity model of the nuclear physics and thermodynamics taking place in and around the reactor and the SFP. The actual nuclear reactions as well as the heat transfer processes taking place in many areas near the reactor including within the SFP where our scenario is focused are highly complex and critical to accurate analysis of unmanned systems capability to mitigate source term release. Therefore, a model specifically built for predicting severe accident behavior is highly desirable. This module will require dynamic input of control signals from scenario scripts or human participants. It should also accept new mass (coolant, fuel assemblies, etc.) and
properly adjust calculated results accordingly. It will output parametric data regarding the
current state of the reactor related systems to include current source term mass estimates and
coolant levels, temperatures, and pressures. Several alternatives exist to include MELCOR,
SCDAP/RELAP5, and MAAP (Polo-Labarrios & Espinosa-Paredes, 2015; T.-C. Wang et al., 2005).

**Dispersion**—The dispersion of radionuclides to the surrounding environment is the
primary concern with any nuclear disaster. As such, a high-fidelity representation of this
behavior is highly desirable. Most dispersion models focus on computing the dynamics of
particle dispersion and therefore input to this module consists of source term information,
specifically the total mass and its material qualities. Additionally, atmospheric conditions are
integral to dispersion so that data should also be part of the input stream to this module.
Output from this module would be total radionuclide density throughout the Synthetic Natural
Environment (SNE). This should include effective dose rates for personnel operating within
affected areas as well as radionuclide deposit on structures and vehicles traveling through
affected areas. Several alternatives exist to include HPAC, RASCAL, ALOHA, AUSTOX,
AUSPLUME, and CBSS (Baker, 2012; Hill, 2003; NRC, 2015a).

2.4 Simulation Framework and Prototypical Instance of the Conceptual Model

To conduct an evaluation of the ability of an RUAS to successfully replenish the water
lost due to evaporation from an exposed SFP during long term station blackout, specific
simulation framework must be implemented to provide input data streams for each of sub-
systems depicted in Figure 4.
The Presagis Modeling & Simulation Suite (Presagis, 2015b) is “an open-standard simulation development framework designed to support a full range of simulation applications across the air, land, sea, and public safety market segments.” This suite of tools includes a terrain database generation tool, a high-fidelity model building and editing application, a simulation development and management environment, high fidelity fixed and rotary wing flight dynamic simulations, high fidelity sensor models (radar, infrared), a high-quality 3D visualization tool, and a human machine interface (HMI) tool for creating realistic methods for human operators to interact with simulated systems within a scenario. This one suite of fully integrated tools is designed to provide an end-to-end solution for creating, managing, executing, and evaluating simulation training scenarios. As such, it is an ideal choice for many of the sub-systems identified in Figure 4. Presagis tools will handle the Dynamic Terrain Services, RUAS Avatar, Agents, Atmospherics, Scenario Management, Data Logging, and finally the underlying communication infrastructure.

High fidelity modeling of reactor thermohydraulics is a key component of accurately simulating reactor behavior before, during, and after any given disaster scenario. As mentioned earlier, several alternatives exist for handling this portion of the simulation. For this use case, since the mission success / failure parameters are based solely on the water level in the SFP, this is the only data needed from a reactor model. While several of the models mentioned above can provide accurate estimates of the SFP water level, they are not the best choice for this implementation for several reasons. First, very few if any of them have the capability to
provide water level updates in real time. Second, as computing SFP coolant levels are not their primary objective, massaging the model to provide this data may prove difficult. Finally, as depicted in Figure 2 and discussed earlier, these models are not designed to work in a multi-model distributed simulation environment. As such, considerable development would be necessary to create an interface for reliably passing data to and from these existing models.

M. Davis and Proctor (2016) offer a promising alternative. They base their work on that of Hugo (2015); Hugo and Kinsel (2014); and Hugo and Omberg (2015) who proposed a novel approach to computing evaporative loss of SFP water at high water temperatures. Their model accounts for evaporative loss from mass transfer (diffusion) processes in contrast to prior models that based their predictions on empirical data or heat transfer. Further, the Hugo et al. model includes velocity of air over the water surface, as occurred after destruction of the containment structure at Fukushima NPP. This is a key factor in more accurately predicting observed evaporative loss and SFP temperatures than other, previously proposed methods (Shah, 2014; D. A. Wang et al., 2012).

The Hugo model employed by (M. Davis & Proctor, 2016) is a straightforward mathematical computation using several inputs readily available from standard weather observations and either measure or predicted water temperatures within the SFP. The model from (Hugo & Omberg, 2015):

\[ E = 9.24(1 + 2v^{1.35})^{0.67} \frac{T}{273K} \ln \frac{P - \phi P_{\text{sat, a}}}{P - P_{\text{sat, w}}} \]  

(1)
where,

\[ E = \text{mass flux, kg/m}^2\text{hr} \]

\[ v = \text{air velocity, m/sec} \]

\[ T = \text{water temperature, K} \]

\[ P = \text{atmospheric pressure, Pa} \]

\[ P_{\text{sat,a}} = \text{saturation pressure of water at the ambient air temperature, Pa} \]

\[ P_{\text{sat,w}} = \text{saturation pressure of water at the pool water temperature, Pa} \]

\[ \phi = \text{relative humidity, dimensionless} \]

Integrating such a mathematical model in the context of a larger simulation framework is a relatively straightforward task. This is especially true when the model’s output is directly and highly correlated to the mission success parameters set forth in the research objectives. Required inputs for the model are all potential design factors with varying impacts on the evaporation rate. These and other design factors will be discussed in further detail in Chapter Three. The relatively simple nature of the calculation maintains the computational speed required for real-time simulation. Further, integrating a mathematical model of this type into the Presagis scenario management tool, STAGE, is a relatively straightforward task.

The final portion of the overall simulation framework called out in Figure 4 is Dispersion Modeling. While dispersion of radioactive material and its effects is critical component of the
larger problem, its impact is beyond the scope of this research and it will therefore be disregarded.

2.5 Experimental Design

While several methods for enhancing and evaluating UAV effectiveness for particular mission sets have been proposed in the literature (Saggiani & Teodorani, 2004; van Blyenburgh, 2000) including the use of simulation (Bernabei, Sassanelli, Corallo, & Lazoi, 2014; Hodicky, 2014; Zittel, 2001), distributed, live, virtual, constructive (LVC) simulations “have been primarily an exercise and demonstration technology to date” (Hodson & Hill, 2014).

Statistical experimental design or Design of Experiments (DOE) is most simply a “planned approach for determining cause and effect relationships” (Anderson & Whitcomb, 2007). And while DOE has a long history in agriculture and process engineering, there is very little if any overlap between DOE and distributed, training focused simulations like those discussed above (Hodson & Hill, 2014).

Before detailing the specifics of the experimental design for this research it is prudent to define the language of experimental design used throughout the remainder of the present work. The parameter of interest is called the response variable. The parameters that may affect the value of the response variable are called factors. Each of these factors is assigned a value from within a range of interest or feasibility for each run of the experiment. The combination of parameter values for a specific run is called a treatment. These terms as well as
others related to formation, execution, and analysis of the experimental design are drawn from Montgomery (2013), a well-known reference text on experimental design and analysis. Haase, Hill, and Hodson (2014) provide an overview of Coleman and Montgomery (1993)'s designed industrial experiment planning process and suggest a similar approach for LVC-experimental design. While the proposed research is only one component of LVC, the suggested planning and execution process is still applicable. It consists of seven steps:

1. Recognition and statement of the problem
2. Selection of the response variable
3. Choice of factors, levels, and range
4. Choice of experimental design
5. Performing the experiment
6. Statistical analysis of the data
7. Conclusions and recommendations

Minor regrouping of these steps fits them to the standard dissertation model. Step 1 aligns with Chapters 1 and 2 where the problem of interest is identified and motivated with background information. Steps 2-4 are typical of Chapter 3 where methodology is detailed. Step 5 is the self-explanatory. Steps 6 and 7 are Chapters 4 and 5 respectively.

In addition to guidelines offered by Coleman and Montgomery (1993), Haase et al. (2014) offer some additional considerations for designing an experiment in an LVC simulation environment. They warn simulation experimenters to scope their experiments carefully. Because of vast capabilities available in simulation tools, there is tendency to build large, complex environments much more complicated than required. One of the major benefits of
using large real-time simulation for designed experiments is large number of potential design factors within the experimenter’s control (Haase et al., 2014). While many of these individual potential design factors (environmental parameters, agent behavior, agent interaction outcomes, etc.) may have very little influence on the response variable, when taken over time and in combination with the large number of other potential design factors over the length of the simulation run they can have synergistic effects that have large impacts on the response variable. This is an example of the desired emergent behavior mentioned above. However, too much increased complexity can ruin meaningful analytical insights (Haase et al., 2014). Further, they warn against the dangers of oversized experimental designs. Because of the broad capability of LVC simulations, designers are often tempted to employ large designs that will answer many questions about the system of interest in one experiment. Haase et al. (2014) also caution experimenters about the need for improved test discipline when conducting tests in a simulation environment. The flexibility offered by simulation tempts designers to “tweak” the simulation based on early results. This effectively taints all the collected data making a once good design poor which “no amount of statistical analysis can save” (Haase et al., 2014). They warn against the use of qualitative objectives contending LVC experiments’ primary uses: SoS performance, joint task performance, and joint mission effectiveness are often nebulous and difficult to define and measure. They suggest innovative thinking by experiment designers is required to construct a simulation environment to gather data in support of qualitative assessments of system performance. Alternatively, developing a quantitative measure of the
response variable seems a more effective approach. Haase et al. (2014) discuss a few of the pitfalls associated with the large number of potential factors within simulation based experiments. Mixed-level factors (those where at least one factor has a different number of levels than the others) often occur in complex environments and require larger sample sizes. Simulation based experiments often have several high-order interactions that impact the response variable. This is somewhat unique to simulation experiments as most DOE analysis texts suggest that experimenters can often ignore high-order interactions due to their negligible impact on the response variable (Montgomery, 2013). Haase et al. (2014) suggest the confounding of high-order interactions and main effects can be overcome with careful planning and design selection. Finally, noisy test environments result from the large number of factors and the frequent inclusion of humans in LVC simulation experiments. Hodson and Hill (2014) echo the idea of noisy human action obscuring test results suggesting designers explicitly plan these kinds of hard to control factors, but at the same time warning that LVC simulations present a more complicated planning process than those of typical industrial or system experimental designs. While the research proposed here doesn’t include human interaction, the noise of many factors once again points toward the emergent behavior of the System of Systems and is thus less likely to be explicitly controlled in the current research.

Hodson and Hill (2014) identify several sources of literature on experimental design: (Cortes, Duff, & Bergstrom, 2011; R. T. Johnson, Hutto, Simpson, & Montgomery, 2012; Steinberg & Hunter, 1984), but found none included “LVC simulation as a context for
experimentation.” They go on to discuss experimental design for LVC simulations at a conceptual level but stop short of identifying designs or analysis techniques the practitioner may find useful. This gap in the literature leads back to (Haase et al., 2014) who offer thoughts on particular experimental designs well suited to LVC simulation testing in view of the unique test environment provided in simulation. Orthogonal and nearly orthogonal arrays, optimal designs, and split-plot designs are all suggested as well suited formats for LVC simulation experiments.

Orthogonal arrays (OA) are mathematical constructions with applications to many fields of study (Hedayat, Sloane, & Stufken, 1999). “An orthogonal design...is an \( n \times m \) matrix with entries from a set of \( q \) levels such that the \( m \) columns are pairwise orthogonal. The columns and rows can be identified with factors and experimental runs, respectively” (Georgiou, Stylianou, Drosou, & Koukouvinos, 2014). The definition above limits the strength of an OA to two, meaning only two factors must appear in each of their combinations of levels. This strength measurement can be increased by simply increasing the number of factors that must appear in each of their level combinations (Hedayat et al., 1999). Full factorial experimental designs are OAs, but as the notation for such designs indicates (\( q^m \)) the size of the experiment increases geometrically as the number of factors increases even for just 2 levels of each (Anderson & Whitcomb, 2007). OAs are a popular topic in the literature and many construction methods and use cases now exist. Their ability to identify main effects and two factor interaction influence on response variables in a relatively small number of runs makes them a
popular choice for factor screening experiments (Haase, 2011; Haase et al., 2014; Hedayat et al., 1999).

Nearly orthogonal arrays are better known in experimental design as fractional factorial designs. These designs have the same basic characteristics as full factorial designs except that only some subset of the factors, or columns, are orthogonal (Hedayat et al., 1999). Fractional factorial designs are widely used by experimenters (Montgomery, 2013) and are “especially good for ‘screening’ many factors in search of a vital few” (Anderson & Whitcomb, 2007). They are also popular because of the cost/benefit ratio they enjoy compared to full factorial designs. As the number of factors increases, the disparity of required runs between full and fractional factorial designs grows quite large. Despite the relatively small sample sizes collected from fractional factorial experiments, properly designed and executed experiments can be very powerful and effective tools for evaluating main effects and two-factor interactions (Montgomery, 2013).

Optimal Designs are those that use model parameter variance reduction techniques to determine the design of the experiment. (Montgomery, 2013) discusses three types: D-, G-, and I-optimal designs. D-optimal designs minimize regression model coefficient variances and thus produce more accurate regression models from the collected data. G-optimal designs minimize the maximum prediction variance across the design region. Finally, I-optimal designs minimize the average prediction variance over the design space. The reader is referred to Section 6.7 of (Montgomery, 2013) for a more detailed discussion of each of these designs. It is
worth noting that general factorial $2^k$ designs are in fact also optimal designs satisfying the criteria for each of the above design types.

The final design type suggested as useful for simulation experiments is the Split Plot Design. Split Plot design analysis techniques are growing in popularity as more and more experimental analyses are being re-examined and found to have been either labelled as split plot then analyzed as if completely randomized or labelled as randomized yet displayed split plot structure (B. Jones & Nachtsheim, 2009). B. Jones and Nachtsheim (2009) describes split plot designs as, “a blocked experiment, where the blocks themselves serve as experimental units for a subset of the factors.” Such designs are used when complete randomization of the runs is difficult or impossible due to restrictions (e.g. geography, logistics, economics) of one or more of the factors (Haase et al., 2014). Dividing the experiment into smaller experiments called whole plots introduces additional error terms for each of the whole plots that result from the levels of the factor causing the randomization issue (Montgomery, 2013). While split plot designs offer a viable solution for experiments with difficult to change factors or other randomization issues, Haase et al. (2014); B. Jones and Nachtsheim (2009); and Montgomery (2013) all agree that extreme care must be taken during the analysis to ensure the additional error and complex models are handled correctly.

As Haase et al. (2014) indicates, these are just a few of the design options available to experimenters who must consider the unique characteristics of not only their particular
problem of interest but also the simulation environment within which the experiment will occur in order to select the most appropriate design.
CHAPTER THREE: METHODOLOGY

Before developing a specific methodology for testing the broad objectives described in Chapter Two, it is appropriate to specifically define the use case including specific mission objectives and parameters; the desired end state of the SoS; and the real-world situation to be simulated.

3.1 The Use Case

Based on the Fukushima nuclear power plant disaster, the focus of this dissertation is on representation and analysis of the general SFP mission use case within the constructive simulation component of the previously discussed SoS CM and LVC simulation framework. The scope of the SFP task for this research is to replenish and then maintain water level and temperature within the SFP above and below (respectively) some given thresholds. As mentioned in Chapter 1 and in part demonstrated in Chapter 2, while an SFP water replenishment by UAV may be mathematically modeled as an optimization problem, the ultimate benefit of this dissertation will be exploration of a potential simulation framework that incorporates concurrent and interoperating live, virtual, and constructive simulation based on a modeling architecture that is composed modularly using a System-of System approach. Additional benefit includes reporting on framework capabilities and limitations for improving the planning and training for and response to SFP coolant loss. Notionally, a viable SoS-based CM with simulation framework encompassing live, virtual, and constructive simulations will
provide a generalized capability to compose, simulate, and evaluate the suitability of several unmanned systems (current and proposed) to accomplish many possible missions including makeup water delivery missions to an exposed SFP during long term station black out (SBO). Since conducting such evaluations in the real world is both dangerous and cost prohibitive, a simulation approach is preferred. A simulation framework approach capable of supporting live, virtual, and constructive simulations also affords the opportunity to enhance the state of the art in the simulation domain since no linkage exists between the current simulation tools for nuclear power analysis and training, disaster management planning, and unmanned systems testing and training.

SFP safety thresholds relate to the depth of the water above the top of the fuel rods housed in the SFP and the water temperature’s associated evaporation/boil rate. Water temperature in the SFP directly affects evaporation rate. According to D. A. Wang et al. (2012), the initial water temperature of the SFP at Fukushima at the time of power loss was 27°C. It then took approximately 3 days for the SFP to approach thermal equilibrium at around 84-90°C. Delivery operations via RUAS are thus assumed to begin once the pool has achieved thermal equilibrium at between 90 and 98°C which would likely occur 3-5 days after power is lost based on the empirical evidence collected at Fukushima. The mission success/failure parameters are: Mission success occurs when the water level and temperature in the SFP are within the operating parameters of normal operations 72 hours after water delivery operations begin. If the SFP can be maintained in a normal operating state with regard to water level and
temperature over a three-day period, it is assumed this state could be maintained indefinitely. Mission failure occurs when water level drops to within three feet of the top of the fuel rods. This is the level used in NUREG-1738: “The end state ... was an SFP water level 3 feet above the top of the fuel. This simplified end state was used because recovery below this level, given failure to recover before reaching this level, was judged to be unlikely given the significant radiation field in and around the SFP at lowered water levels” (Collins & Hubbard, 2001).

Using the model from Equation (1) to compute evaporative loss rate from the SFP and measuring the RUAS’s ability to counter this loss provides a direct, quantitative measure of effectiveness for one of the major objectives of the study. Equation (1) also addresses one of the major considerations identified by Haase et al. (2014) when conducting designed experiments for analysis in training focused simulation identified.

The real-world situation upon which the simulation scenario is based has a major impact on the outcome. This research will focus the nuclear power plant at St. Lucie, FL and the surrounding area. A slight modification will be made to the design of the power plant in that the containment buildings from Fukushima Dai-ichi will be used in place of the existing containment structures found at the St. Lucie plant. Because of the accident at Fukushima, data on plant layout, containment structure construction, timeline of the accident, and response efforts are readily available. In contrast, specific data for operating nuclear facilities within the United States is difficult to obtain. Even if specific data on the St. Lucie plant could be obtained, it is highly likely that use of such data would severely limit the distribution of the
results of this research. As alluded to by Michael D. Proctor et al. (2015), such limitations are contrary to advancing the body of knowledge and in this case promoting public safety.

3.2 Specific Instance Description

Figure 5 below is adapted from Figure 4 and shows the specific models types, tools, and techniques that will be used to execute the experimental design.

![Conceptual view of the Overall Simulation](image)

**Figure 5: Conceptual view of the Overall Simulation**

The paragraphs below describe Figure 5 from the bottom most common elements up, and the “lollipops” from left to right.
The shared foundation of any distributed simulation is communication. Communication protocols go beyond hardware interfaces necessary to transmit and receive data. The meaning, context, and timeliness of data is important. The protocol language used to communicate this content is critical to success. In this case, three well established simulation communication protocols will be used. First, Distributed Interactive Simulation (DIS) protocol will be used to transmit entity state data between the simulations. DIS is a widely-used standard for simulation data transmission. (P. K. Davis, 1995) provides a historical view of the potential growth of DIS and detail on its specifics are available in the IEEE standard (IEEE, 2012). Secondly, Common Image Generator Interface (CIGI) “is an open standards interface designed to promote a common method of communication between a host device and an image generator (IG)” (Presagis, 2016b). CIGI will be used to transmit entity and environmental data to the IG’s of the RUAS and Scenario Management station. Finally, “nCOM is a communications layer that resides on top of standard protocols…” allowing individual Presagis tools to exchange data efficiently (Presagis, 2016a). This protocol will be used to publish, display, and log the state data of the SFP and the RUAS during runtime.

Above the shared communication backbone in Figure 5 but below each bubble is a box labeled RTP / Terrain Services. RTP / Terrain Services represent the source and management of terrain data for the simulation and is commonly known as part of the Synthetic Natural Environment (SNE). Traditionally, terrain represented static portions of the SNE necessary to support a scenario that took place on it. Generally, parts of the SNE that did not change,
respond, or interact with the agents or avatars within a given scenario would be part of the
terrain. Anything in the scenario that needed to dynamically respond or interact with the
entities would be represented as an entity/agent or as a special effect within constructive
simulation code or within the virtual simulation image generator. Historically, real-time virtual
simulations were developed to train aircrews operating at altitudes and speeds that precluded
the need for dynamic interaction with the ground or most things on it. A representative static
SNE format developed to meet the needs of these users is the original version of OpenFlight.
OpenFlight is now ubiquitous within the LVC simulation community and has overlays that
attribute the terrain for agent navigation and may also support dynamic terrain. As LVC
simulation expanded to training audiences that are on or near the ground, the need for
dynamic interaction with the terrain and objects on the terrain increased. Additionally, as
event training audiences grew and became geographically distributed the need for a common
“ground truth” database of the terrain arose. The Common Database (CDB) format developed
to meet the needs of a portion of this growing and evolving user community. CDB differs from
OpenFlight in that it consists of multiple layers of data that are correlated by a common
georeferencing system. Further, CDB is designed to reside on a single server that provides
environmental data to and manages changes for all the user systems within a distributed
simulation. These enhanced capabilities of CBD make it an appealing choice for SNE
management during this research.
The Presagis Run Time Publisher (RTP) manages and publishes CDB terrain data to subscribing models. The RTP is a backend process specifically designed to manage dataflow out of the CDB either from a local source or a terrain server. It formats the data in specific ways to optimize it for the model making the request. It operates similarly to an RTI within an HLA federation except that it focuses solely on terrain data. An instance of the RTP is needed on each computer running Presagis software in the experiment. Due to network throughput limitations within the laboratory discovered during initial research efforts, the client / server structure that is one of the most appealing features of the CDB architecture will not be used. Further, the current version of the CDB standard has proven extremely difficult to work with and a functional CDB terrain database for the use case of this research does not currently exist. As such, an OpenFlight version of the SNE will be used for the current research while looking to continued development of the CDB standard to support a more robust SNE for future research efforts.

Moving through the “lollipops” from left to right, the first participating model is responsible for simulating the RUAS during the exercise. The Presagis HeliSIM tool contains several preconfigured high-fidelity helicopter models, provides suitable real system representation, and is fully integrated with the rest of the Presagis Suite. Further, STAGE, acting as the overall simulation control interface, can call the virtual simulation HeliSIM during execution to “fly” a constructive helicopter entity. With the dual capability of virtual and constructive helicopter representation, the high-fidelity models available as part of HeliSIM can
be implemented without a human operator allowing the integration of highly accurate representations of helicopter operations into larger, fully constructive simulations.

Implementing HeliSIM in this way is not only convenient for our immediate research purposes, but also serves to support the extensibility of the SoS CM and LVC simulation framework proposed in Ch. 2 since HeliSIM is a proven and widely used virtual simulation (Presagis, 2015a).

The Northrup Grumman MQ-8C Fire Scout unmanned helicopter is an excellent candidate for the water delivery mission under study and is based on the Bell 407 airframe (Northrup Grumman, 2015). The Bell 407 is an updated version of the Bell 406. The enhancements integrated into the 407 were based on modifications Bell made to the 406 to create a suitable airframe for the US Army’s OH-58D Kiowa Warrior (Deagel, 2015). Thus, the MQ-8C and the OH-58D are based on the same airframe and powerplant and will therefore have very similar flight profiles and performance characteristics. Coincidentally, one of the default models delivered with HeliSIM is representative of the US Army OH-58 Kiowa Warrior. Due to the similarities between the two aircraft, the OH-58 model delivered as part of HeliSIM will be slightly modified to more closely resemble the MQ-8C and used as the test platform for the water delivery mission.

Choosing the OH-58 model as an initial test airframe is not only useful for the current research, but also feeds back once again to the extensibility of the SoS CM and LVC simulation framework through modularity. The HeliSIM module enables extensibility to many helicopter models that are being added to HeliSIM regularly as new helicopter platforms, UAV
reconfigured helicopters, and new, UAV specific, airframes as they emerge on the market. Further, FlightSim may replace the HeliSIM module in Figure 5 thus extending the SoS CM and the LVC simulation framework to fixed wing aircraft and UAV’s contained within the FlightSim module. Using an aircraft built on a well-established and widely used airframe like the Bell 407 or any other potentially valid models in FlightSim or HeliSIM aids future research efforts tremendously.

The next sub-system in Figure 5 is called Agents. Agents in this context include all the other entities active within the scenario thus further demonstrating extensibility of the SoS CM and LVC simulation framework. Agents exhibit some level of artificial intelligence (AI) within a given simulation to add realism to the scenario. The sophistication of this AI varies from scenario to scenario as well as from entity to entity within any given scenario. Generally, the level of AI sophistication rises as the amount of interaction the training audience is expected to have with an entity rises. In this case where there is no human training audience, the epicenter of AI sophistication will be the system under test, the RUAS. The agents needed for this research are: the SFP, the fresh water source, the SFP at the NPP, and RUAS staging and maintenance facilities and personnel. These entities move beyond the background clutter of the scenario because of the RUAS’s need to meaningfully interact with them. The RUAS must be able to exchange water with both the SFP and the fresh water source. Further, the RUAS must interact with staging and maintenance entities to create realistic sortie generation variability.
Atmosphere and Special Effects is the next sub-system in the figure. Weather is a critical component of modeling the larger nuclear disaster scenario because atmospheric transport is the major contributor to radioactive material proliferation after an accident (S. Hanna & Chang, 2015; S. R. Hanna, 2009; Plante, 2002; Platt et al., 2014; Singh et al., 2015). Further, radiation levels in the area immediately surrounding the disaster site are impacted by weather effects. While radiation can have rapid and drastic effects on electronics equipment (T. Johnson, 2006), the impact of such effects are beyond the scope of this research and will thus be ignored. This does not mean that weather can be ignored. The evaporation model presented in Equation (1) is based almost completely on weather related parameters. Further, the ability of the RUAS to operate effectively is directly impacted by its weather environment. Since this research is not concerned with particle dispersion, advanced dispersion models won’t be used. Instead all that is needed are the weather parameters of interest to be made available to HeliSIM and the SFP evaporation model. STAGE has a capability to provide these weather parameters to other participants during the simulation runtime and will be used to do so.

Scenario Management and Data Logging are the next areas to be described. The primary purpose of STAGE is scenario creation and runtime management, so it will be used here. Data logging is important for maximizing the value of any simulation, but is crucial for any simulation for analysis effort. STAGE also offers a logging capability and will be responsible for capturing data generated during simulation runs for post-test analysis.
As noted in Chapter 2, the radiation dispersion model is peripheral to the focus of the current research and is therefore not included in Figure 5.

3.3 Experimental Design

The problem defined in Section 3.1 The Use Case identifies SFP water level as the parameter that determines success or failure of any mitigation efforts. Thus, SFP water level \( WL \) will be the response variable.

The factors affecting \( WL \) in the real world are myriad. A small subset of those are represented within the simulation, and a small subset of those will be examined to determine their influence on mission success. Factors can be grouped in several ways throughout the experimentation process, but during the identification process it is most helpful to group them based on which area or model within the simulation they come from. The table below identifies the design factors for this study. Their common name, followed by a symbol to be used during analysis computations, and finally the model or component of the overall simulation from which they came is given for each. For a complete list of potential design factors, the reader is referred to Appendix A.
Table 1: Design Factors for Initial Study

<table>
<thead>
<tr>
<th>Factor Common Name</th>
<th>Mathematical Symbol</th>
<th>Component of Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cruise Speed</td>
<td>$V$</td>
<td>RUAS</td>
</tr>
<tr>
<td>Sling Load Capacity</td>
<td>$C$</td>
<td>RUAS</td>
</tr>
<tr>
<td>Sortie Length</td>
<td>$S$</td>
<td>RUAS</td>
</tr>
<tr>
<td>Number of Aircraft</td>
<td>$A$</td>
<td>RUAS</td>
</tr>
<tr>
<td>Wind Velocity</td>
<td>$v$</td>
<td>Weather</td>
</tr>
<tr>
<td>Atmospheric Pressure</td>
<td>$P$</td>
<td>Weather</td>
</tr>
<tr>
<td>Relative Humidity</td>
<td>$\phi$</td>
<td>Weather</td>
</tr>
<tr>
<td>Water Temperature</td>
<td>$T$</td>
<td>SFP Thermohydraulics</td>
</tr>
<tr>
<td>Air flow reduction ratio</td>
<td>$r$</td>
<td>SFP Thermohydraulics</td>
</tr>
</tbody>
</table>

The focus of this research and the defined problem statement are exploratory in nature and as such it is not yet clear which, if any, of the factors in Table 1 have significant impact on the water level response as main effects or in interactions with one another. This lack of knowledge about how the system works and which subsystems are most closely related means that a factor screening design is a good choice for the initial experiment. As noted in Chapter 2, orthogonal arrays are a popular choice for factor screening experiments. While full factorial experiments are orthogonal, the run budget grows rapidly even when testing factors at only two levels (Anderson & Whitcomb, 2007). Fortunately, the wide study of OA construction has
led to several software implementations including in popular experimental design tools. One such tool, JMP®, is readily available and is useful for generating many types of experimental designs as well as analyzing results.

For the 9-factor screening experiment JMP recommends a 16 run orthogonal array. The disadvantage of this orthogonal array design is it only estimates main effects and aliases all two factor and higher interactions. This is not desirable in this case given the known relationship of several of the factors by way of the Hugo evaporation model.

JMP offers alternatives to the orthogonal design in the form of fractional factorial designs. These designs offer the advantage of increased resolution, or the ability to estimate higher order interaction effects not available in minimal run orthogonal arrays, but with a smaller run budget than full factorial experiments. Fractional factorial designs are widely used in product and process design and are an extremely popular choice for screening experiments (Montgomery, 2013). The details of a JMP recommended fractional factorial design are given below.

Using the JMP software to create a Screening Design, the first step is to identify the response variable, whether it is to be maximized or minimized and what its upper and lower limits are. \( W_L \) was early identified as the response variable. It should be maximized with an upper limit of 7 meters and a lower limit of 1 meter. These values are based on the dimensions of the SFP and the fuel assemblies. WNA (2012) lists the depth of the SFP at Fukushima unit 4 as 12 meters and the fuel assemblies as 5 meters tall. This means that 7 meters of water cover
the fuel during normal operations, thus this is the goal water depth. The minimum value of 1 meter is established from Collins and Hubbard (2001), who concluded that SFP water levels below 1 meter above the fuel assemblies made recovery unlikely due to the significantly increased radiation level in and around the pool area.

The next step is to input the factors of interest. The nine factors from Table 1 are given high and low values and assigned a type in Table 2 below.

<table>
<thead>
<tr>
<th>Factor</th>
<th>High Value</th>
<th>Low Value</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cruise Speed ($V$)</td>
<td>40 m/s</td>
<td>25 m/s</td>
<td>Continuous</td>
</tr>
<tr>
<td>Sling Load Capacity ($C$)</td>
<td>1200 kg</td>
<td>450 kg</td>
<td>Continuous</td>
</tr>
<tr>
<td>Sortie Length ($S$)</td>
<td>360 min</td>
<td>120 min</td>
<td>Continuous</td>
</tr>
<tr>
<td>Number of Aircraft ($A$)</td>
<td>4</td>
<td>1</td>
<td>Discrete Numeric</td>
</tr>
<tr>
<td>Wind Velocity ($v$)</td>
<td>15 m/s</td>
<td>3 m/s</td>
<td>Continuous</td>
</tr>
<tr>
<td>Atm. Pressure ($P$)</td>
<td>103000 Pa</td>
<td>100000 Pa</td>
<td>Continuous</td>
</tr>
<tr>
<td>Relative Humidity ($\phi$)</td>
<td>90%</td>
<td>55%</td>
<td>Continuous</td>
</tr>
<tr>
<td>Water Temp. ($T$)</td>
<td>98 C</td>
<td>90 C$^1$</td>
<td>Continuous</td>
</tr>
<tr>
<td>Reduction Ratio ($r$)</td>
<td>0.3</td>
<td>0.1</td>
<td>Continuous</td>
</tr>
</tbody>
</table>

1 According to D. A. Wang et al. (2012), the initial water temperature of the SFP at Fukushima at the time of power loss was 27 C. It then took approximately 3 days for the SFP to approach thermal equilibrium at around 84-90 C. Delivery operations via RUAS are thus assumed to begin once the pool has achieved thermal equilibrium at between 90 and 98 C which would likely occur 3-5 days after power is lost based on the empirical evidence collected at Fukushima.
The factors and values from Table 2 were input into JMP. JMP then offers several fractional factorial screening designs of varying size and resolution. Design resolution refers to the ability to estimate main and interaction effects in the post analysis model. Details on these designs are available in Montgomery (2013), but they are essentially as follows:

- **Resolution III** designs do not have any main effects aliased with each other, but two-way interactions are aliased with main effects and other two-way interactions.
- **Resolution IV** designs have main effects clear of aliasing with each other or two-way interactions, but two-way interactions may be aliased with each other.
- **Resolution V** designs are those in which main effects and two-way interactions are not aliased with other main effects or two-way interactions, but the two-way interactions may be aliased with three-way interactions.

JMP suggests fractional factorial designs of resolution III, IV, and V with variations in run size generally increasing as the resolution increases. Given the known interactions of some of the factors, a Res. IV design accounts for some of these interactions. Most importantly, a design of this type does exactly what it is intended to do; identifies the main effects that are unimportant during this initial screening experiment. Several res IV designs are suggested each with run sizes of either 32 or 64. Doubling the size of the experimental data collection does not help to predict more effects, only to decrease the variance surrounding the main effects and two-way interactions that are not confounded. However, blocking the design, even the smaller design, is a valuable noise reduction technique (Montgomery, 2013) and can be used to remove the effects of nuisance factors while keeping the experiment size under control. Further, the use of a well-designed smaller fractional factorial experiment provides the opportunity for
sequencing of additional experiments. Sequencing refers to the use of a smaller fractional factorial design that can be run, have data analysis conducted, then use the results to generate a follow-on fractional factorial design based on the results of the first (Montgomery, 2013). Given these advantages, a 32 run, res IV, randomized 4 block design will provide good screening capability with limited two-factor to two-factor aliasing while allowing for the mitigation of the noise associated with an additional nuisance factor.

Figure 6 below shows the coded run table in its randomized within block order. The -1 and 1 codes correspond to the low and high values for each factor shown in Table 2.
Figure 6: JMP created experiment run table

Figure 7 below shows the aliasing scheme for the two-factor interactions for those aliased with other two-factor interactions and those aliased with blocks.
There are several factors in the Table A-1 in Appendix A that are good candidates for noise mitigation via blocking. However, one of them presents the classic case for blocking by its potential for introducing noise with no other mitigation alternatives. There are several computers available for this research with matching hardware and software configurations. And
while these machines have the same specifications, each may perform differently during a simulation run. There is no way to isolate run-to-run variability between machines to either factor changes or the machine unless the experiment is blocked by machine. Further, blocking on computers allows multiple runs to execute simultaneously and reduce the overall time required to complete the data collection phase of the experiment.

There are also several factors listed in Table A-1 Appendix A that are closely related to mission execution, but won’t be explicitly tested during this research. Despite their potential impact on the real-world outcome of this type of mission, these factors will be controlled during the simulation experiment to better observe the impacts of the factors under test.

First, RUAS Reliability and Sortie Regen Time are closely related to the maintenance facilities and personnel agents mentioned above. Variability in decontamination, maintenance, and refueling activities certain to impact real-world operations will be simulated in this research by introduction of pseudo-normally distributed noise variables. After each sortie a random variable is selected from a uniform distribution. The value of this variable is used to select one of 13 bins each with preassigned a z-scores. The selected z-score is multiplied by the sortie length factor and the computed estimate of average maintenance man hour ratio (1.1) for the Bell 407 (Bell Helicopter, 2010). This creates a pseudo-normally distributed random maintenance time for each sortie. This maintenance time is then multiplied by a 1.5 to account for the extended time required for maintenance personnel to complete tasks in MOPP 4 gear (E. G. W. Davis, Charles H.; Salvi, Lucia; Kash, Howard M., 1990). Finally, a static 45 minutes of
decontamination time is added to the maintenance period to account for radiological decontamination of the aircraft (TRADOC, 2000).

Secondly, Water Drop Height, Bucket Fill Efficiency, and Delivery Efficiency will also be held constant. While each of these are related, and have an impact on the total volume of water delivered over the course of a sortie, they are not only beyond the abilities of the selected simulations to model, they are also beyond the scope of this initial evaluation of general effectiveness of a particular class of platforms. Therefore, all three will be rolled up into a single reduction factor applied to the maximum slung load capacity of the platform. This maximum lift capability translates to a maximum volume of water per trip. The process of filling the bucket and transporting it from the fresh water source to the SFP will be assumed to result in 90% of the maximum bucket volume of water making it to the drop point. This is the controlled value of Bucket Fill Efficiency. Water Drop Height, weather conditions, physical and chemical properties of the fresh water, size and shape of the bucket emptying apparatus, and several other factors all play a role in how the water falls from the bucket toward the SFP. How much of that water makes it into the SFP is further affected by things like the size and shape of the SFP, the approach heading and velocity of the aircraft, the residual super structure or lack thereof above and around the SFP, etc. Once again, these factors are beyond the capability of the simulation to accurately model and are beyond the scope of the current research. Thus, the combined effect of all these will be assumed to result in only 80% of the water dropped entering the SFP. The overall effectiveness or volume of water delivered to the SFP with each
trip is then the product of the Sling Load Capacity, the fill and transit efficiency, and the drop efficiency:

\[
\text{Sling Load Capacity} \times 0.9 \times 0.8 = \text{Total Volume Delivered}
\]  

Third, there are some SFP characteristics that could affect the outcome of the experiment. SFP Depth over Fuel, SFP Surface Area, and SFP Water Volume all contribute directly to the overall Water Level response variable. However, each of these are unique to NPPs and in some cases individual reactors at the NPP site. Varying these factors to evaluate the effectiveness of an RUAS platform to mitigate evaporative loss for a wide variety of SFPs is an excellent topic for future research and will be discussed further in Ch. 5. As noted in Ch. 2, this research will use the dimensions of the Fukushima Daiichi Unit 4 reactor SFP because of the availability of data associated with this plant and reactor. Thus, SFP Depth over Fuel, SFP Surface Area, and SFP Water Volume will all be held constant.

Fourth, Daily Precipitation and Fresh Water Temperature will be held constant. Daily Precipitation will be held at zero to avoid effects of rainfall on the SFP directly as well as the effects on the evaporation model in Eq. (1) created by precipitation. Even though data collected from Fukushima showed that injecting cold seawater into the SFP had an effect on overall SFP temperature (M. Davis & Proctor, 2016; G. o. Japan, 2011), ignoring the effects of
cold fresh water additions to the SFP will maintain higher computed evaporation rates and build buffer into the estimate of effectiveness in the post simulation analysis.

Finally, two factors in the list are geographical in nature and each has large potential impact to the outcome of the experiment. The locations of both a fresh water source and the staging area for the RUAS have the potential for major impact on the mission profile of the RUAS during the experiment. Each of these is severely limited by the actual geography of the area surrounding the NPP, thus they are difficult to arbitrarily change. To avoid these impacts and difficulties, both will be fixed for the duration of the experimental runs.

3.4 Execution and Data Collection

Table A-2 in Appendix A shows the run-by-run settings for each of the factors under test. They are grouped by block and then their order randomized within each block. Each run will begin with each of the factors set to levels specified in the table.

There are several other initial conditions that won’t be tested, but should be specified to enable recreation of the results. The RUAS will begin each run on the ground at the maintenance point ready to begin its first sortie. The SFP will begin each run with its water level at its normal operating full state seven meters above the assemblies. Each run will continue for 72 hours of simulation time.

Due to the dynamic nature of the real-time simulation, events of interest may occur at intermediate points during a simulation run. To capture this information, data logs of each run will be collected so that detailed post-run analysis can be performed if necessary. For instance,
if the water level drops below one meter above the fuel assemblies the time of this failure will be important to know when that mission failure occurs. Alternatively, if the pool level reaches the seven-meter level before the end of the simulation, it may be of interest to know when and how often during the run this occurred.
CHAPTER FOUR: DATA AND ANALYSIS

The data from the experimental methodology described in Chapter 3 are detailed in this chapter along with analysis and interpretation of the results. This chapter describes the complete data collection and analysis process. It begins with a description of the data collection and cleaning techniques followed by a summary of the raw results with some initial analysis of the results in tabular and plot form. Finally, a statistical analysis is performed and the results interpreted.

4.1 Data Collection and Preparation

There are multiple accessory windows available within the STAGE environment both during design and runtime. Figure 8 below shows a screen capture of several of these windows during runtime.
One of the available windows is called Mission History and is shown in Figure 9. This window displays a log of all the mission calls and actions performed by the entities within the current simulation. This log contains the SFP water levels reported at approximately 1 minute intervals for the entire simulation run. It should be noted that the baseline STAGE install does not produce this SFP data. The STAGE IDE (Integrated Development Environment) was used to extend STAGE’s underlying database and a plugin was written to modify its baseline capabilities to collect and report the SFP water levels. Details about the STAGE setup and modification can be found in Appendix C.
At the conclusion of each run, the mission history log file was saved as a raw text file. The only data pertinent to the current research is the water level data which is intermingled with thousands of lines of other data, so scrubbing of these raw text files was necessary. Several techniques and software packages are available for this type of data scrubbing including MS Excel, JMP, and R studio. Since 32 runs were completed each generating a log file over 30,000 lines long, an efficient method to scrub these files in batch form was developed using R studio. The script not only scrubbed the data, but also produced plots of the water level over time and captured the end-of-simulation water level for each run and wrote these all into a single file for easy import to JMP for statistical analysis of the overall experiment. The R studio files are provided in Appendix D.
Once scrubbed, the raw results of the 32 runs were contained in 33 separate files, one for each run and another containing the SFP water level reported at the end of each run. These data are available in electronic from the author upon request, but are not included here or in appendices due to their size.

### 4.2 Raw results and preliminary analysis

Table 3 reports raw results of the 32-run experiment. The table includes the treatment level for each of the 9 factors along with the end of run water volume. The last column (Mission Fail Time) reports the simulation time when the six runs (runs 2, 8, 13, 21, 29, 32) that reached critical low-water levels classified as safety failures reported SFP water levels at 1 meter above the fuel assemblies. M. Davis, Proctor, and Shageer (2017) make several observations about the treatment levels common to these failures:

“Common to the runs 2, 8, 21, and 29... [were] high wind speeds and only one Fire Scout RUAS. Runs 13 and 32... had high wind speeds and four Fire Scout RUAS as well as a 360-minute sortie length and high water temperature in common. Based only on observed safety failures, from a reliability perspective emergency managers should plan on four Fire Scout RUAS with maintenance equipment, spare parts, and crew of sufficient size to reduce between-sortie maintenance time to the minimum.”
Table 3: Summary of Treatments and Results

<table>
<thead>
<tr>
<th>Run</th>
<th>Pattern</th>
<th>Block</th>
<th>Cruise Speed (m/s)</th>
<th>Sling Load Cap. (kg)</th>
<th>Sortie Length</th>
<th>Wind Vel. (m/s)</th>
<th>Atm. Pressure (Pa)</th>
<th>Rel. Hum.</th>
<th>Water Temp. (°C)</th>
<th>Red. Ratio</th>
<th>Number of A/C</th>
<th>End of Run Water Volume</th>
<th>Mission Fail Time (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1200</td>
<td>360 min</td>
<td>3</td>
<td>100000</td>
<td>0.9</td>
<td>90</td>
<td>0.1</td>
<td>4</td>
<td>839.882</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1200</td>
<td>120 min</td>
<td>15</td>
<td>100000</td>
<td>0.9</td>
<td>90</td>
<td>0.3</td>
<td>1</td>
<td>111.523</td>
<td>71.247</td>
<td>360</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>450</td>
<td>120 min</td>
<td>15</td>
<td>103000</td>
<td>0.9</td>
<td>90</td>
<td>0.1</td>
<td>4</td>
<td>718.313</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>450</td>
<td>360 min</td>
<td>3</td>
<td>103000</td>
<td>0.9</td>
<td>90</td>
<td>0.3</td>
<td>1</td>
<td>696.69</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1200</td>
<td>360 min</td>
<td>3</td>
<td>103000</td>
<td>0.55</td>
<td>98</td>
<td>0.3</td>
<td>1</td>
<td>477.836</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1200</td>
<td>120 min</td>
<td>15</td>
<td>103000</td>
<td>0.55</td>
<td>98</td>
<td>0.1</td>
<td>4</td>
<td>433.407</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>450</td>
<td>360 min</td>
<td>3</td>
<td>100000</td>
<td>0.55</td>
<td>98</td>
<td>0.1</td>
<td>4</td>
<td>809.647</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>450</td>
<td>120 min</td>
<td>15</td>
<td>100000</td>
<td>0.55</td>
<td>98</td>
<td>0.3</td>
<td>1</td>
<td>0</td>
<td>26.485</td>
<td>360</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>2</td>
<td>450</td>
<td>120 min</td>
<td>3</td>
<td>103000</td>
<td>0.55</td>
<td>98</td>
<td>0.3</td>
<td>4</td>
<td>520.788</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>2</td>
<td>1200</td>
<td>120 min</td>
<td>3</td>
<td>103000</td>
<td>0.9</td>
<td>90</td>
<td>0.3</td>
<td>4</td>
<td>839.459</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>2</td>
<td>450</td>
<td>360 min</td>
<td>15</td>
<td>100000</td>
<td>0.9</td>
<td>90</td>
<td>0.3</td>
<td>4</td>
<td>366.218</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>2</td>
<td>450</td>
<td>360 min</td>
<td>15</td>
<td>103000</td>
<td>0.55</td>
<td>98</td>
<td>0.1</td>
<td>1</td>
<td>197.392</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>2</td>
<td>1200</td>
<td>360 min</td>
<td>15</td>
<td>100000</td>
<td>0.55</td>
<td>98</td>
<td>0.3</td>
<td>4</td>
<td>0</td>
<td>34.964</td>
<td>360</td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>2</td>
<td>1200</td>
<td>360 min</td>
<td>15</td>
<td>103000</td>
<td>0.9</td>
<td>90</td>
<td>0.1</td>
<td>1</td>
<td>655.95</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>2</td>
<td>1200</td>
<td>120 min</td>
<td>3</td>
<td>100000</td>
<td>0.55</td>
<td>98</td>
<td>0.1</td>
<td>1</td>
<td>542.717</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>16</td>
<td>3</td>
<td>3</td>
<td>450</td>
<td>120 min</td>
<td>3</td>
<td>100000</td>
<td>0.9</td>
<td>90</td>
<td>0.1</td>
<td>1</td>
<td>735.265</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>3</td>
<td>1200</td>
<td>360 min</td>
<td>3</td>
<td>100000</td>
<td>0.9</td>
<td>98</td>
<td>0.3</td>
<td>1</td>
<td>473.966</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>18</td>
<td>3</td>
<td>3</td>
<td>450</td>
<td>360 min</td>
<td>3</td>
<td>100000</td>
<td>0.55</td>
<td>90</td>
<td>0.3</td>
<td>1</td>
<td>652.545</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>19</td>
<td>3</td>
<td>3</td>
<td>450</td>
<td>120 min</td>
<td>15</td>
<td>100000</td>
<td>0.55</td>
<td>90</td>
<td>0.1</td>
<td>4</td>
<td>614.354</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>3</td>
<td>1200</td>
<td>120 min</td>
<td>15</td>
<td>100000</td>
<td>0.9</td>
<td>98</td>
<td>0.1</td>
<td>4</td>
<td>734.44</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>21</td>
<td>3</td>
<td>3</td>
<td>450</td>
<td>120 min</td>
<td>15</td>
<td>103000</td>
<td>0.9</td>
<td>98</td>
<td>0.3</td>
<td>1</td>
<td>0</td>
<td>30.665</td>
<td>360</td>
</tr>
<tr>
<td>22</td>
<td>3</td>
<td>3</td>
<td>1200</td>
<td>360 min</td>
<td>3</td>
<td>103000</td>
<td>0.55</td>
<td>90</td>
<td>0.1</td>
<td>4</td>
<td>839.882</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>23</td>
<td>3</td>
<td>3</td>
<td>1200</td>
<td>120 min</td>
<td>15</td>
<td>103000</td>
<td>0.55</td>
<td>90</td>
<td>0.3</td>
<td>1</td>
<td>204.37</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>24</td>
<td>3</td>
<td>3</td>
<td>450</td>
<td>360 min</td>
<td>3</td>
<td>103000</td>
<td>0.9</td>
<td>98</td>
<td>0.1</td>
<td>4</td>
<td>747.735</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>25</td>
<td>3</td>
<td>4</td>
<td>1200</td>
<td>120 min</td>
<td>3</td>
<td>100000</td>
<td>0.55</td>
<td>90</td>
<td>0.3</td>
<td>4</td>
<td>839.994</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>26</td>
<td>4</td>
<td>4</td>
<td>450</td>
<td>120 min</td>
<td>3</td>
<td>103000</td>
<td>0.55</td>
<td>90</td>
<td>0.1</td>
<td>1</td>
<td>726.889</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>27</td>
<td>4</td>
<td>4</td>
<td>450</td>
<td>120 min</td>
<td>3</td>
<td>100000</td>
<td>0.9</td>
<td>98</td>
<td>0.3</td>
<td>4</td>
<td>375.833</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>28</td>
<td>4</td>
<td>4</td>
<td>450</td>
<td>360 min</td>
<td>15</td>
<td>103000</td>
<td>0.55</td>
<td>90</td>
<td>0.3</td>
<td>4</td>
<td>270.459</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>29</td>
<td>4</td>
<td>4</td>
<td>450</td>
<td>360 min</td>
<td>15</td>
<td>100000</td>
<td>0.9</td>
<td>98</td>
<td>0.1</td>
<td>1</td>
<td>51.1627</td>
<td>65.780</td>
<td>360</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>4</td>
<td>1200</td>
<td>120 min</td>
<td>3</td>
<td>103000</td>
<td>0.9</td>
<td>98</td>
<td>0.1</td>
<td>1</td>
<td>645.779</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>31</td>
<td>4</td>
<td>4</td>
<td>1200</td>
<td>360 min</td>
<td>15</td>
<td>100000</td>
<td>0.55</td>
<td>90</td>
<td>0.1</td>
<td>1</td>
<td>720.925</td>
<td>NA</td>
<td>360</td>
</tr>
<tr>
<td>32</td>
<td>4</td>
<td>4</td>
<td>1200</td>
<td>360 min</td>
<td>15</td>
<td>103000</td>
<td>0.9</td>
<td>98</td>
<td>0.3</td>
<td>4</td>
<td>25.4982</td>
<td>63.722</td>
<td>360</td>
</tr>
</tbody>
</table>
The exploratory nature of this work meant that there was much uncertainty about the
effectiveness of the water delivery mission especially with so many factors influencing both
RUAS operations and evaporation rates from the SFP. Figure 10 below contains a sampling of
the output of from the R script mentioned in 4.1. The selected plots are representative of the
behavior shown throughout the experiment and water volume plotted against elapsed time for
4 representative runs: 1-8, 2-4, 3-4, and 4-1. Graphical analysis of these time series water
volume data for each run reveals further evidence that at least some of these factors have
significant impact on water volume and that results vary widely as conditions are varied.

![Figure 10: Plots of water volume over time](image-url)
4.3 Statistical analysis and interpretation

Developing an effects model capable of predicting performance from a limited set of inputs is the goal, but the first step is determining which factors influence outcome most. The half normal quantile plot in Figure 11 indicates Wind Velocity, Reduction Ratio, Water Temperature, Number of Aircraft, and the Wind Velocity crossed with Reduction Ratio interaction term all have significant impact on end state water volume.

![Half Normal Quantile Plot of Effects](image)

**Figure 11: Half Normal Quantile Plot of Effects**

ANOVA confirms these factors importance as shown in Figure 12. Each of the factors listed above shows an F-statistic that is significant at the 0.95 level. Note that while the Wind Velocity crossed with Reduction Ratio isn’t shown in the ANOVA table, Figure 7 shows that it is aliased with the Sortie Length crossed with Number of Aircraft term that does have a significant
F-stat. Recall that this aliasing structure means when two (or more) factors are aliased with each other the indicated significance of one of the factors may come from its significance or from any one of its aliased factors. Thus, in this case it is assumed that the indicated significance of Sortie Length crossed with Number of Aircraft is attributable to Wind Velocity crossed with Reduction Ratio since both those main effects display significance in both the half-normal plot and the ANOVA. The ANOVA also indicates significance for Cruise Speed crossed with Atmospheric Pressure. Including this term in a predictive model would mean also including the contributing main effects (Cruise Speed and Atmospheric Pressure). However, since neither of these main effects indicates significance on their own and since this initial effort is intended to screen for factors important to overall mission, they will not be included in the final model.
Figure 12: ANOVA of Effects

The significant factors were then used to produce a reduced factor least squares model. M. Davis et al. (2017) provide the following analysis which briefly summarizes the validity of the resultant model:

“Analysis of Variance of the selected prediction model in Figure 4(c) shows it has maintained its significance after complexity reduction. The Actual by Predicted plot in Figure 4(a) visualizes fit while an adjusted $R^2$ of .849 shown in Figure 4(b) indicates the
prediction model has maintained good predictive power with a reduced set of inputs. The identified factors maintained significance in Figure 4(d) after model effects reduction. Despite the somewhat scattered nature of the results shown in Figure 4(a), the additional statistical analysis indicates this prediction model has relatively good predictive power. However, because this was a factor screening experiment the indications of significance for the selected effects that are maintained after reducing the prediction model complexity are the most important outcome of this analysis.”
FIGURE 13: EFFECTS MODEL ANALYSIS

4.4 Sequenced experiment to extend the LVC Framework

As mentioned in 3.3, a thoughtful design and execution of the initial experiment creates the opportunity for a sequenced follow-on experiment. The analysis of the first experiment indicated four factors were significant to the final SFP water level after 72 hours of intervention.
As reminder and noted in Chapter 3, delivery operations were assumed to start 3-5 days after power loss at the plant since this is the timeframe observed at Fukushima. During this timeframe the SFPs were heating up from normal operating temperatures to thermal equilibrium between 84 and 90 C (D. A. Wang et al., 2012). The 3-5 day lag in beginning external delivery operations to replace powered SFP cooling also correlates well with the lag time between incident, understanding the need for external support, request for external response, and finally response by DoD resources, which currently “deploys within 24 hours of notification” (JTF-CS, 2015a).

The factors that are indicated as significant by the ANOVA can be further divided into two basic categories: those beyond the control of responders and those within the control of responders. Wind Velocity is beyond the control of responders. Reduction Ratio is an arbitrary adjustment parameter established to correct the fit of the Hugo model by accounting for reduced wind velocity across the surface of the pool caused by obstructions (remaining superstructure, pool deck height above the water surface, etc.) that slow down the air moving over the surface compared to observed wind speed at nearby weather data collection points. Thus, Reduction Ratio is adjustable but is based on circumstances beyond responder’s control. Water temperature within the SFP is the result of complex thermohydraulic interactions between the spent fuel, coolant water, pool walls and floor, and the air directly above the pool. While D. A. Wang et al. (2012) showed that massive injections of cool water had a significant effect on the overall SFP temperature and thus on evaporative loss, water temperature is
largely beyond the control of responders. Unlike the other significant effects, number of aircraft is completely within emergency managers’ control.

Given this categorization, Number of Aircraft was a likely candidate for further examination in a follow-on experiment. Further, the dominant significance of Wind Velocity meant that it must also be further explored while all others from the initial screening experiment were held constant. In addition to Number of Aircraft and Wind Velocity, the follow-on experiment included Aircraft Type as a categorical factor. This follow-on experiment was a comparative analysis of different airframes’ utility in meeting mission requirements. Three airframes were compared at three different numbers of aircraft used and in three different wind velocities. The experimental objective of this comparison experiment was to determine which lift capability (light, medium, or heavy) using representative airframes could produce consistent successful mission accomplishment in a variety of stronger than average, but not extreme wind velocities. The broader research objective of this experiment was to demonstrate the adaptability, extensibility, and utility of the LVC framework over a variety of experimental objectives and use cases.

Following the screening experiment, an I-optimal 20-run design was selected for this second experiment. I-optimal designs seek to minimize prediction variance of the response (Montgomery, 2013). This is a desirable attribute for the follow-on experiment since it reduces the uncertainty of the expected performance from a given platform under certain conditions.

Given the objective of this experiment was to more closely evaluate performance variability resulting from a limited number of factors, many other factors and sources of
variability from the first experiment were fixed for this second effort. Cruise speed was fixed at 40 m/s for all aircraft since it was within the operating capability of each airframe and very near the recommended max velocity of the water bucket (SEI Industries, 2013). Sortie Length was fixed at 120 minutes since this was near the operating limits of the two larger aircraft (NAVAIR, 2000; US Army, 2003). The following parameters were fixed at the average observed values in the Port St. Lucie area for 2016: Atmospheric Pressure, Relative Humidity, and Air Temperature. SFP water temperature was fixed at 98°C and Reduction Ratio set to 0.3 to provide conservative prediction of water loss from the Hugo evaporation model.

Each airframe was assigned a different max water volume based on their published slung load capabilities. The MQ-8C Firescout was assigned a bucket with a maximum capacity of 1000 kg of water, which after the assumed losses during pickup, transit, and delivery resulted in a delivered volume of 0.72 m³ of water per drop. The CH-47D Chinook was assigned a bucket with a max capacity of 5000 kg of water, which resulted in 3.6 m³ of water per drop. Finally, the CH-53E Super Stallion was assigned a bucket with a max capacity of 9800 kg of water, which resulted in 7.056 m³ of water per drop.

Further, while the computation methods for maintenance wait times did not change from the first experiment, each airframe was assigned individual mean maintenance times to base wait time on for each run. Mean maintenance times took into account both the published maintenance-man-hour/flight-hour (MMH/FH) ratios and standard maintenance crew sizes for each aircraft. Table B-2 in Appendix B provides details regarding MMH/FH ratios, crew sizes, resultant aggregated maintenance hour/flight hour ratios and sources for these data.
Table 4 below shows the run by run treatments and responses for the comparison experiment. The full table of setup values for this experiment is given in Appendix B. Visual analysis of the results in Table 4 show that only four failures occurred during the 20-run experiment and each of the failures occurred when the MQ-8C Firescout was employed during either medium (7.5 m/s) or high (10 m/s) winds.

<table>
<thead>
<tr>
<th>Run</th>
<th>Number of A/C</th>
<th>Aircraft Type</th>
<th>Wind Vel. (m/s)</th>
<th>End of Run Water Volume</th>
<th>Mission Fail Time (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>MQ-8C</td>
<td>10</td>
<td>0</td>
<td>42:57:55</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>MQ-8C</td>
<td>7.5</td>
<td>81.1749</td>
<td>69:17:46</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>CH-53E</td>
<td>5</td>
<td>838.97</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>CH-47D</td>
<td>10</td>
<td>255.365</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>CH-53E</td>
<td>7.5</td>
<td>838.848</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>CH-47D</td>
<td>10</td>
<td>838.651</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>MQ-8C</td>
<td>5</td>
<td>166.521</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>CH-47D</td>
<td>5</td>
<td>839.185</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>CH-47D</td>
<td>5</td>
<td>772.421</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>CH-53E</td>
<td>10</td>
<td>608.98</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>CH-53E</td>
<td>7.5</td>
<td>838.859</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>CH-53E</td>
<td>7.5</td>
<td>394.554</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>5</td>
<td>MQ-8C</td>
<td>5</td>
<td>518.96</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>CH-47D</td>
<td>7.5</td>
<td>839.343</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>CH-53E</td>
<td>10</td>
<td>623.087</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>MQ-8C</td>
<td>10</td>
<td>5.81369</td>
<td>61:45:00</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>CH-53E</td>
<td>5</td>
<td>839.651</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>3</td>
<td>CH-47D</td>
<td>7.5</td>
<td>838.258</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>3</td>
<td>MQ-8C</td>
<td>7.5</td>
<td>80.4351</td>
<td>69:00:12</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>CH-53E</td>
<td>7.5</td>
<td>394.634</td>
<td></td>
</tr>
</tbody>
</table>
Statistical analysis of these results, found in Appendix B indicates that a main effects only model is a good predictor of water level with an adjusted $R^2$ of 0.869. A plot of the residual by predicted water level does not show any structure of note and Analysis of Variance of the model further confirms its validity with an F-stat < 0.0001. Individual effects testing shows Type of Aircraft is the most powerful effect in the model with an F-stat < 0.0001.

As indicated above, the Type of Aircraft factor was a complex input into the simulation since not only did the available volume of deliverable water change from airframe to airframe but the computation of maintenance time varied between airframes. JMP’s Prediction Profiler graphically depicts the effect that each combination of treatment levels has on the response while simultaneously indicating the desirability of each combination. This output is shown in Figure 14 and indicates the CH-47D is the best choice among the three aircraft under test. Even under “worst case” conditions of the other two factors with winds at 10 m/s and only 1 aircraft
in use, the model predicts approximately 3.6 meters of water over the top of the fuel assemblies at the end of the 72-hour simulation.

![Prediction Profiler](image)

**Figure 14: Prediction of single CH-47D performance at 'high' wind velocity level**

While this analysis is insightful, it is likely inadequate for making a decision about which airframe is best suited for response to a potential nuclear power plant disaster. As indicated above, the real value of this particular experiment and subsequent analysis is in its use as an example of the flexibility of the LVC simulation framework. The constructed framework was quickly and easily adapted from its initial use for factor screening to a more specific evaluation of particular platforms under a variety of conditions.
CHAPTER FIVE: CONCLUSIONS, LESSONS LEARNED, LIMITATIONS, AND FUTURE RESEARCH

5.1 Conclusions

As seen at Chernobyl and Fukushima, nuclear disasters have severe, far-reaching consequences in both near- and long-term time horizons. Disaster response teams at all levels must be ready to protect both citizens and the environment from these consequences. The inability to train in a live radiation environment increases the need for modeling and simulation to fill the voids in system life cycles to include system development, planning, and training for such disasters. Challenges facing addressing these voids include: (1) stove-pipe designs of existing reactor models that do not interoperate with more integrated M&S tools for training and evaluation of new system integration; (2) lack of representation of a reactor model in a LVC simulation framework; (3) lack of techniques to reduce factor complexity inherent to a LVC simulation framework; and (4) demonstration of use of the LVC simulation framework for systems analysis.

This research, as documented in M. Davis et al. (2016), took a first step toward filling this gap in capability with the development of a conceptual model for integrating a LVC simulation framework using a SoS approach. Nuclear power station safety and reliability systems are extensive systems of systems susceptible to catastrophic chain of events ripple-effect failures. These situations are too complex, costly, and risky to assess by other means, so M&S tools are once again well suited for the task. An LVC framework was proposed to evaluate an unmanned system’s effectiveness for SFP replenishment.
Secondly this research, as documented in M. Davis and Proctor (2016), created a suitable SFP model in the LVC simulation framework capable of replicating the SFP disaster at Fukushima. The work proposed a technique for predicting evaporative loss under forced air flow. The work is based on that of Hugo and Omberg (2015), but rather than focusing in cooling effects, Davis and Proctor apply their model to worst-case conditions to predict water loss rates. These rates were compared to published throughput capabilities of several alternative sources of SFP replenishment and although analytic comparison suggested excess capacity from several mitigation techniques, empirical evidence from Fukushima indicated significant inefficiencies since the selected techniques struggled to meet demand at several points during the response and recovery efforts. This work is foundational to the experiments presented above and future experiments involving SFP disaster response. Specifically, the resultant evaporation model became the loss portion of the overall water level computation in designed experiments.

Thirdly, this research, as demonstrated in M. Davis et al. (2017), conceived and demonstrated an approach to reduce factor complexity inherent to an integrated LVC framework through the use of a screening experiment. The screening factor design evaluated the significance of a large number of factors that may impact the ability of an RUAS to successfully maintain the water level within a nuclear power plant SFP over the course of a 72-hour simulation. The use of a screening experiment was shown an effective technique for identifying significant factors affecting SFP water level within the simulation. Analysis of the first experiment indicated that Wind Velocity, Reduction Ratio, Water Temperature, Number of
Aircraft, and the Wind Velocity crossed with Reduction Ratio were all significant to the outcome of the simulation.

Finally, this research, as discussed in Chapter 4 and expected to be submitted for possible future publication, demonstrated system analysis of competing UAS platforms. This was but one of many possible applications of the overall theoretical approach discussed in this dissertation and to be included in a forthcoming article. Specifically, a second experiment, detailed in Section 4.4 was conducted based on the outcomes of the screening experiment which determined factors significant to end state SFP water level. This experiment compared 3 different aircraft for their suitability for use as an RUAS in the water delivery scenario. Setup of the second experiment was based on the results of the first, and Wind Velocity, Number of Aircraft, and Aircraft Type were selected as the factors under test. Analysis of the second experiment’s results showed the CH-47D Chinook was the best choice of aircraft over the range of Wind Velocity and Number of Aircraft tested. Interestingly, this result suggested that system selection for this mission is not simply about carrying the most water. Rather, airframe reliability and maintainability are critical factors that must be considered and given careful analysis during the system selection phase of the systems engineering process for this problem. Further, the airframe comparison research shows that the LVC simulation framework is not only adaptable to a variety of system evaluation tasks but is also sensitive to a wide variety of system characteristics.

Overall this work showed that the LVC framework provides a “generalized capability to compose, simulate, and evaluate from multiple perspectives the suitability of various systems
and conceptual models to accomplish a broad range of emergency response missions” (M. Davis et al., 2017). While these results are both interesting and insightful to nuclear power plant operators, disaster management planners, and first responders, the most important outcome of both experiments are not their individual results but rather their part in demonstration of the effectiveness and flexibility of the overall approach. This approach starts with SoS Conceptual Modeling and leads to LVC Simulation framework design. LVC simulation framework design identified simulation gaps, which in this case involved the gap in radiation model modeling. Through a unique approach in SFP modeling, this research partially bridged the radiation modeling gap in LVC simulation. The subsequent screening experiment and follow on designed experiment demonstrate that the complexity of the simulation is scalable to fit available data and models and the LVC framework is adaptable to a wide variety of research questions.

5.2 Lessons Learned

There are several “Lessons Learned” to be taken away from this research effort. Researchers hoping to repeat or improve on this work would benefit from taking into account decisions made during this effort, both good and bad.

The first lesson learned applies to all resource constrained research efforts, but is especially true for those employing LVC modeling and simulation tools. Limiting the scope of research questions and supporting simulations is vital to success. Well defined and limited questions lead to well defined answers, especially when employing simulation as a research vehicle. Further, as Haase et al. (2014) advise, experiments conducted in LVC environments can
easily become unwieldy because of the ease with which LVC frameworks enable complex environments and interactions between systems. Thus, it is critical for researchers either recreating or building upon this work to limit the scope of both their inquiries and their constructed simulations.

Second, researchers conducting this or similar research should remember that simulation provides opportunities to simulate and aggregate. Depending on the questions of interest, many of the peripheral system interactions and behaviors can be simulated or aggregated together. This research leveraged this attribute at several points. For instance, STAGE entities do have the inherent capability to act as both suppliers and consumers of a given supply. Thus, the RUAS entities were not able to take on water from the fresh water source (consumer) and then deliver water to the SFP (supplier). While STAGE does allow for modification of entity behavior, such an effort was beyond the scope and capabilities of the available researchers. Thus, the loading of fresh water into the bucket was simulated by a variable RUAS wait time near the fresh water source and by exploiting the STAGE entity characteristic that allowed the RUAS to begin the simulation with what was effectively an infinite supply of water available to be delivered to the SFP. This ability to reduce the complexity and suspend the limitations of the real world made the process of developing a method to answer the question of interest an achievable task. This ability to reduce interaction complexity where possible was critical to the successful completion of this research and should be kept in mind by future researchers.
Third, a rather extensive knowledge of how the individual software components and models function and communicate with one another was critical to developing a functional simulation. In order to create useful and reasonable behaviors from the entities within the scenario, a great deal of STAGE Mission Editor expertise was required. Thus, in order to replicate this work or create any new simulations using STAGE, a deep understanding of how all the components of STAGE and the other Presagis tools work and work together is required. For instance, this research required the development of a pseudo normal sampling distribution using the STAGE mission editor and its only available sampling distribution (Uniform). Further, in order to obtain the SFP’s water level, the underlying database for STAGE functionality was modified. This effort took several weeks and eventually a great deal of assistance from Presagis customer support. The lesson for future researchers here is to ensure your chosen simulations’ baseline configurations provide the data you need, or the time and resources are available to make the necessary modifications to that configuration.

Finally, transformations can be critical to success. The chosen case study for this research focuses on SFP water levels. Nuclear power station operators and researchers often view SFPs and nuclear reactors and heat management problems. The transformation of the SFP heat management problem to its brute force correlate, the water evaporation problem, meant that the response of concern was no longer the total heat output from the fuel in the SFP but much more simply the water level of the pool. If water deliveries outpaced loss from evaporation, then the total heat output from the fuel in the SFP was effectively dealt with no
matter how much or little there was. Thus, the exploitation of data transformations is lesson to keep in mind as future simulation research is undertaken.

5.3 Limitations

This research effort was an exploratory proof of concept and therefore was limited in scope on many fronts. Further, since this work was unfunded research tools were limited to those readily available in the Synthetic Environments Learning Laboratory and to the UCF student body at large.

Although the LVC simulation framework was developed to readily integrate existing and future high fidelity nuclear reactor and power plant models, none of the current and available models were designed to integrate using existing LVC standards and protocols. Time and resource limitations prohibited undertaking the development of a middleware capable of bridging the communication gap between these models and the existing LVC framework. Thus, the study was limited to the use of the Hugo et al evaporation model. Further, the baseline STAGE configuration does not include a complex and variable consumption rate. While the Hugo model take into account several environmental variables, the representation of evaporation in STAGE does not. Therefore, the evaporation rate for each run was precomputed based on the environmental inputs for that run and the SFP’s consumption rate was then assigned that constant value for the entire run. With regard to environmental variables, STAGE does not enable variability of environmental variables over time. As an example, if the selected wind speed for a run was 5 m/s, that value remained constant for the entire 72-hour run even though this is highly unlikely to occur in the real world.
The RUAS behavior was also limited in terms of its complexity. First, each aircraft was assigned a rudimentary mission that consisted of flying to predetermined points near the staging area, fresh water source, and power plant. Despite many runs including multiple aircraft, collision avoidance was not an included behavior, thus aircraft were routinely super-positioned in the airspace. Further, as mentioned above their rudimentary behavior did not include supply transfer from the fresh water source to the helicopter. This meant that water pickup was limited to a simple delay with uniform variability. No unplanned failures were simulated, so the sortie behavior of the RUASs was limited to the scheduled times for each run. Variability was created with a pseudo-Normal sampling of predicted maintenance time, but between sortie times were otherwise based solely on an aggregation of mean times for various tasks found in the literature.

Avoiding radiation exposure is one of the major motivating factors for use of unmanned systems in nuclear disaster response. Electronic systems are not immune to radiation effects, but this research was limited in that no consideration was given to radiation or its effects on the RUAS except that a decontamination time was added to the between sortie maintenance times.

Finally, the scope of this research was limited to solely constructive simulations. One of the major advantages of the LVC framework is the ability to readily integrate live and virtual components into a constructive simulation. Since this research sought ultimately to evaluate the suitability of the LVC framework to evaluate the integration of new systems into complex systems of systems, the initial proof of concept case study limited the scope of the LVC framework to constructive simulations only.
5.4 Future Research

The LVC framework developed here is only a first step and proof of concept. A great deal of work is needed to increase its fidelity to a level suitable for producing decision-quality results. Despite the foundational nature of the current LVC framework, the success of this research leads to a vast array of future research opportunities and unanswered questions.

One of the major benefits of developing a systems of systems evaluation technique with an LVC framework is that framework’s extensibility beyond system evaluation applications. Further development of the LVC framework, including integration of new higher fidelity models for each of the components detailed in Figure 4 will enable expanded use of the framework to the system selection portion of the systems engineering life cycle. One such fidelity enhancement worthy of consideration is the inclusion of water temperature modeling within the SFP. As noted elsewhere, SFP water temperature is affected by cold water injections (D. A. Wang et al., 2012) and SFP evaporation is affected by overall SFP water temperature (Hugo & Omberg, 2015), thus a variable temperature SFP model is an important aspect of overall fidelity enhancement of the LVC framework for this particular use case.

LVC simulation is already widely used as a training tool both for individuals and teams of nuclear disaster first responders (INNG, 2015). Developing and utilizing an LVC framework for system of systems development and evaluation creates a foundation for integrating these new systems into the LVC training of the response teams. Integrated training allows response teams to adapt to sharing their operational space with unmanned systems in a low threat environment. The LVC framework also allows planners and responders to evaluate the impact
of a gradual increase in available resources over multiple days of response as will likely occur during an actual crisis. Further, large scale, fully integrated training scenarios give planners and leaders the opportunity to observe the emergent behaviors of the new system of systems that will occur when a new tool is introduced.

The effects of radiation on electronic systems are ignored in the current LVC framework. However, these effects are well documented (AP, 2017) and must be a major consideration in any nuclear response strategy. As such, research is already underway to integrate radiation into the LVC framework and assess its effects on RUAS (Shageer, Proctor, Davis, & Schreiber, IN REVIEW).

Further, accurate measurement of radiation levels in and around the immediate vicinity of a nuclear power plant experiencing a disaster is a major concern of emergency managers and disaster responders. Small UAS are a promising and growing area of capability for such a mission set. The demonstrated adaptability of the LVC framework makes it an ideal environment for exploring the suitability of small UAS for a variety of tasks within the nuclear disaster environment. Thus, future research efforts should explore this application of the LVC framework.

This research focused on the replenishment of water from a small set of RUAS to a single SFP modeled after those found at Fukushima. Future research is needed to determine whether RUAS or some other system, unmanned or otherwise, provides the most robust capability to provide fresh water to an SFP experiencing long-term blackout. Additionally, future efforts should investigate the integration of RUAS and other unmanned systems to
support the needs of other aspects of NPPs in crisis. For example, the delivery of equipment like portable generators, water cannons, and hydrogen recombiners is a task RUAS are well suited for. Further, SFPs exist in a wide variety of designs and configurations. It is likely that the replenishment solution is not “one size fits all” but rather certain systems will provide the most efficient replenishment to certain SFP sizes and configurations while other systems will be better suited to other SFP types. The mapping of replenishment systems to SFPs and the trade space between efficiency and robustness of response capability is an area that must be explored before response plans can be solidified.

Finally, the LVC framework may be expanded to include human system integration (HSI) models and simulations. HSI is already possible using HeliSIM or FlightSim as a virtual simulation rather than a constructive simulation. Further human interface designs within HeliSIM or FlightSim may be modified using the Presagis VAPS-XT software. Developing enhanced human systems interfaces may improve human-system performance in more complex environments while maintaining or increasing operator situational awareness as well as decreasing the likelihood of information overload.

In conclusion, this research effort successfully developed and implemented an SoS conceptual model and LVC framework to evaluate the suitability of an RUAS to respond to a nuclear power plant disaster. The results indicate designed experiments can successfully be used within an LVC simulation to achieve this end. Based on these promising results, further future research is warranted.
APPENDIX A: SCREENING EXPERIMENT DATA
The STAGE setup files and collected raw data files from this experiment are too large to include with this document. All data is available upon request from the author.

Table A-1: Potential Design Factors

<table>
<thead>
<tr>
<th>Factor</th>
<th>Type</th>
<th>Component of Origin</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cruise Speed</td>
<td>Continuous</td>
<td>RUAS</td>
<td>Tested</td>
</tr>
<tr>
<td>Sling Load Capacity</td>
<td>Continuous</td>
<td>RUAS</td>
<td>Tested</td>
</tr>
<tr>
<td>Sortie Length</td>
<td>Continuous</td>
<td>RUAS</td>
<td>Tested</td>
</tr>
<tr>
<td>Number of A/C</td>
<td>Discrete Numeric</td>
<td>RUAS</td>
<td>Tested</td>
</tr>
<tr>
<td>RUAS Reliability</td>
<td>Continuous</td>
<td>RUAS</td>
<td>Controlled</td>
</tr>
<tr>
<td>RUAS Sortie Regen Time</td>
<td>Continuous</td>
<td>RUAS</td>
<td>Controlled</td>
</tr>
<tr>
<td>Water Drop Height</td>
<td>Continuous</td>
<td>RUAS</td>
<td>Controlled</td>
</tr>
<tr>
<td>Bucket Fill Efficiency</td>
<td>Continuous</td>
<td>RUAS</td>
<td>Controlled</td>
</tr>
<tr>
<td>Delivery Efficiency</td>
<td>Continuous</td>
<td>RUAS</td>
<td>Controlled</td>
</tr>
<tr>
<td>Wind Velocity</td>
<td>Continuous</td>
<td>Weather</td>
<td>Tested</td>
</tr>
<tr>
<td>Atmospheric Pressure</td>
<td>Continuous</td>
<td>Weather</td>
<td>Tested</td>
</tr>
<tr>
<td>Relative Humidity</td>
<td>Continuous</td>
<td>Weather</td>
<td>Tested</td>
</tr>
<tr>
<td>Ambient Temperature</td>
<td>Continuous</td>
<td>Weather</td>
<td>Tested</td>
</tr>
<tr>
<td>Daily Precipitation</td>
<td>Continuous</td>
<td>Weather</td>
<td>Controlled</td>
</tr>
<tr>
<td>---------------------</td>
<td>------------</td>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>Water Temperature</td>
<td>Continuous</td>
<td>SFP Thermohydraulics</td>
<td>Tested</td>
</tr>
<tr>
<td>Air Flow Reduction Ratio</td>
<td>Continuous</td>
<td>SFP Thermohydraulics</td>
<td>Tested</td>
</tr>
<tr>
<td>SFP Depth over Fuel</td>
<td>Continuous</td>
<td>SFP Thermohydraulics</td>
<td>Controlled</td>
</tr>
<tr>
<td>SFP Surface Area</td>
<td>Continuous</td>
<td>SFP Thermohydraulics</td>
<td>Controlled</td>
</tr>
<tr>
<td>SFP Water Volume</td>
<td>Continuous</td>
<td>SFP Thermohydraulics</td>
<td>Controlled</td>
</tr>
<tr>
<td>Fresh Water Temperature</td>
<td>Continuous</td>
<td>Terrain Services</td>
<td>Controlled</td>
</tr>
<tr>
<td>Fresh Water to SFP Distance</td>
<td>Continuous</td>
<td>Terrain Services</td>
<td>Controlled</td>
</tr>
<tr>
<td>Staging to SFP Distance</td>
<td>Continuous</td>
<td>Terrain Services</td>
<td>Controlled</td>
</tr>
<tr>
<td>Computer used for Simulation</td>
<td>Categorical</td>
<td>N/A</td>
<td>Blocked</td>
</tr>
<tr>
<td>-----</td>
<td>---------</td>
<td>-------</td>
<td>--------------</td>
</tr>
<tr>
<td>1</td>
<td>--------</td>
<td>1</td>
<td>25 m/s</td>
</tr>
<tr>
<td>2</td>
<td>--------</td>
<td>1</td>
<td>25 m/s</td>
</tr>
<tr>
<td>3</td>
<td>--------</td>
<td>1</td>
<td>50 m/s</td>
</tr>
<tr>
<td>4</td>
<td>--------</td>
<td>1</td>
<td>50 m/s</td>
</tr>
<tr>
<td>5</td>
<td>--------</td>
<td>1</td>
<td>25 m/s</td>
</tr>
<tr>
<td>6</td>
<td>--------</td>
<td>1</td>
<td>25 m/s</td>
</tr>
<tr>
<td>7</td>
<td>--------</td>
<td>1</td>
<td>50 m/s</td>
</tr>
<tr>
<td>8</td>
<td>--------</td>
<td>1</td>
<td>50 m/s</td>
</tr>
<tr>
<td>9</td>
<td>--------</td>
<td>2</td>
<td>50 m/s</td>
</tr>
<tr>
<td>10</td>
<td>--------</td>
<td>2</td>
<td>25 m/s</td>
</tr>
<tr>
<td>11</td>
<td>--------</td>
<td>2</td>
<td>50 m/s</td>
</tr>
<tr>
<td>12</td>
<td>--------</td>
<td>2</td>
<td>50 m/s</td>
</tr>
<tr>
<td>13</td>
<td>--------</td>
<td>2</td>
<td>25 m/s</td>
</tr>
<tr>
<td>14</td>
<td>--------</td>
<td>2</td>
<td>25 m/s</td>
</tr>
<tr>
<td>15</td>
<td>--------</td>
<td>2</td>
<td>25 m/s</td>
</tr>
<tr>
<td>16</td>
<td>--------</td>
<td>2</td>
<td>50 m/s</td>
</tr>
<tr>
<td>17</td>
<td>--------</td>
<td>3</td>
<td>50 m/s</td>
</tr>
<tr>
<td>18</td>
<td>--------</td>
<td>3</td>
<td>25 m/s</td>
</tr>
<tr>
<td>19</td>
<td>--------</td>
<td>3</td>
<td>25 m/s</td>
</tr>
<tr>
<td>20</td>
<td>--------</td>
<td>3</td>
<td>50 m/s</td>
</tr>
<tr>
<td>21</td>
<td>--------</td>
<td>3</td>
<td>25 m/s</td>
</tr>
<tr>
<td>22</td>
<td>--------</td>
<td>3</td>
<td>50 m/s</td>
</tr>
<tr>
<td>23</td>
<td>--------</td>
<td>3</td>
<td>50 m/s</td>
</tr>
<tr>
<td>24</td>
<td>--------</td>
<td>3</td>
<td>25 m/s</td>
</tr>
<tr>
<td>25</td>
<td>--------</td>
<td>4</td>
<td>50 m/s</td>
</tr>
<tr>
<td>26</td>
<td>--------</td>
<td>4</td>
<td>25 m/s</td>
</tr>
<tr>
<td>27</td>
<td>--------</td>
<td>4</td>
<td>25 m/s</td>
</tr>
<tr>
<td>28</td>
<td>--------</td>
<td>4</td>
<td>25 m/s</td>
</tr>
<tr>
<td>29</td>
<td>--------</td>
<td>4</td>
<td>25 m/s</td>
</tr>
<tr>
<td>30</td>
<td>--------</td>
<td>4</td>
<td>50 m/s</td>
</tr>
<tr>
<td>31</td>
<td>--------</td>
<td>4</td>
<td>50 m/s</td>
</tr>
<tr>
<td>32</td>
<td>--------</td>
<td>4</td>
<td>50 m/s</td>
</tr>
</tbody>
</table>
APPENDIX B: COMPARISON EXPERIMENT DATA
The STAGE setup files and collected raw data files from this experiment are too large to include with this document.

All data is available upon request from the author.

### Table B-1: Comparison Experiment Data Collection Table

<table>
<thead>
<tr>
<th>Run</th>
<th>Pattern</th>
<th>STAGE Database</th>
<th>Number of A/C</th>
<th>Aircraft Type</th>
<th>Wind vel. (m/s)</th>
<th>Atm. Pressure (Pa)</th>
<th>Rel. Hum.</th>
<th>Water Temp. (°C)</th>
<th>Red. Ratio</th>
<th>Air Temp</th>
<th>P sat, w</th>
<th>P sat, a</th>
<th>Consumption Rate (kg/m²²/hr)</th>
<th>Total Pool Consumption Rate (m³/hr)</th>
<th>Delivered Volume (m³)</th>
<th>End of Run Water Volume</th>
<th>Mission Fail Time (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CompEx_F1_10</td>
<td>1</td>
<td>MQ-8C</td>
<td>10</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>94390</td>
<td>150.8209471</td>
<td>18.09851585</td>
<td>7.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>CompEx_F3_75</td>
<td>3</td>
<td>MQ-6C</td>
<td>7.5</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>94390</td>
<td>120.0042357</td>
<td>14.40050841</td>
<td>7.056</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>CompEx_S3_5</td>
<td>3</td>
<td>CH-53E</td>
<td>5</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>88.88510798</td>
<td>10.66621296</td>
<td>7.056</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>CompEx_C1_10</td>
<td>1</td>
<td>CH-47D</td>
<td>10</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>150.8209471</td>
<td>18.09851585</td>
<td>3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>CompEx_S5_75</td>
<td>5</td>
<td>CH-53E</td>
<td>7.5</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>120.0042357</td>
<td>14.40050841</td>
<td>7.056</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>CompEx_C5_10</td>
<td>5</td>
<td>CH-47D</td>
<td>10</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>150.8209471</td>
<td>18.09851585</td>
<td>3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>CompEx_F1_5</td>
<td>1</td>
<td>MQ-8C</td>
<td>5</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>88.88510798</td>
<td>10.66621296</td>
<td>3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>CompEx_C5_5</td>
<td>5</td>
<td>CH-47D</td>
<td>5</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>88.88510798</td>
<td>10.66621296</td>
<td>3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>CompEx_C1_5</td>
<td>1</td>
<td>CH-47D</td>
<td>5</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>88.88510798</td>
<td>10.66621296</td>
<td>3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>CompEx_S5_10</td>
<td>3</td>
<td>CH-53E</td>
<td>10</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>150.8209471</td>
<td>18.09851585</td>
<td>3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>CompEx_S5_75</td>
<td>5</td>
<td>CH-53E</td>
<td>7.5</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>120.0042357</td>
<td>14.40050841</td>
<td>7.056</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>CompEx_S1_75</td>
<td>1</td>
<td>CH-53E</td>
<td>7.5</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>120.0042357</td>
<td>14.40050841</td>
<td>7.056</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>CompEx_F5_5</td>
<td>5</td>
<td>MQ-8C</td>
<td>5</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>88.88510798</td>
<td>10.66621296</td>
<td>0.72</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>CompEx_C3_75</td>
<td>3</td>
<td>CH-47D</td>
<td>7.5</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>120.0042357</td>
<td>14.40050841</td>
<td>3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>CompEx_S3_10</td>
<td>3</td>
<td>CH-53E</td>
<td>10</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>150.8209471</td>
<td>18.09851585</td>
<td>7.056</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>CompEx_F5_10</td>
<td>5</td>
<td>MQ-8C</td>
<td>10</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>150.8209471</td>
<td>18.09851585</td>
<td>3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>CompEx_S3_5</td>
<td>3</td>
<td>CH-53E</td>
<td>5</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>88.88510798</td>
<td>10.66621296</td>
<td>0.72</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>CompEx_C3_75</td>
<td>3</td>
<td>CH-47D</td>
<td>7.5</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>120.0042357</td>
<td>14.40050841</td>
<td>3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>CompEx_F3_75</td>
<td>3</td>
<td>MQ-8C</td>
<td>7.5</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>120.0042357</td>
<td>14.40050841</td>
<td>0.72</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>CompEx_S1_75</td>
<td>1</td>
<td>CH-53E</td>
<td>7.5</td>
<td>101777</td>
<td>0.76</td>
<td>98</td>
<td>0.3</td>
<td>24</td>
<td>94390</td>
<td>2985.8</td>
<td>120.0042357</td>
<td>14.40050841</td>
<td>7.056</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
To better evaluate the suitability of the airframes tested in the comparison experiment each one was assigned a MMH/FH ratio approximating the real world systems’ MMH/FH ratio. These ratios were based on information gathered from the available literature. MMH/FH biasing was already integrated into the between sortie time computations in the screening experiment, so for the comparison experiment all that was needed was to update the biasing factor based on the currently selected airframe. The biasing factor was based on the available MMH/FH ratios and the standard size maintenance crew for each aircraft. The MMH/FH ratio was multiplied by the sortie length leaving the total MMH per sortie. This value was then divided by the number of crew members in a given aircraft’s standard maintenance team. The result is now the total maintenance time per sortie. This value is a point estimate, so it was then used as such to create a randomized maintenance time for each sortie within each scenario. The table below contains the required values for each of the compared airframes.
Table B-2: MMH/FH Data for Each Airframe of the Comparison Experiment

<table>
<thead>
<tr>
<th>Aircraft</th>
<th>MMH/FH</th>
<th>Crew Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>MQ-8C Firescout</td>
<td>1.1</td>
<td>1.25</td>
</tr>
<tr>
<td></td>
<td>Computed from data in [Bell Helicopter, 2010]</td>
<td>Estimated to be the same size as FCS plan for MQ-8B ([Raymer, 2009])</td>
</tr>
<tr>
<td>CH-47D Chinook</td>
<td>2.71</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>([DAMIR, 2012])</td>
<td>([US Army])</td>
</tr>
<tr>
<td>CH-53E Super Stallion</td>
<td>40</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>([Head, 2017])</td>
<td>([USMC, 1999])</td>
</tr>
</tbody>
</table>
Figure B-1: Statistical Analysis of Comparison Experiment Results

### Response Water Level

#### Actual by Predicted Plot

![Graph showing actual versus predicted water levels with a line of best fit and residuals]

- Water Level Predicted RMSE = 118.41
- Rsq = 0.90
- PValue = 0.00001

### Effect Summary

<table>
<thead>
<tr>
<th>Source</th>
<th>LogWorth</th>
<th>PValue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of A/C</td>
<td>6.434</td>
<td>0.0000</td>
</tr>
<tr>
<td>Number of A/C(1,5)</td>
<td>3.481</td>
<td>0.0033</td>
</tr>
<tr>
<td>Wind Velocity(5,10)</td>
<td>2.642</td>
<td>0.0014</td>
</tr>
</tbody>
</table>

### Residual by Predicted Plot

![Graph showing residuals versus predicted water levels]

### Summary of Fit

- Rsquare = 0.896952
- Rsquare Adj = 0.894473
- Root Mean Square Error = 118.4097
- Mean of Response = 530.6855
- Observations (or Sum Wgts) = 20

### Analysis of Variance

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>F Ratio</th>
<th>Prob &gt; F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>4</td>
<td>1830609.5</td>
<td>45765.2</td>
<td>32.608</td>
<td>&lt;.0001*</td>
</tr>
<tr>
<td>Error</td>
<td>15</td>
<td>210312.8</td>
<td>14021</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. Total</td>
<td>19</td>
<td>2040922.3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Effect Tests

<table>
<thead>
<tr>
<th>Source</th>
<th>Nparm</th>
<th>DF</th>
<th>Sum of Squares</th>
<th>F Ratio</th>
<th>Prob &gt; F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind Velocity(5,10)</td>
<td>1</td>
<td>1</td>
<td>2251763</td>
<td>16.061</td>
<td>0.0011*</td>
</tr>
<tr>
<td>Number of A/C(1,5)</td>
<td>1</td>
<td>1</td>
<td>2998277</td>
<td>21.3844</td>
<td>0.0003*</td>
</tr>
<tr>
<td>Type of A/C</td>
<td>2</td>
<td>2</td>
<td>13056055</td>
<td>46.5594</td>
<td>&lt;.0001*</td>
</tr>
</tbody>
</table>
APPENDIX C: STAGE SETUP AND MODIFICATION
The STAGE databases, scenarios, and missions created for this research were rather extensive. Further, the run-to-run variability necessitated creating new database and scenario files for each run. The basic functionality of STAGE was also modified to enable collection of the data of interest from the SFP entity. While the entirety of the STAGE file library is too extensive to include here, it is available upon request from the author. Included below are the correspondence with Presagis support and the screen caps referenced in that correspondence. The result of this correspondence was a Visual Studio project that compiled into a .dll file. This file extended STAGE’s baseline capability based on the modifications within the IDE as described in the screen caps. The overall result was a modified STAGE program that included the ability to query and report the current water supply value from the SFP.
Tuesday, January 31, 2017 at 5:09:26 PM Eastern Standard Time

Subject: Re: Case # 00103529: Recording Supply levels throughout a scenario [ref: 000708m0L_500391d7gR]ref

Date: Wednesday, July 6, 2016 at 7:45:50 PM Eastern Daylight Time
From: Matthew Davis
To: Support Stage
CC: michael.proctor@ucf.edu, lamar.harrell@presagis.com

Attachments: Pool Level Report

Pascal,
SUCCESS!!! The attached mission history log shows pool level at ~1 min intervals which is the data I need to get this experiment going!

I took a look at your user Task.cpp file... I was on the right track but would have spent weeks trying to figure out the changes to those last bits of code. I can't thank you enough for your outstanding support!

One final question: What is the best way to port this new STAGE configuration to another machine? Can I just copy over the TaskLib.dll and the %stage_gen_dir%\lib directory that is updated by the IDE (cur_quantity) / Build / Generate process? Or is it more complicated than that?

Regards,
Matt

From: Support Stage <stage@presagis.com>
Sent: Wednesday, July 06, 2016 4:36:28 PM
To: Matthew Davis
Cc: michael.proctor@ucf.edu; lamar.harrell@presagis.com
Subject: Re: Case # 00103529: Recording Supply levels throughout a scenario [ref: 000708m0L_500391d7gR]ref

Hi Matt,

I have created a small sample based on the screen shot of what you did in the IDE(Created an Entity Property cur_quantity)

As you noted in the 2nd screen shot, how you get the entity property is through code.

So I created a small snippet that would return the cur_quantity of the 1st supply installed on the entity.

I did this in the Suite15\STAGE\devel\mission sample

Here it is attached with the changes I made(userTask.cpp)

You should just be able to do the following to make it work:(assuming you have Visual Studio 2010)

Open a CMD prompt.

START> Run type CMD

enter
Browse to where you have STAGE installed (i.e. `cd C:\Presagis\Suite15\STAGE`)

`enter`

type: `setup.cmd`

`enter`

this sets your STAGE environment

browse to the `devel` directory: `cd devel`

`enter`

**type**: `devel_setup.cmd`

`enter`

this will set your development environment

Now you can just drag and drop the `.sln` file provided in the attachment (once all files were extracted) into the DOS CMD window (shell)

`enter`

Once the solution is opened just build the sample.

It will create a `TaskLib.dll` in the `C:\Presagis\Suite15\STAGE\UserPlugins\sim` directory if it was successful.

Now you will be able to access the current quantity of supply from the mission editor.

Please note this will only work on an entity with 1 supply as I am not looking for other supplies on the entity.

It is just to show you how it is done.

If more work is required I will have to suggest other resources to help you on this.

I hope this helped,

Let me know,

Pascal

Presagis Technical Support

-------- Original Message ---------

From: Matthew Davis [matt.davis@knights.ucf.edu]

Sent: 7/5/2016 4:38 PM

To: stage@presagis.com

Cc: michael.proctor@ucf.edu; lamar.harrell@presagis.com

Subject: Re: Case # 00103529: Recording Supply levels throughout a scenario, [ref: 06D708m0L_500391d7gR:re [ ]]
Pascal,

OK. I guess I don’t really know what I’m reading in the help files because the impression I got was that the IDE created all the needed code once generated and built.

I understand what your code is doing when I look at it, but when you ask if I’ve tried it... I don’t know where to put it. The last time I wrote code was MATLAB in 2009. Before that was my freshman computer science class in the spring of 1998. So when I look through the samples and all files that are related to them the calls to libraries and data structures look familiar, but it has been a long, long time.

Given that, can I add your code to any of the samples? If not, which do you recommend? Then, which file should be updated? I think it goes in a .cpp file, but in some samples there is more than one of those... which one does it go in? Does it matter?

I know I’m asking a lot of really basic questions and I apologize for what I’m sure is a conversation that is trying your patience, but I sincerely appreciate your help.

Regards,

Matt

From: Support Stage <stage@presagis.com>
Sent: Tuesday, July 05, 2016 4:10:58 PM
To: Matthew Davis
Cc: michael.proctor@ucf.edu; lamar.harrell@presagis.com
Subject: Re: Case # 00103529: Recording Supply levels throughout a scenario, [

Hi Matt,

What I think you need to understand is that when you start making changes as you have in the IDE, you still need to add code to it as just making the changes to what you did is not enough.

Have you tried the sample code I sent you earlier?

Regards,

Pascal

Presagis Technical Support

--------- Original Message ----------
From: Matthew Davis [matt.davis@knights.ucf.edu]
Sent: 7/5/2016 1:38 PM
To: stage@presagis.com
Cc: michael.proctor@ucf.edu; lamar.harrell@presagis.com
Subject: Re: Case # 00103529: Recording Supply levels throughout a scenario, [

Here are some pictures to help illustrate what I'm trying to do with the IDE tool. Like I said before, I can get my entity property name to show up as selectable from the Mission Editor, but its not returning any data as far as I can tell.
Hi Matt,

Happy 4th of July, hope it was as good as our Holiday was.

To answer your questions…

The SIM plugin usually comes in the form of a .dll file. It is similar as to the final output once you compile/build our samples. The end result will depend of what you want it to do. When coded you can have the messages of % Supply remaining printed to the SIM Console (or other format).

As for what you did with the Call Definitions /Decision Calls, I think if I understood correctly (not sure 😊), you can try something like this:

When creating your entity property you get an “Entity_Data *a_pEnt” pointer as parameter and if you want the quantity of a specific supply then

```c
int _SupplyIdx = sim_supply_get_supply_index_by_name(a_pEnt, “SupplyName”);
float _Quantity = 0.0;
if ( _SupplyIdx >= 0 ) {
    Permanent_Supply_Data* _pSupply =
        &_pEnt->supplies->perm_data.supplies[_SupplyIdx],
    if ( NULL != _pSupply ) {
        _Quantity = (float)_pSupply->quantity;
    }
}
return _Quantity;
```

I hope this helps.

Pascal

Presagis Technical Support
Pascal,

One more to clutter up your in-container after a long weekend. [Inline image name: OutlookEmoji.png]

I've spent the past couple hours digging through the help files and poking around in the IDE. In Call Definitions / Decision Calls there is a Decision named 'Actual Supply Quantity By Name'. This returns the value I need! However, that value is not listed in the Call Definitions / Entity Properties list where I need it to be available for assignment to a Report procedure.

I read how to create a new entity property, made one and generated and compiled the code. That part worked, I was able to see my new property and select it as the 'value' of my report procedure when I reopened the mission editor. But my property turned out to just be a name and didn't apparently link back to any data field from the entity because when I ran the scenario the SELF EVENT showed up in the log, but not the REPORT. Making that connection between a selectable entity property in the mission editor and actual data from the entity is missing from the help file. I tried using the same name (cur_quantity) that I found in an entity description .xml file, but that didn't work.

How can I find out what field the 'Actual Supply Quantity By Name' decision is referencing and then get my new entity property to reference the same field? Or get the entire 'decision call' copied over to the 'procedure call' side?

Thanks again for all your help.

Regards,
Matt

---

Hi Matt,

We tried to come up with different ways to come up with a solution for you, but in the end it all comes down to this being achievable only via a SIM plugin(coding).

Please note that our Canadian offices are closed tomorrow and I guess so are yours on Monday.
Happy 4th of July,

Pascal

Presagis Technical Support

---------- Original Message ----------
From: Matthew Davis [matt.davis@knights.ucf.edu]
Sent: 6/25/2016 3:37 PM
To: stage@presagis.com
Cc: lamar.harrell@presagis.com; michael.proctor@ucf.edu
Subject: Recording Supply levels throughout a scenario

Pascal,
Now that I have the missions/sub-missions controlling behavior correctly within the scenario I need to record the data of interest. The only data I need that I don't see in the mission history log is the supply level of an entity. Tracking how the supply level reacts to varying conditions within the scenario is the focus of my research, so I'm stuck until I figure a way to record it over the course of the scenario runs. There are two procedures that get very close to what I need ("Report" and "Return Event at Frequency") but don't have the option to return supply levels. "Return Event at Frequency" would be ideal since I could set it to report at a particular frequency for the entire scenario, but it won't allow me to select a supply level as the 'event'.

I've looked at the Monte Carlo sample Readme, but I'm not a coder so my attempts to follow the instructions and get batch testing going have been unsuccessful. Even if I could get that working, it looks to me like the output data only reports end-of-sceanario values...not what I'm looking for.

I've also look at the STAGE nCOM EntityStats sample, but I've got no idea how to modify that code to send nCOM data to a third-party logging software.

If possible, I think modifying the "Return Event at Frequency" procedure would be ideal since that will generate a SIM message in the mission history log which I can save as a text file and use Excel to filter and analyze. At this point I'll take any solution you can offer, however.

Look forward to hearing back from you soon.

Regards,
Matt
This page from the help file describes how to create a new entity property using the STAGE IDE, but doesn’t describe how to point my new entity property at a data field within the entity’s attribute array.
So I created this new ‘Entity Property’ called “cur_quantity” but don’t know how to change where it gets its data from. In fact I can’t tell where any of these entity properties are getting their data from. They are pointing to values within a entity’s attribute array because they actually return values. How can I tell which location within that array they point to and then modify where it is pointing?
This Decision Call, “Actual Supply Quantity By Name” returns the Float value I want to ‘Report’. How do I get my entity property in the previous slide to return the same value being returned by this?
APPENDIX D: R SCRIPT
Below is the text of the R script used to scrub, concatenate, and plot the raw water level data from each run of the screening experiment. The .R files are available from the author upon request.

#Import and Plot Loop
#A loop to import data from .csv and then plot pool levels

#Need to load packages:
#lubridate
#ggplot2
#gridExtra
#grid

#Initialize list of plots
P <- list()
P <- list(plots = P)

#Initialize vector for storing end-of-run water levels and failure time matrix
water.level <- vector()
fail.vec <- data.frame()
#Outer for loop moves through each of the 4 Blocks of the experiment

for(j in 1:4)
{
    setwd(paste("~/OneDrive - University of Central Florida - UCF/Dissertation/Data/Experiment 1/Block", j, sep = " "))

    #for loop completes the data manipulation and plots pool level for each run of a Block
    for(i in 1:8)
    {
        #read in the data table from .csv
        run.table <- read.table(paste("B", j, "R", i,".txt", sep = ""),
                        header = FALSE, sep = "\\t")

        #Add Column names
        colnames(run.table) <- c("Time", "Entity", "Type", "Name",
                        "Description", "Desc2", "Reason")
"Data", "D2", "D3", "D4")

#convert reported times to numeric seconds
run.table$Time <- hms(run.table$Time)
run.table$Time <- period_to_seconds(run.table$Time)

#attach run.times vector to the front of the data table
#run.table <- cbind(run.times, run.table)

#filter for only rows containing pool level data
run.sub <- subset(run.table, Reason == "TRUE" | Reason == "true", c(Time, Data))

#convert Data column to numeric values
run.sub$Data <- as.numeric(as.character(run.sub$Data))
#run.sub$Data <- as.numeric(run.sub$Data) #nested above

#plot Pool Level vs Elapsed Time
red.plot <-
ggplot(run.sub, aes(x = Time, y = Data), ylim = c(0, 840)) +
  geom_point(color = "red", size = .1) +
  labs(title = paste("Block", j, " Run", i, " Pool Level", sep = " ")) +
  xlab("Total Elapsed Time in Seconds") +
  ylab(expression("Pool Volume in meters"^3)) +
  scale_y_continuous(limits = c(0, 840)) +
  theme(plot.title = element_text(size = 10)) +
  theme(axis.title = element_text(size = 5)) +
  theme(axis.text = element_text(size = 5))

# Concatenate new plot into list P
P$plots <- c(P$plots, list(red.plot))

plot(run.sub$Time, run.sub$Data,
  type = "o",
  col = "blue",
  cex = .1,
  pch = 20,
  ylim = c(0, 840),
main = paste("Block", j, "Run", i, "Pool Level", sep = " "),

xlab = "Total Elapsed Time in Seconds",

ylab = expression("Pool Volume in meters"^3)
)

#Save the ending pool level to a vector - water.level
water.level <- c(water.level, tail(run.sub$Data, n = 1))

#Save failure times for each run to a new vector
fail.point <- min(which(run.sub$Data < 120))
fail.time <- data.frame(Block = j, Run = i, Time = run.sub[fail.point,"Time"], Data = run.sub[fail.point,"Data"])
fail.vec <- rbind(fail.vec, fail.time[1,])

#progress check
print(c(j, i))

} #End of run for loop (i)

} #End of block for loop (j)
# Create single page plot of all 32 runs

do.call(grid.arrange, c(P$plots, ncol = j))

# Create a multipage plot of the runs ... easier to read when they're bigger

ggsave("mpage.pdf", marrangeGrob(P$plots, ncol = 2, nrow = 4))
References


http://oai.dtic.mil/oai/oai?q=verb=getRecord&metadataPrefix=html&identifier=ADA559993


Act for Establishment of the Nuclear Regulation Authority, (2012).


SEI Industries. (2013). Bambi Max Operations Manual (version g ed.): SEI.


